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INFN . Introduction

* A general and all inclusive talk on HPC is quite impossible

* Too many technologies, too many “pillars", too many (and divergent) needings and solutions
* I’'m not an all-round expert

* So this talk is a personal and incomplete review of few topics of interest to me and
(hopefully) to the scientific computing community @INFN
* Exascale HPC characteristics and challenges
 Status of technological main components: CPU,GPU,DPU,FPGA,...
 HPCinfrastructure and R&I in Europe: status and funding opportunities
* Post Exascale challenges

* More details and insights in these other talks
e Giagu: Quantum Machine Learning
Donvito, Di Bari: INFN infrastructure, HPC & Cloud
Barbetti,...: Al in INFN
Biagioni: HPC networks
Paolucci, Lupo, Tiddia, La Rocca: HPC&Neuroscience
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INFN HPC is alive and still fighting with us...

* Traditional use:
* to solve complex problems at large scale faster and more cost-effectively
» fostering scientific discoveries and innovative technological advances

* simulations and modelling for product development, new materials, weather&climate,
energy analysis, aerospace, oil&gas,...

* healthcare: drug development, drug analysis, real-time personal medicine...

¢ fundamental science: LQCD, Montecarlo for HEP, material simulation, complex systems,
neuromodelling...

Cyber Security

Genomics
* New fields of application pumping up its use
* |oT & Big Data analysis
* LLM training and operating
* Hybrid Quantum computing (HPC as the interface to real/classic world)
* Quantum ML ...

* But a number of open issues

* maximize the computational efficiency

* does not exist a “one fits all” computing architecture. Any application or class of
applications has different peculiarities ﬁ‘p vs int, compute bounded vs memory

bounded...)
» different data precisions: FP64/32 for HPC, FP16/8/4 for Al workloads s e
* the current winner model “CPU+Accelerator” (GPU, FPGA, ASIP,..) is scalable and SiE
sustainable? - 1000 O
* learn to exploit the “chiplet” approach =
* power&density i.e. minimize the ratio W/OPs while increase system density § 100 cMP Cost of a FLOP
* thisis true from embedded to exascale... D O
* needs for low latency, high bandwidth, high throughput g e
* memory architecture “ \
. mtercopnect network QVOQ e o JRI &S
* not to mention & & & & & &£ f
* software and programming model, resiliency, economic sutainability... o o« & 0.,}"“\ <
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INFN ‘ Exascale challenges

Frontier US DOE Exascale supercomputer @ORNL (number 1 in top500 List)

Power consumption
- Currently 21 MW rating for Frontier system

%()”\ Ri1DpGE
Na tional |

C::AY
2) ENEF GY

- GPU acceleration as critical efficiency factor, CPUs lagging behind in efficiency " \"i_/ 1CT =N

- Going is getting harder ... Enterpr o
AMD &1

Speed and energy of data movement
- Interconnect networks, on-node 1/O buses
- Steady progress, yet outmatched by compute capabilities

US DoE ,,Frontier“ System
9284 AMD EPYC 7453s CPUs, 594,176

- This also includes I/O systems

Fault tolerance

cores
- Improvements in component reliability & integration has delayed onset of this :
problem 37136 AMD Instinct MI250x GPUs,
- New storage technologies help with checkpointing 8,169,920 compute units (64 stream

processors & 4 matrix processors each)

HPE Slingshot interconnect with 4x200
Gb/s per node

Billion-way parallelism
- Nearly there: Frontier has 5.2x108 stream processors

- Address problem by hierarchical parallelism: O(10K) nodes, O(100) CPU cores

d:w each, O(100K) streaming nodes 1.2 Exaﬂop/s for HPL code
f '. _ . . . . . . . . . |
iF; BUT: scaling general applications in an efficient way is still a major challenge! Configuration for November 2023 Top500 List
‘ C T )
1 c« +3= EuroHPC EuroHPC JU Projects Shaping Europe's HPC Landscape WS, HIPEAC 2024, January 17, 2024, Munich 3
S J. Carretero talk @HIPEAC 2024
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INFN ‘ Heterogeneity, new players and convergency

* Modular heterogeneous system (Low level Computer continuum...)
* The answer to the un-availability of “one fits all” architecture
Aggregation of different modules specialized for different computational tasks
It can be valid at any scale
*  MSA Modular Supercomputer Architecture

* Basic ingredients CPU, computational accelerators (GPU, DPU, ASIP), networks,
programmable components for the implementation of accelerators for specific
computational tasks (FPGA/ASIC for ML or data analytics), programming models,

integrated OS, real time schedulers, storage MSA Chsie Many-core

* Target is Data Center, on premises, on cloud or mixed approach CPU

* New entries to face emerging computing applications ""‘?,:5..':;"’
* Al booster a@
* Quantum booster CPU+GPU
. i HBM | HBM node

| Neuromorphic booster :ﬁh?m (oo
* Open issues: v ﬂ'ﬂ@—

* Network is critical and does not exist one-for-all network architecture Noupmopnc

* Interfaces to individual computational modules EH Egg.?ﬁge
* Heterogeneous by definition but required to be homogeneous to guarantee smooth et

integration

» Different modules have different technological maturity, different complexity,
different peculiarities of the data and computing task, different characteristics of
the interfaces (type and timing) etc...

* No clear solution for orchestration and programming model
* Today lack of real and feasible application use cases (i.e Quantum...)

We are still far away, and more research is needed...
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INFN ‘ Big players become heterogenous and convergent

. 2016 INTEL(CPU) buys ALTERA(FPGA) for 17 BS!!!
Aiming to design tightly integrated CPU+FPGA devices at die-level
* Up to now, not a big success.
* Today DPU/IPU architecture is slowly emerging

* INTEL oneAPI release: a programming framework for heterogenous architecture based on DPC++ (Data Parallel
C++) to implement (partial) SYCL support (https://oneapi. |oﬁ

* No more Ponte Vecchio (again???) Welcome Gaudi...

2020 NVIDIA (GPU) buys Mellanox (Infiniband Network for HPC) with 7 BS Adaptive Compute Acceleration Platform

GPU and Network integration to build in-house scalable mesh of GPU cluster interconnected via NVLink & Viksa

ADAPTIVE

* status ongoing » Ao dverewaoses
* DPU SoC heterogenous (ex BlueField) for task computing acceleration
* Issue: low number of competitors of network providers

2022: AMD (CPU) buys Xilinx (FPGA) per 35 BS con

* Same goal of INTEL/Altera : PN
* Integrate CPU, GPU, FPGA SoC for HPC and ML inference tasks) -
* Issue: no more independent competitors of FPGA ’ '

More recently

* Quantum Computing large and small players : 2516t
* Impressive hype and huge interest in Europe (public and private funding)

Al&ML gains visibility and request many many many resources =2
* NVidia reaches N*100*billions and starts skyrocketing and swinging....
« Issue: GPU cost becomes unsustainable

LOW Power CPU: w * $188.1b

* rumours about big players consortium to invest in ARM to avoid “single owner” model

ANNOUNCING
NVIDIA BLUEFIE

COMPUTE ACCELERATION

£ XILINX

Nvidia and Intel market value
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INFN ' Basic ingredients: CPU

Intel Xeon 6 Processors

INTEL XEON: the perfect example

* CPU “issues” limiting its scalability

* “small” number of cores due to the
architectural model (shared mem)

* Limited clock speed (from many years...)
e Coresrich in features but with “low”

performance: good for average user not for HPC

at large scale.

* Huge memory banks (caches) =
* less transistors for computing

* High ratio power/performance (TDP)
* High cost/performance

Intel Xeon 6700P
Intel Xeon 6500P
Intel Xeon 6 SoC

Intel Xeon 6300P

https://www.intel.com/content/www/us/en/products/

details/processors/xeon/xeon6-product-brief.html

Xeon 6 Clock | Cores / L3 TDP : Max : IKETray : Raw S/ Rawi Rel | S/ Rel
P-Core Speed | Threads | Cache (Watts) Sockets:Unit Priceé Clocks | Clock | Perf Perf
6900 Series "Granite Rapids”

6980P 20 GHz : 128 / 256 504 500 2 524 980 : 256 GHz i S9758 : 6200 : S40288
6979P 21GHz : 120 / 240 504 500 2 524 590 i 252 GHz: S9758 : 61.04 | S40288
6972P 24GHz : 96 /192 480 500 2 516,059 2304 GHZ $6970 : 5580 i S$28777
6952P 21GHz : 96 /192 480 400 2 SI14 051 2016 GHz! $S6970 | 4883 i S28777
6960P 27GHz : 72/144 432 500 2 58 029 1944 GHz! S4130 : 4708 | S170.53

14/10/2024

Piero Vicini - Computing@CSNS5: applications and innovations at INFN - B




INFN CPU low power (ARM)

Beyond the x86 mainstream: ARM AG4FX Chip Overview .
B Architecture Features <A64FX> l\:é"m.mmm P Gond 16 anes

* Armv8.2-A (AArch64 only)
+ SVE 512-bit wide SIMD
+ 48 computing cores + 4 assistant cores*

*Allthe cores are identical

* The Ex-European embedded chips maker with innovative business model:
license not products

* HBM2 32GiB

+ Tofu 6D Mesh/Torus
28Gbps x 2 lanes x 10 ports

+ PCle Gen3 16 lanes

* A pletora of 32b/64b archs characterized by high ratio watt/ops, used on
server and userver, embeddded, FPGA

® 7nm FinFET Fosk)  (RmENROPIID)
. . . ISA (Base) Armv8.2-A SPARC-V9
* low power = high number of cores pTeoMtansistors A T o=
. package signal pins Process Node 7nm 20nm
b lelted cost per core H Peak Performance (Efficiency) oo e .
+ >2.7TFLOPS (>90%@DGEMM) 2ot Coms S o
. N » N . * Memory B/W 1024GB/s (>80%@stream Triad) M::::Peakﬂlw 1024GBIs 240GB/s x2 (infout)
* In the past many CPU integration experiments (cavium, amcc) and EU project: i s i : o
Mont Blanc, EuroServer, ExaNeSt... T pe——
* Current products based on ARM-64 F " ' L B

* APPLE Mx (agreement APPLE-ARM until 2040...)

* AMPERE: (startup US per server ARM-based) multicore = 64-80
* Fujitsu A64Fx in HPC system FUGAKU B o e s g e
* Nvidia GRACE CPU

* SiPearl RHEA GPP (EU funded through EPI consortium): first samples in 20257

Ampere AMD AMD Intel Intel Intel
Integer Performance Altra Epyc 7742 Epyc 7702 8280 SP Xeon SP 8276 Xeon SP 6238R
Cores ) 64 64 28 28 28
Clock Speed 3.3 GHz 2.25 GHz 2.0 GHz 2.7GHz 2.2GHz 22GHz
SPECrate 2017 Integer Base = 667 593 342 296 287 _ : |
SPECrate 2017 Integer Base (GCC) 579 557 495 260 225 218 HPC and Al inference microprocessor etece 11
Performance/CPU 290 278 248 130 12 109 - 18
Performance/Core 3.62 435 3.87 464 102 3.90 e V1 cores
Warts 205 225 200 205 165 165 T G ST 3 ’ r ry -y
Performance/Watt 141 124 124 0.63 0.68 0.66 N DOR | HBM CXPLCI':CIIX
Watts/Core 2.56 3.52 313 7.32 5.89 5.89 - subsystems | | subsystems s
CPU Price 55,800 $6.950 $6.450 $10,009 $8,719 $2,612 4 x HBM 4 x DDRS interfaces :
Price/Performance $20.03 $24.96 $26.05 $77.02 $77.52 $23.95 Hew3 stacks |
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Quaomn Go g|e HArvow. IEH Rambus (Ao LITITTY SAMSUNG 2k NORTHROP ERORIAN.

{ Mellanox 7 EIIID < Morosemi Micron  ANDES Mocksirans eOdGSIP
iNF ‘ CPU low power (RISC-V) e e

—~
44 B s NUS
..sxv B ’v“"“"‘“ lcan: 1 émc A & FNUS u\lra@

THALES pango il St BITMAIN  gzvwe DOLPHIN GOWIN = CSEm HITACH

Beyond the x86 mainstream: RISC-V @ woer @ s G D SiFive 2z @i s0€ ont W
. . . . iRISC
* RISC-V is a open source/license free ISA (Instruction Set Architecture) b sniven s @) i . 2w . g @
. . . AR inperas im! < INTRINSICID € wernoncue (NI
* Designed to reduce HW compIeX|t¥ and power consumption and to enhance E‘ﬁ\ﬁi ";';‘;";;"dm @'m iy aff"ﬁ;@-"; : galo\,s o £
programmability and computing efficency e G (1 O 5 Wim 4w @ C.v
. == Vl ‘;;‘T‘RW:‘:”‘ :::7:’ g ~f (\mw I S swincow (6]
* Along history (Berkeley 1981->) T DT o m“m W g
. . Jantmltrc Gsurecore periXCab yorveon e buespec ~ COrtus & @ ETHzirich
* Today 5th gen supported by RISC foundation (https://riscv.org/) Disruptive Technology
e 2K+ PARTNERS, tra cui IBM, Intel, Google, Samsung, Nvidia...
Barriers Legacy ISA RISC-V ISA
 CPU, many-cores acceleratori, ML, uControllori, HPC,.. Complexty 1500 basemtucions | 47 b nsructns
* Reference platform for next gen EU chip developments Desgn reedom 558 - Limited Free - Unimited
» EPI, DARE, EPAC (R-V accelerators)... s |
Design ecosystem Moderate Growing rapidly. Numerous
extensions, open & proprietary
CUREMAHK, PEHFUHMANCE CUREMARK, POWER EFFICIENCY ‘ Software ecosystem Extensive Growing rapidly ’
Raw scores, single-threaded only (higher is better) Iterations per second per watt (higher is better) 7 RISC

Micro MagicISCY ' RISC-V and HPC
swm3 (Ryleﬂ 4100‘” CPU @3GHZ More than 2,700 RISC-V Members
SSSSSS 70 C tr
Micro Magic RISCV 3 systems
Mac Mini (Apple M1) CPU @4.25GHz * New ISA & HPC:
— 1° MONT-BLANC eu project (2012)
Swift 3, 8 threads — 2012 - 2020 many projects
Micro Magic RISC-V CPU @5GHz _ S1e
ag! (Ryzen 4700u) 2020 Fugaku - 1° Top500 w. 415PFLOPs
- + RISC-V ISArelatively new (10 years) tiRisc -
Micro Magic RISC-V CPU @4.25GHz Mac Mini, 8 threads — Few RV64G commercial available R Y Eemrtem
(Apple Mn — Several announced w. Vector-extensions: foallae Tod
M M. 2 « SiFIVE, Ventana, Esperanto,
N . ac Mini Semidynamics, Rivos, Axellera, SOPHGO...
Wcre Maglc RISCYCPU @36kz (Apple Ml) — Rich OpenHW ecosystem
Swift3 * SW ecosystem provided by the
Qualcomm Snapdragon 820 @2.15GHz (Ryzen 47000) RISC-V foundation — rich but initially focused on
en [} Allembedded

B RISCV
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* Originally specialized processors for graphics
* GPUs are highly multithreaded and make intensive use of
parallelism to achieve high performance (many SIMD
instructions)
» execution of many threads (up to 103...) in parallel
distributed over many elementary cores (103)
* no cache needed to mask memory access latency = a lot
,,,,,,,,,,,,,,,, : of computing, less memory
i |~ B |~ * Use of “large” (102 bit) and “fast” (N*Ghz per bit line)
=7 rensorcore || ™ rensor cone gra phIC memories
* Lots of state-of-the-art technoloy: Standard (DirectX, OpenGL,
OpenCL) or proprietary (NVidia Compute Unified Device
S Architecture (CUDA)) programming languages
é * Evolution towards scalable systems optimized (also) for Al
= * Extreme scale DGX systems essentially dedicated to the
efficient training of deep networks
 CPU+GPU integration (Grace Hopper)

ddddd

Register File (16,384 x 32-bit)

A
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FP64
TENSOR CORE TENSOR CORE
FP64
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T ‘ CPU vs GPU

Core Core
Intel Core E7-8890 v3 GeForce GTX 1080
L1 Cache L1 Cache
Core count 18 cores / 36 threads 20 SMs / 2560 cores
Core Core
Frequency 2.5 GHz 1.6 GHz
L1 Cache L1 Cache
L2 Cache L2 Cache Peak Compute 1.8 GFLOPs 8873 GFLOPs
Performance
Memory bandwidth Max. 102 GB/s 320 GB/s
L2 Cache
Memory capacity Max. 1.54 TB 8 GB
DRAM
Technology 22 nm 16 nm
Die size 662 mm? " 314 mm?
Transistor count 5.6 billion 7.2 billion
Model Minimize latency Hide latency through
i i i parallelism

Sharedv;r 1
L3 Cache -

i 6

Memory Controller . -

http://images.anandtech.com/reviews/cpu/intel/SNBE/ http://wccftech.com/nvidia-gtx-1080-gp104-die-shot/
Core_|7_LGA_2011_Die.jpg
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INFN GPU Hopper: state-of-the-art techs

4
/ X \ Warp Scheduler (32 thread/clk) Warp Scheduler (32 thread/clk)
Dispatch Unit (32 thread/clk) Dispatch Unit (32 thread/clk)
Register File (16,384 x 32-bit) Register File (16,384 x 32-bit) 3 2x DRAM
FP32 FP32 FP64. INT32 FP32 FP32 FP84 ’E‘ B an dW] dt h
WORLD’S MOST TRANSFORMER 2N° GENERATION FP32 FP32 FPB4 INT32 FP32 FP32 FP6a E
ADVANCED CHIP ENGINE MULTI-INSTANCE FP32 FP32 P64 INT32 FP32 FP32 FPe4 =
80B 6X GPU FP32 FP32 P64 INT32 |FP32 |FP32 FPes S
Performance 7X Secure Tenants FP32 FP32 FP84 INT32 FP32 FP32 FP84 E
FP32 FP32 FPsa INT32 [FP32 FP32 FP64 2
FP32 FP32 P64 INT32 FP32 FP32 FP64 2 7
FP32 FP32 FP64 TENSOR CORE INT32 FP32 FP32 FP64 TENSOR CORE ]
FP32 FP32 P64 4™ GENERATION INT32 FP32 FP32 FP64 4™ GENERATION 2
FP32 FP32 FP64. INT32 FP32 FP32 FP64 8
FP32 FP32 FP64 INT32 |FP32 FP32 FP64 5 17X
FP32 FP32 FP§4 INT32 FP32 FP32 FP64 2
FP32 FP32 FP84 INT32 FP32 FP32 FP84 %
FP32 FP32 P64 INT32 FP32 FP32 FPe4 3 1.6x
CONFIDENTIAL 4™ GENERATION DPX FP32 FP32 P64 INT32 FP32 FP32 FP64 1 =
COMPUTING praeen INSTRUCTIONS FP32 PR32 FPsa INT®2 PR32 PR32 Fpes
Secure Data and Al
7X PCle GenS 7X Dynamic Prog. L/ W Wi W W W Lo L/ L W W W L L LD
Qm InUse © oen p.{eormry sT st sT st st st st | SFU st st st st st st st st SFU
‘Warp Scheduler (32 thread/clk) Warp Scheduler (32 thread/clk] 0 I
The full implementation of the GH100 GPU includes the following units: AEERERE RUIEELES ORI P100 V100 A100 H100
Register File (16,384 x 32-bit) Register File (16,384 x 32-bit) HBM2 HBM2 HBM2 HBM3
2016 2017 2020 2022

INT32 [FP32 |FP32 FPe4
INT32 FP32 FP32 FP64
INT32 FP32 FP32 FPe4
INT32 (FP32 FP32 FP64
INT32 FP32 FP32 FPe4
INT32 |FP32 FP32 FPe4
INT32 FP32 FP32 FP64
INT32 FP32 FP32 FP64
INT32 FP32 FP32 FP64
INT32 FP32 FP32 FPe4
INT32 [FP32 FP32 FPe4
INT32 FP32 FP32 FP64
INT32 (FP32 FP32 FP64
INT32 (FP32 FP32 FP64
INT32 [FP32 FP32 FP64
INT32 |FP32 FP32 FP64

w W W W [gey T RNT RTTRT. TT.
ST ST ST ST ST ST ST ST

INT32 FP32 FP32 PB4
INT32 FP32 FP32 P64
INT32 FP32 FP32 P84
INT32 FP32 FP32 FP64
INT32 FP32 FP32 FP64
INTS2 FP32 FP32 FP64
INT32 FP32 FP32 FP64
INTS2  FP32 FP32 FP64
INTS2 FP32 FP32 FP64
INTS2 FP32 FP32 PB4
INT32 FP32 FP32 FP64
INTS2 FP32 FP32 FP64
INT32 FP32 FP32 PB4
INTS2 FP32 FP32 FP64
INT32 FP32 FP32 P64

8 GPCs, 72 TPCs (9 TPCs/GPC), 2 SMs/TPC, 144 SMs per full GPU
128 FP32 CUDA Cores per SM, 18432 FP32 CUDA Cores per full GPU
4 Fourth-Generation Tensor Cores per SM, 576 per full GPU

6 HBM3 or HBM2e stacks, 12 512-bit Memory Controllers

60 MB L2 Cache
Fourth-Generation NVLink and PCle Gen 5 L

HBM3 memory: 3TB/s

TENSOR CORE
4" GENERATION

TENSOR CORE
4" GENERATION

DGX H100 256 SuperPOD

W W W
ST ST ST sT SFU

Tensor Memory Accelerator

Tensor core supporting FPx (32/16/8) High dense SM with 4 TC/SM (576 in total

- N
F:S Fl:fi NVIDIA H100 SXM5 NVIDIA H100 PCle
. matrix
gRange Precision AL Peak FP64 33.5 TFLOPS 25.6 TFLOPS
exp i Peak FP64 Tensor Core 66.9 TFLOPS 51.2 TFLOPS
e8 m23 Ltipl:
FP32 BT T MR Peak /P32 66.9 TFLOPS 51.2 TFLOPS ... 32 nodes (256 GPUs) ...
o5 m10 ooy rmw, Peak FP16 133.8 TFLOPS 102.4 TFLOPS JTTVON || ZZV9VSN STV
FP16 s— (IO [T FP32 or FP16 Peak BF16 133.8 TFLOPS 102.4 TFLOPS
g e8 m7 Peak TF32 Tensor Core 494.7 TFLOPS | 989.4 TFLOPS' 378 TFLOPS | 756 TFLOPS! . . .
BF16 mes mmz bias/act/... Peak FP16 Tensor Core | 989.4 TFLOPS | 1978.9 TFLOPS! 756 TFLOPS | 1513 TFLOPS? NVLink configurable network, low latency high
5] —- —— Peak BF16 Tensor Core 989.4 TFLOPS | 1978.9 TFLOPS! 756 TFLOPS | 1513 TFLOPS? ba ndwidth, fOf
e4| m3 Peak FP8 Tensor Core | 1978.9 TFLOPS | 3957.8 TFLOPS! | 1513 TFLOPS | 3026 TFLOPS! .
m— -to- )t
§—{110 ‘ FP32|FP16|BF16 |FP8 Peak INT8 Tensor Core 1978.9 TOPS | 3957.8 TOPS! 1513 TOPS | 3026 TOPS! GPU_ to GPU direct access (tOtaI of 900G B/S )
matrix sml - NVLink Switch
Y

i - Computing@CSN

-
https://resources.nvidia.com/en-us-tensor-core/gtc22-whitepaper-hopper
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GPU roadmap @GTC2024

ot

Blackwell
20,000 TFLOPS
FP4

Pascal

Hopper

4,000 TFLOPS /
P8
Vol Ampere
olta 620 TFLOPS
Pescal 130 TFLOPS
P16

Sl

19 TFLOPS BF16/FP16
FP16 41/
o R

2016 2018 2020

GPT-41.8T MoE

10 Day Training
GPU
Peak Teraflops
Training And Inference Precision
Inference Joules/Token
GPUs to Train In 10 Days
GPU Unit Price
GPU Cost For Training In 10 Days
Power To Train, Gw-hour
Electricity Cost Per Kw-hour
Electricity Cost For Training Run
Three Year Electricity Cost

14/10/2024

2016
"Pascal"
P100
19
FPi6
17.000
42,105,300
$5.000
$210.5 B
1,000
S0.14
SI40.0 M
SI5.3B

2018
"Volta
V100
130
FPi6
1.200
6,153,800
$10,000
S6L.5B
140
S0.14
SI96 M
S$21B

"

GPT-MoE-1.8T energy

per token

\\ 1,200 Joules/token

\

2020
"Ampere"
Al00
620
FPI6
150

1,290,300
$15,000
SI94B

S5.6 M
S613.6 M

Ampere

150 Joules/token

2022

"Hopper"

H100
4,000
FP8
10

100,000
$27,500
S28B

Hopper
10 Joules/token Blackwell

0.4 Joules/token
-
2024

2024
"Blackwell"
B100
20,000
FP4
04

10,000
$37.500
S04B

Hopper GPU
6S HBM3

17,000 Joules/token | \ V
\ i : | 4

Blackwell GPU
8S HBM3e

=

NVLink 5 Switch

1800 GB/sec

[l
i

CX8 SuperNIC

FRI RO« —ERSD - BHTPRE) -

F@‘

}

Blackwell Ultra GPU
8S HBM3e 124

Spectrum Ultra X800

Ethernet Switch 512-Radix

2025

Rubin Ultra GPU

125 HBM4

GES

DATACENTER SCALE « ONE-YEAR RHYTHNM™ 'ECHNOLOGY LIMITS « ONE ARCHITECTURE

https://www.nextplatform.com/2024/06/02/nvidia-unfolds-gpu-

interconnect-roadmaps-out-to-2027/
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INFN

GPU and CPU mtegratlon the “new” wave: GH200 Grace Hopper Superchip

GH200 HPC Performance
100X 94X
90X
80X
70X
60X
igi 41X
=R 30X
NVIDIA Grace Hopper Superchip 20X
10X
- Hardware Consistency I ox 1.0X
1 i
i i i A : ICON MILC Quantum Fourier
: i Transform
: JINNEEN < :
A [e— T E = 5. i W xss M x86+HI00 M GH200144GB
Ll ! %) > =) i
= 4x 83 T E i i
n O 16x PCle-5 GRACE x 3 HOPPER 3 18x NVLINK 4 = O i
= 512 GB/s CPU 58 GPU 3| 900GB/s zZ8 |
‘:—2 ’ II\ Sl | (e = o i GH200 Al Performance GH200 LLM Performance
” P — > i
i = i 45X a0x 20X
! 1
- CPU LPDDR5X GPU HBM3 i 40X
- <512 GB < 96 GB HBM3 1 1.5X
i i 35X 15X :
30X
25X
20X 1ox
Grace CPU cores (number) Up to 72 cores 15X
CPU LPDDR5X bandwidth (GB/s) Up to 500GB/s 10X 0.5X
GPU HBM bandwidth (GB/s) 4TB/s HBM3 5X Does not meet
latency constraint
4.9TB/s HBM3e 0X 0.0X
. . . . DLRM Inf Vector Search GNN Trainin LLM Inference
NVLink-C2C bandwidth (GB/s) 900GB/s total, 450GB/s per direction 100GB IVE-PQ 500GB 9 Llama2 70B
CPU LPDDR5X capacity (GB) Up to 480GB
M xg6 M x86+HI00 M GH200 144GB M x86 M x86 + HI00 M GH200 144GB
GPU HBM capacity (GB) 96GB HBM3
144GB HBM3e

PCle Gen 5 Lanes

o8 https://resources.nvidia.com/en-us-grace-cpu/nvidia-grace-hopper

14/10/2024
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INFN Scaling with Grace Hopper

Allows for extreme scalability (mainly for Al) o o
https://resources.nvidia.com/en-us-grace-cpu/nvidia-grace-hopper

o NVIDIA Quantum 2 InfiniBand NDR400
A FIYYYYYY AAAAAA FIYYYVYYY FYYYVYY
100 GB/s 100 GB/s 100 GB/s 100 GB/s 100 GB/s 100 GB/s
S AAALAAZ AAAAAA/ AaddAad AAAAAAS \AAA444

BLUEFIELD-3 BLUEFIELD-3

BLUEFIELD-3

BLUEFIELD-3 BLUEFIELD-3 BLUEFIELD-3

*  MGX200: Grace Hopper Superchip system with
DPU+InfiniBand networking for scale-out ML and
HPC workload

EEEEEEEN
Hardware Hardware Hardware Hardware Hardware Hardware
Coherency Coherency Coherency Coherency Coherency Coherency
i e e e e e - s L e =

NVIDIA Quantum-2 InfiniBand NDR400

[ 100 GB/s |
"'.U."."?" 113,?.’.’._?)’ i hdeiy WAk ('g” 44 r prdhbibbd T abhbabiid Tabhbhisil 1 pkhs TOOOroT ATy
SO A A | | i ¢ b o b ST of T o T o S0 o T o TS o
H e | |1 vl 1 NVIDIA ConnectX7 § & A p SR o % R fwg P b e G
NVI D IA G H2OO NVL32 Wlth Ll ROk Y nnh\x TR 3 B % Prrrraret | Teevevyy! Frrrtvnet [ Torsrvet

NVIDIA Grace CPU

NVLink Switch System for
strong-scaling giant ML
workload

(LLTTTTTTTTI

NVIDIA NVLink-C2C I
|
u NVIDIA Hopper GPU

i1t

900 GB/s

Wi U

NVIDIA NVLink Networking (Level 1)

900 GB/s

|
Libl .upto256GH200... L1L) Hi i I HU

NVIDIA NVLink Networking (Level 2)
14/10/2024 Piero Vicini - Computing@CSN5: applications and innovations at INFN - Bari




AMD Instinct MI300X Accelerators

AMD Instinct MI300X Series accelerators are designed to deliver
leadership performance for Generative Al workloads and HPC
applications.

View Specs >

304 CUs 192 GB 5.3TB/s

304 GPU Compute Units 192 GB HBM3 Memory 5.3 TB/s Peak Theoretical
Memory Bandwidth

AMD Instinct MI300A APUs

AMD Instinct MI300A accelerated processing units (APUs) combine the
power of AMD Instinct accelerators and AMD EPYC™ processors with
shared memory to enable enhanced efficiency, flexibility, and
programmability. They are designed to accelerate the convergence of Al
and HPC, helping advance research and propel new discoveries.

View Specs >

pL 128 GB 5.3TB/s

228 GPU Compute Units 24 "Zen 4" x86 CPU Cores 128 GB Unified HBM3 Memory 5.3 TB/s Peak Theoretical
Memory Bandwidth

AMD MI300A AIPU: Grace Hopper competitor

Intel® Gaudi® Al Accelerator Roadmap

Intel Gaudi Intel Gaudi 2 Intel Gaudi 3 Falcon Shores
Accelerator Accelerator Accelerator

1 & |
B

(5nm)

Intel GaudiX??? Dejavu of Ponte Vecchio???

@UX Unified Acceleration
Foundation

Join us to drive an open standard accelerator software ecosystem!

e Build a multi-architecture multi-vendor software ecosystem for all accelerators.
¢ Unify the heterogeneous compute ecosystem around open standards.
¢ Build on and expand open-source projects for accelerated computing.

AMD+INTEL+Google: Open standard SW stack for accelerators: CUDA competitor

14/10/2024 Piero Vicini - Computing@CSNS5: applications and innovations at INFN - Bari 16



INFN . DPU (Data Processing Unit): “supporting the 4th revolution”

Boot Image and Local Storage

Run network and

[~ storage services on the
DPU, saving x86 CPU
cycles, and improving
performance

« Target Al & Data Analytics on parallel systems: ::E
« Fast data move between accelerators avoiding

congestion on 10/bus (PCI)

High Speed
Interconnect

-> low latency, low power, high throughput ,
« process in network: perform specific computing tasks Virtaiized Device Functions e e thess
server, enabling support
On network payload I- I- I- for bare metal servers

- de/compress, manipulate, ordering, monitoring,...
DPU: SoC with (low power) CPU (ARM), High speed
interconnect and programmable accelerator on data stream
« Host CPU offloads to DPU highly intensive computing
tasks for networking, storage, virtualisation, security.
» Today in SmartNIC/IPU (Infrastructure Processing Unit)
used in conjunction with CPU and GPU:
* NVIDIA BlueField DPU
 INTEL E2100 CCQDAZ2 IPU (Infrastructure
Processing Unit) | [
 AMD Pensando L ‘

Large num| ===
and virtual

AMD POLLARA 400 PCIE® CARD

1/0 Interface

- INFN designed DPU from 2012 (!): APEnet and NaNet architecture
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<Rl | Wi

FPGA: programmable device characterized by flexibility,
reconfigurability, power efficiency, short time-to-market

» from original PAL/GAL to current Btransistors SoC
* Example: XCV80 HBM Versal AMD

=
E
~
wv
(a8
o
b3
=
o
—
o
A=
=
[}
>
o
| .
(7}
=,
w

T T e e
1 2 3 24 5 NOEE/AERCEEUEIVERI P 5415 16 17 18 19 20

= 7nm FinFET node several 10xB transistors Processor Number (sorted by efficiency) . pocccdion
- Multiple (2->8) ARM Cores (A72) + R5F Real TimeCores i i
@1.5GHz 1006
—> 128 transceivers 32-56-(112) Gbps chip-to-chip or via s e
backplane interconnect
- 3M SyStem |OgiC cells (Up to 1G HZ) 8x Arm® Cortex®-A78AE P'°g'am(r:f)b'e Logls P(ilf(r?c?:.rgs
= Up to 32GB in-package HBM DRAM (~820GB/s) e 500Mb
memory 326
- Many industrial standards: ETH100g o 200g, PCIExpress ot Ar Cortencis2 e
gen3/4/5 X16"' Real-Time Processor LUTs Programmable I/0

— 38 TOPs (22 TeraMACs) DSP computing performance
—> IP specialized for per ML inference

DSP Engines MiPI

Platform Block RAM LVDS

Management Controller
Unit Tile

cB
S LR
%

UltraRAM (c]4[o]

B

Programmable Network on Chip

PS PCle

Arm Mali™- Application DDR5, Video Codec
G78AE GPU Security Unit LPDDR5X Unit

PS 10 GbE
R ) USB 3.2
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INFN _ Current high-end FPGA

Scalar Engines Adaptable Engines Intelligent Engines * Very high complex devices requiring new architectural approach
DustCare 1 i * Inthe past FPGA was a library of IP cores and programmable gates,
el few specialized 1/O structures interconnected by a connection
Versal . matrix.
o Fatar o * Now a system of independent hardware uPs and IPs
reatime Frosessar interconnected by an advanced high-performance network on chip
(NoC)
Coniater I | I * The firmware is (mainly) built through Ips assembling (lego mode...)
- Programiable NoC - » Different structures (Scalar Engines, Adaptable Engines,
el s || ||, ,pG Intelligent. Engines) for effic.:ient implementation of specialized
[z ] | e | Engines | "33V G | computational blocks for different (heterogeneous)
Scalar Engines Adaptable Engines Vector Processing com putational tasks
oo || gmeeee ||| | ¢ Core market for this kind of FPGA:
" Systemievel contl " Sesable sensor fusien FHfh e magng * networks (software defined networks),
=Du|E- S| BEEZES « ML inference (for efficiency and specialization) with use of
[Eﬂ O IE-o - EEIREEIRS specialized Al Tensor Blocks
HIFEIE EEIRE RS  Computational acceleration for data analytics and scientific
| ‘ computing
- Programmable NoC (Network on Chip) - ¢ Challen ge
ng%ﬂ% ;;EGEES e (| vou | e || o || o5k L(Z”i% * the complexity of hardware/software/system requires abstraction

to allow the (average) user to exploit it efficiently
Piero Vicini - Computing@CSN5: applications and innovations at INFN - Bari




EDA tool configuration ™. requirements

INEN . FPGA Programming

- Schematic
Design entry tool HDL (Verilog-HDL or VHDL)

b A b it Of h isto ry Simulation tool Design entry *{ IP core

Device selection

Synthesis tool State machine (transition

Place & Route tool . diagrams)

o Origina”y hand SyntheSiS... Device configuration tool

-~ Simulation { Simulation tool
VHDL test bench

-~ Synthesis tool

* then CAD tools (Schematic and synthesizers) to map high-level design to a ¥
hardware netlist s Synthesis directives

Post-synthesis simulation
~ model

* with increasing complexity = abstracting using HDL Hardware Description
Language (VHDL, Verilog) + compilers + synthesis

[‘ User constraints
__ Post P&R simulation model

Place & Route

FPGA
configuration

—‘\ Configuration tool

* more abstraction needed

* Introduction of HLS (High Level Synthesis) from C++ (or similar) Fgure s SequendialBxecution - Two funs “hrc
» “Task parallelism" model to exploit the intrinsic parallelism of the FPGA —
. Rd " aa ° B C pehad A RSB ¢ DSNUENS
* Development tools Xilinx VITIS HLS, INTEL oneAPI,...
Figure 6: Task Parallelism within a Run
* Thanks to these high-level programming tools 2 FPGA “democratization” time
° Short time_to_design *“{=} . M {@ 5 P Figure 18: Vitis HLS Design Flow
* A “simple” application specialist can design FPGA and exploit them time Boneh W Covecives.
* New high-level tools for automatic design and mapping of scalable parallel ,“{=} —
applications — :
) ) ) Bl o C Simulation | | C Synthesis
* OmPSS-FPGA (BSC) for programming MPI-based multiple FPGA systems h}
e HLS4AML (CERN) automatic generation of FPGA firmaware for ML dagier Yo LS Veriog
computing tasks I ]
* INFN APEIRON Framework L ] — T — '
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HLS4MUuU: the implementation

each Tlayer is an independent compute unit

® Dataflow architecture:

@ With tunable parallelism and quantization

HL S4MML.: the ideasa

® Fully on-chip: NN must fit within available FPGA resources (pynq-z2 floorplan shown)

@®HLS4ML aims to be this automatic tool @ Example: small CNN trained on MNIST
@ reads as input models trained on standard Deeplearning libraries
® comes with implementation of common ingredients (layers, activation functions, etc)
@Uses HLS softwares to provide a firmware implementation of a given network 60os0000000 MaxPool2D
VAV 2N RV U B B RV |
- 7 7 P 2222222222
® Could also be used to create co-processing kernels for HLT environments 3225823332272 Conv2D
YYyye gyd gy
S S 5 5 5
Ter:ii'r‘;fow Vivado™ HLS Ciivieitien » ReLU »
PyTorch 1TNTINT 2% 777
o-processing kernel §P 8P TTYILCD
e hls4m| 994940494999
wat )| w | / B “E gigw -
conversion Custom firmwure
Usual ML 77 design Menbor [FIFOs]
software workflow Catapult
tune configuration ; F
Y o e Fast CMNN inference on FPGF]S
TensorFlow 12
. https://fastmachinelearning.org/hls4mil/ < ‘ 1064[~ T I I
O PyTor‘Ch [ hittps//arxiv.org/abs/1804.06913 J BF hIs 4 mI -~ BF h|5 4 m|
BP I -+ BP o o
I Q
4 gp 1056 ap . -5.28
1.0 AQ , m | & AQ
° . Io II. . . ) AQP % F & AQP
Supporto (a vari livelli di maturita’) per e X 1
> i
. v $ ¢ 3
¢ pruning g | S I
g 10401 . -5.20
. f08 g
¢* compression S L . R
A . ﬁ [ A . i - —a 88
* quantizzazione ~ 1032 A -
* parallelizzazione 06 : ’
. Keras 10241 N -15.12
* Graph Nets L plsaml | L T
e s o i 15 AaAeP 2 4 6 8 10 12 14 16 AQAQP

* “Knowledge distillation” (teacher-student model)
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Bit width

Bit width

accuracy loss down to 6 bits
M. Pierini (WS Al INFN 2022) https://agenda.infn.it/event/29907/contributions/163448/attachments/90265/121584/AI%40INFN.pdf
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Execution time reduced to 5 psec to basically no




INFN ‘ APEIRON programming framework

APEIRON enables the scaling of Xilinx Vitis® High Level Synthesis applications on multiple FPGAs interconnected by the INFN communication IP

» Enables the mapping the dataflow graph of the FPGA FPGA INFN communication IP
application on the distributed FPGA system and gy « Direct network for FPGA accelerators
offering runtime support for the execution. o Host m/ R\ wier .| » Dimension Order (DOR) routing policy
+ Allows users, with no (or little) experience in + Virtual Cut Through switching technique
hardware design tools, to develop their applications o/ romrs, 1 ONFPORTS 1 * Implemented in VHDL as a Xilinx Vitis RTL kernel
on such distributed FPGA-based platforms: s \ s * Low-latency communication between HLS processing tasks:
> Tasks are implemented in C++ using High Level (b » Intra-node latency < 400ns for message sizes up to 1kB
Synthesis tools (Xilinx Vitis®). > Inter-node latency < 1us for message sizes up to 1kB

» Lightweight C++ communication API: Non-blocking
send() / Blocking receive().

\..

Host Interface IP: Interface the FPGA logic with the host through
the system bus.

= Xilinx® XDMA PCle Gen3

: Routing of intra-node and inter-node messages

between processing tasks on FPGA.
Network IP: Network channels and Application-dependent I/O

= Custom APEIlink 20/40 Gbps

= UDP/IP over 1/10/25/40 GbE

: user defined processing tasks

CPU

https://apegate.romal.infn.it/?page_id=1328

EP) Web of Conferences 295, 11002 (2024)
https://doi.org/10.1051/epjconf/202429511002
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INFN . Are FPGA suitable for HPC?

The Billion Euro question...

* Technology is aligned in terms of silicon process and density. Just a 2 of hardware peak clock frequency
* A pletora of tools to exploit programmability
* Very low ratio power/performance compared to CPU or GPU

* Many years of projects, study, protos, work for accelerators and networks showing (at low TRL) promising
behaviour...

* Peak performance not (yet) comparable with CPU/GPU due to the peculiarities of architecture
* Costs/performance is again too high for (almost) any application

* Proven really effective in a small number of specific area (ML at reduced precision, streaming computing, SmartNIC)
and for very few scientific applications
* programming is easier than before but still not within everyone's reach
e SO, the answer is “NI”

* Last gen FPGA are impressive in terms of capabilities and resources and are good for prototype/evaluate/debug
architectures

* proven succesful for specific applications (ML at reduced precision, streaming computing, robotics)
* valuable and cost effective for study new architecture and new features

— Additional research is again needed, on innovative architecture optimized for FPGA, tools, suitable
applications, exploitation of heterogeneity...
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NN ‘ TOP500 (6/2024)

Rank System

1 Frontier - HPE Cray EX235a, AMD Optimized 3rd
Generation EPYC 64C 2GHz, AMD Instinct MI1250X,
Slingshot-11, HPE
DOE/SC/Oak Ridge National Laboratory
United States

2 Aurora - HPE Cray EX - Intel Exascale Compute Blade,
Xeon CPU Max 9470 52C 2.4GHz, Intel Data Center GPU
Max, Slingshot-11, Intel
DOE/SC/Argonne National Laboratory
United States

3 Eagle - Microsoft NDv5, Xeon Platinum 8480C 48C 2GHz,
NVIDIA H100, NVIDIA Infiniband NDR, Microsoft Azure
Microsoft Azure
United States

4 Supercomputer Fugaku - Supercomputer Fugaku, A64FX
48C 2.2GHz, Tofu interconnect D, Fujitsu
RIKEN Center for Computational Science
Japan

5 LUMI - HPE Cray EX235a, AMD Optimized 3rd Generation
EPYC 64C 2GHz, AMD Instinct MI250X, Slingshot-11, HPE
EuroHPC/CSC
Finland

14/10/2024

Cores

8,699,904

9,264,128

2,073,600

7,630,848

2,752,704

Rmax
(PFlop/s)

1,206.00

1,012.00

561.20

442.01

379.70

Rpeak Power
(PFlop/s) (kW)

1,714.81 22,786
1,980.01 38,698
846.84
537.21 29,899
531.51 7,107

Rank

System Cores
Alps - HPE Cray EX254n, NVIDIA Grace 72C 3.1GHz, 1,305,600
NVIDIA GH200 Superchip, Slingshot-11, HPE
Swiss National Supercomputing Centre (CSCS)
Switzerland
Leonardo - BullSequana XH2000, Xeon Platinum 8358 32C 1,824,768
2.6GHz, NVIDIA A100 SXM4 64 GB, Quad-rail NVIDIA
HDR100 Infiniband, EVIDEN
EuroHPC/CINECA
Italy
MareNostrum 5 ACC - BullSequana XH3000, Xeon 663,040
Platinum 8460Y+ 32C 2.3GHz, NVIDIA H100 64GB,
Infiniband NDR, EVIDEN
EuroHPC/BSC
Spain
Summit - IBM Power System AC922, IBM POWER9 22C 2,614,592
3.07GHz, NVIDIA Volta GV100, Dual-rail Mellanox EDR
Infiniband, IBM
DOE/SC/0Oak Ridge National Laboratory
United States
Eos NVIDIA DGX SuperPOD - NVIDIA DGX H100, Xeon 485,888

Platinum 8480C 56C 3.8GHz, NVIDIA H100, Infiniband
NDR400, Nvidia

NVIDIA Corporation

United States

Piero Vicini - Computing@CSNS5: applications and innovations at INFN - Bari

Rmax
(PFlop/s)

270.00

241.20

175.30

148.60

121.40

Rpeak
(PFlop/s)

353.75

306.31

249.44

200.79

188.65

Power
(kW)

5,194

7,494

4,159

10,096



NN ‘ TOP500 (6/2024)

Interconnect Family System Share

Vendors System Share
. Architecture System Share
Projected Performance Development Y ® Lenovo @ Infiniband
10 EFlopls @ Cluster ® HPE o Glgat-:lt Ethernet
® MPP EVIDEN Omnipath
1 EFlop/s . @ DELL EMC @ Custom Interconnect
32.6% ® nspur @ Proprietary Network
100 PFlop/s ® Nvidia
10 PFlop/s ° NEC
ujitsu
® Fujit
1 PFlop/s 22.4% @ MEGWARE
@ Penguin Computi
® 9 p
S 100 TFiopls @ Others
g
2
S 10 TFlop/s
a
1 TFlop/s
100 GFlop/s
10 GFlop/ Vendors Performance Share Interconnect Family Performance Share
op/s
- Architecture Performance Share @ Lenovo @ Infiniband
GFlop/s ® HPE @ Gigabit Ethernet
@ Cluster .
100 MFlop/s ® MPP EVIDEN o gmrtllpatlht t
1990 1995 2000 2005 2010 2015 2020 2025 @ DELLEMC ustom Interconnec
@ Proprietary Network
@ Inspur
Lists ® Nvidia
@ NEC
® Sum A # = #500 ® Fujitsu 48.5%
@ MEGWARE
@ Penguin Computi
@ Others

Countries Performance Share

@ United States

® China
Germany

@ Japan

@ France

@ United Kingdom

@ South Korea

@ ltaly

@ Canada

@ Netherlands

@ Others
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INFN ‘ European competitiviness report (i.e. rapporto Draghi)

e future —
— of European
competitiveness

Public spending on R&I in Europe lacks scale and is insufficiently focused
on breakthrough innovation.

In the US, the vast majority of public R&I spending is carried out at the
federal level.

In the EU, governments overall spend a similar amount to the US on R&l as
a share of GDP, but only one tenth of spending takes place at the EU level.
The EU’s key instrument to support radically new technologies at low
readiness levels —the European Innovation Council’s (EIC) Pathfinder
instrument — has a budget of EUR 256 million for 2024, compared with
USD 4.1 billion for US Defence Advanced Research Projects Agency
(DARPA) and USD 2 billion for the other “ARPA” agencies.

Lack of intra-EU coordination affects the wider innovation ecosystem as

E well.

Most Member States cannot achieve the necessary scale to deliver
worldleading research and technological infrastructures, in turn
constraining R&I capacity. By contrast, the examples of CERN and the
European High-Performance Computing Joint Undertaking (EuroHPC)
showcase the importance of coordination when developing large R&l
infrastructure projects.

14/10/2024
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INFN ‘ EU funding for HPC and beyond: EuroHPC

« European effort to sustain and push forward the HPC in Europe EuroHPC Mission
* At the beginning a couple of main pillars:
e infrastructure (funds for HPC systems) and technological

Develop, deploy, extend and maintain in the Union a world leading federated, secure

research and hyper-connected supercomputing, quantum computing, service and data

. Today convergent initiatives: HPC, Al and Quantum Computing infrastructure ecosystem; support the production of innovative and competitive

supercomputing systems based on a supply chain that will ensure components,

technologies and knowledge limiting the risk of disruptions and the development of a

e A QUICK EUROHPC RECAP... wide range of applications optimised for these systems; and, widen the use of this

supercomputing infrastructure to a large number of public and private users, and
support the development of key skills for European science and industry.

WE ARE:

An EU body and funding entity

Existing since 2018 and autonomous since
2020

Based in Luxembourg

Governed by a Board composed of the European
Commission, 34 Participating States and 3
Private Members

EuroHPC Objectives

A Federated supercomputing infrastructure

m Exascale and post exascale supercomputers

m Mid-range supercomputers The 5 Pillars of activity
m Industrial-grade supercomputers

m  Quantum Computers

[\ } P )
7 BDV x.:_ni-s'mc

WITH A BUDGET COMING FROM 3

EU FUNDING PROGRAMMES: Buy, build and maintain HPC and quantum Technologies & Applications for the HPC ecosystem
o lnfrasFIUCtur? in Europe m R&D on new computing technologies and architectures Leadership in HPC use
Digital Europe Programme: EUR 1.98B Fund innovative R&I projects, to develop and their integration in supercomputing systems & Skills
Horizon Europe Programme: EUR 900M European skills, applications, software m Advanced industrial, scientific and public sector ederationand
Connecting Europe Facility: EUR 200M amd hardware and foster a European supply licati ! qus Applications
chain applications
EU contributions are matched by Provide access to HPC and Quantum Users Leadershu7h7usecnn15kﬂk
national contributions across Europe and support the development
of skills m  Wide use primarily for civilian applications — incl. for EU
strategic initiatives (e.g. Destination Earth, personalised
health, crisis management, etc.) m European
m HPC Skills, Education, Training Commission
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EuroHPC: funding infrastructure

EUROHPC SUMMIT 2024

A [Operationai | 5 PETASCALE 3 PRE-EXASCALE 1+1 EXASCALE
%’fg E_u’;%ggc Ecosystem o * Vega (Slovenia) « LUMI (Finland) * Jupiter (DE)

4 * Karolina (CZ) Leonardo (ltaly)—> assembling

= * [ Discoverer BG) 2 LISA upgrade for Al « JulesVerne (FR)
-
S / T under upgrade (28 ME) planned
o TEEseRE MetiXna () gl (9 _tarlne (2 ¢ Meluxina (Lux)  MareNostrum 5
- JULES VERNE (FR) == e . .
9% PETASCALE [_Preparing |}~ = gl Mt e Deucalion (PT) (Spa|n)
= Discoverer (BG)
8 MID-RANGE [Precprodustion . TR . : /I
= Coming up — Federation / Hyperconnectivity
Operetions! MareNostrum 5 (ES) /
Pre-production " — f—
’ \4 ?_Daedalus(GR) E e
EUROHPC SUMMIT 2024 > A hyper-connected, federated, and secure HPC and e ~ PREEXASCALE
guantum computing service and data infrastructure = PETASCALE
Infrastructure activities ecosystem SN T 22 wioranee
timeline > Federation of EuroHPC resources (2024) o A
{ Al focused activities ramp-up v" Computing services == e
; ; . . . ) Q-simulator
{ Al Factories - Procurements - Upgrades = Interactive Computing, Cloud access, Virtual Machfnes,
Containers \ == EHPCPL
JUP/TER : . v Data services Jupiter (DE)
Daeda/us — = Data repositories, Data mover / transport servi “"'e’ ° \
Ar/‘hen/us - JULES VERNE (FR) /
‘ JULES VERNE v' User and Resource management | , e
mmmmmm, v’ Authentication, Authorization, Identificatipn (AAI) 5 Loveme
2024 2025 > Hyperconnectivity (2025)
‘ Federatian/Hyperconnectivity prep. 77“ Federation/Hyperconnectivity b

f
Industrial Systems CEI { Industrial Systems Procurement/Deployment g /
Mid-range Systems CEI New Mid-range Systems Procurement/Deployment >

-iii

Daedalus(GR)
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INFN ‘ LEONARDO

Leonardo (CINECA)

« 3456 computing nodes, each equipped
with four NVidia A100 SXM6 64GB
GPUs (240PFlops)

- A Data Centric module aiming to satisfy a broader
range of applications. Its 1536 nodes are equipped
with two Intel Sapphire Rapids CPUs (9 PFlops of

sustained performance). BOOSTER MODULE S PG
« All the nodes are interconnected through an Nvidia SIS NODES 1536 NODES
9 PFLOPS HPL
Mellanox network @200gbps

« BullSequana XH2000 mechanics
« Funded by JU (120ME) and MIUR (120ME)

Low latency Interconnect 200Gb/s

Ethernet Interconnect 100Gb/s

STORAGE FAST TIER -
5.4 PB, 1.4 TB/s FRONT-END &

SERVICE PARTITION

STORAGE Login Nodes
; Visualization Nodes
CAPACITY TIER Servie & marmt
106 PB, 620 GB/s
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T . LUMI: Large Unified Modern Infrastructure

* Pan-European pre-exascale supercomputers in CSC’s data
center in Kajaani, Finland.

e Consortium: Finland, Belgium, the Czech Republic,
Denmark, Estonia, Iceland, the Netherlands, Norway,
Poland, Sweden, and Switzerland.

e Tech:

The LUMI is based on an HPE Cray EX supercomputer.

The LUMI-G GPU partition: 2978 nodes for a total of
11912 AMD GPUs.

Fast Cray Slingshot interconnect of 200 Gbit/s per
node

The Linpack performance of LUMI-G is 380 Pflop/s.
LUMI-C CPU-only partition with 64-core 3rd-
generation AMD EPYC™ CPUs (over 262 000 CPU
cores) and 256-1024 GB per node.

400m2 of space, which is about the size of two tennis
courts. The weight of the system is nearly 150 000
kilograms (150 metric tons).

* Total budget 144ME

14/10/2024

LUMI, the Queen of the North

LUMI is aTier-o GPU-accelerated

supercomputer that enables the
convergence of high-
performance computing,
artificial intelligence, and high-
performance data analytics.

*  Supplementary CPU
partition

* ~200,000 AMD EPYC
CPU cores

Possibility for combining
different resources within a
single run. HPE Slingshot
technology.

30 PB encrypted object
storage (Ceph) for storing,
sharing and staging data

LUMI-C: Partition
x86
Partition
LUMI-K:
Container High-speed
Cloud interconnect
Service
LUMI-Q
Emerging
6eH LUMI-O:
Object
Storage
Service

www.lumi-supercomputer.ev  #lumisuperco

LUMI-D:
Data
Analytics
Partition

LUMI-F:
Accelerated
Storage

LUMI-P:
Lustre
Storage

mputer #lumieurohpc

LUMI

Tier-o GPU partition: over
550 Pflop/s powered by
AMD Instinct GPUs

Interactive partition with 32
TB of memory and graphics
GPUs for data analytics and
visualization

7 PB Flash-based storage
layer with extreme 1/O
bandwidth of 2 TB/s and
IOPS capability. Cray
ClusterStor E1000.

80 PB parallel file system

https://docs.lumi-supercomputer.eu/

Piero Vicini - Computing@CSNS5: applications and innovations at INFN - Bari




= ‘ JUPITER: Joint Undertaking Pioneer for Innovative and Transformative Exascale Research
. Parallel . . ParaIIeI. High Capacit.y
FenModde  Dats Syetem - Syetem
First EU funded Exascale HPC system under construction
@Julich S S S
* Made of 24.000 NVIDIA GH200 Grace Hopper Superchip Universal S S S [oo

S

Cluster

« 25 BullSequana XH3000 racks interconnected by
NVIDIA Quantum-2 InfiniBand networking.

Quantum

GPU
« Over 70 Exaflops for 8-bit calculations (common in training &= Vodule
Al models,
« Apartition made of European tech (RHEA from EPI)  cnoeion @ EU-Technology

and Visualization Enabling Module

Neuromorphic
Module

e
LPDDR5
%
@

LPDDRS
%
@
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INFN ‘ Alice Recoque (FR)

« The second Exascale HPC system funded by EU

« JULES VERNE consortium (FR+NL)

« Up to now, selected the hosting center @CEA near
Paris...

« Declared fully operational in 2026. Most likely 2027

« MSA architecture with (one) native European
technology:SiPearl’s ARM-based Rhea-2 chip,
succeded to Rhea-1 chip in Jupiter.

« More (hopefully) to come...

Jules Verne : The
French led Exascale

projec
ALY >

A French/NL consortium
« GENCI (FR) Hosting Entity
CEA (FR) Hosting Site
« SURF (NL) as member of consortium

Full TCO over 5 years: 542 M€
(50% EuroHPC, 50% consortium)

Goal: Deploy a world-class Exascale supercomputer, based
on European hardware and software technologies,
addressing European major societal and scientific
challenges via the convergence at scale of numerical
simulations, massive data analysis and artificial intelligence.
14
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<

Access to EuroHPC platforms

EUROHPC SUMMIT 2024

BENCHMARK
ACCESS CALL

- For scaling tests &
benchmarks

- Fixed amount of
allocation for 2 or 3
months

- Continuously open with
monthly cut-offs

- Results and access to

system: 2 weeks from cut-

off date

Calls for preparatory activities

DEVELOPMENT
ACCESS CALL

- For code and algorithm
development

- Fixed amount of
allocation for 6 or 12
months

- Continuously open with
monthly cut-offs

- Results and access to
system: 2 weeks from cut-
off date

REGULAR ACCESS
CALL

- For projects that require
large-scale HPC
resources

- Allocation duration: for
12 months

- Continuously open with 2
cut-offs per year

- Peer-review process
duration: 4 months

Calls for production activities

EXTREME SCA'E
ACCESS CALL

- For high-impact, high-
gain projects requiring
extremely large-scale
HPC resources

- Allocation duration: for
12 months

- Continuously open with 2
cut-offs per year

- Peer review process
duration: 6 months

Al AND DATA
INTENSIVE
APPLICATIONS
ACCESS CALL

- For projects intending to
perform artificial
intelligence and data-
‘ntensive activities

- Fixed allocation for 12
months on frst-arrived-
first served basis

- Bimonthly cut-offs

- Peer-review process
duration: 1 month

Proposal submission via the Peer-Review Platform available at https://pracecalls.eu
High success rate...

14/10/2024
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Administratively accepted vs awarded

proposals - all cut-offs

Dec-21 Mar-22

=== Admin accepted proposals

Jul-22  Nov-22 Mar-23

Jul-23

Nov-23

«=&-=Awarded proposals

Total 22,179,899 node hours awarded

No. of awarded proposals vs Administratively

accepted proposals

Proposal nos.

Admin Awarded
accepted
Dec-22 36 26
May-23 17 15

* October 2023 cut-off still under evaluations

Total 41,914,156 node hours awarded



https://pracecalls.eu/

INFN EuroHPC: merging infrastructures HPC+AI+QC

AI GRAND CHALLENGE

Launched with the EC to foster
innovation and excellence in large- NEW ACCESS CALL FOR AI AND

scale AI models and provide users DATA-INTENSIVE APPLICATIONS

with access t(.) the LUMI and Leonardo Launched in March 2024
to research, innovate and develop X X
\ \\ Aims to support ethical AI

novel AI solutions.

; Intended for industry, SMEs,

\\\K

startups and public sector

CALLS TO SUPPORT organisations
HPC FOR AI ['_\\ POTENTIAL FUTURE AI
// ) INITIATIVES
= Support Centres for HPC-
powered AI Applications: l = Call for AI Software
to provide services for AI [ Ecosystem for HPC targeting
users and developers, the development of
supporting their uptake of methodologies, programming
HPC, providing training in environments and software
HPC skills and on HPC stack to facilitate the
architectures and user TO DATE: coupling of HPC with AI
requirements Over 90 AI projects have been training processes and big
" Call to provide HPC Support active on EuroHPC supercomputers data
In June 2023, the EuroHPC JU signed hosting to SMEs: to develop the Over 42 AI projects have been
agreements with six sites across Europe to host & competitiveness and supported by the 33 EuroHPC NCCs * Possible update to EuroHPC
operate EuroHPC quantum computers. These ii“i‘l’atw“ potential of SMEs Regulation to include more
ANT—valatad ar~tisri+ince

quantum computers will allow European users to
explore a variety of quantum technologies coupled to EUROHPC SUMMIT 2024

leading supercomputers.
Artificial intelligence

Al innovation package to support Artificial intelligence startups and SMEs

EuroHPC JU calls and actions . .
* Facilitate access to Al oriented HPC resources

* Widen use of Al to public and private users,
including SMEs

¢ Support the Al startup and research ecosystem

2022 2023 2024 in algorithmic development, testing evaluation [owsepsns]
and validation of large-scale Al models gq »

¢ Supercomputer friendly programming facilities =

¢ Enable the development of a variety of emerging
Al applications

Al Factories

Quantum Hosting : HPCIQC Quantum | Hosting HPC/QC : HPC/QC
Simulator Entities : integration Excellence| Entities software | benchmar
. Centres stack

L\

Quantum

Computing

Supporting competitive- Support centre for HPC- 1. open call to support Al software ecosystem
ness and innovation powered Al Applications SMEs/start-ups on large :
potential of SMEs scale Al models H

O— NI Vo S O

2023 2024

Artificial
Intelligence

i - Computing@C applications and innovations at INFN - Bari



CNFN EuroHPC: merging infrastructures HPC+QC

EUROHPC QUANTUM INITIATIVES

QUANTUM COMPUTERS

(HPC|@S
"Four procurements already laung Sutcttaly 0"

““““ g . ETPAHPC WhitePaper: QC|HPC Quantum for HPC

2 quantum simulators

under development, to https://www.etp4hpc.eu/white-papers.html
be integrated in:

ssssss

=" EuroQCS-Poland, located in Polandis
= Euro-Q-Exa, located in Germany

= EuroQCS-France, located in Francd¥
" LUMI-Q, located in Czechia

. . Loose integratj
®Joliot Curie (France)

"JUWELS (Germany) ! Co-located
Each QC will be integrated into a i
existing supercomputer in Europe

®*Finalising the ongoing technologies quantum with 37¢ countries
procurements of the quantum
computers = Development of Hybrid =" Enabling Universal Access and
algorithms and applications Integration of Quantum
®"Calls for further quantum Resources, to facilitate Tight integration — On-chip QPU
computers =Establishment of Quantum access and foster innovation

Excellence Centres

= Development of HPC-Quantum

DIVERSITY IN QUANTUM TECHNOLOGIES

EuroHPC Actions:

EuroQCS-  Euro-Q-Exa  EuroQCS- Lumi-Q EuroQCS- Eus’:aQicns‘  2021->HPCQS preparatory initiative

B T N e Forend * acouple of Quantum simulators (up 100 gbits)

Péluoatnotnuimc Superconduct Niiz;:l S;i;iizniiiﬁizg Trapped ions Quantum ° feaSibiity analySiS for HPC'Quantum integration
ing qubits star-shaped annealer

computer

opoioay * 2022-> Calls for 6 QC-systems deployments as a booster of
Pre&Exascale European systems in a “Co-located” way
* Technology chosen to get diversity as higher as possible
* 10-20ME per site
e 2024-> deployments start....
Piero Vicini - Computing@CSNS5: applications and innovations at INFN - Bari




INFN . EuroHPC: merging infrastructures HPC+QC in Italy

EuroQCS @CINECA booster of Leonardo

PRESS RELEASE | 1 August 2024 | European High-Performance Computing Joint Undertaking | 3 min read

EuroHPC JU Launches the Procurement for a [l K=Yel1at=1g¢ [o VAW Y [eYe [F]1 -1 <YV percomputer
New Quantum Computer in Italy

The European High Performance Computing Joint Undertaking (EuroHPC JU) has launched a
call for tender for the installation of EuroQCS-Italy, a new EuroHPC quantum computer to be 2 5
integrated into the EuroHPC pre-exascale system Leonardo. Fl rSt h a |f 2 O 23 0 I_e O n a rd O Module 6

. ule
Fourth most powerful supercomputer in the Multi-tier
World Storage System

255+ petaflops (peak performance)
Modular Supercomputing Architecture (MSA)

NEW CALL TO PROCURE
THE EUROQCS-ITALY
QUANTUM COMPUTER

End 2024: Quantum Module
200 qubits Neutral Atoms Quantum Simulator

(analog QC) Quantum

Module
End 2025: QM Improvement
Module 4

Enabling digital and mixed analog/digital Neuromorphic
mode Module

End 2026: QM Improvement 2
500 qubits digital/analog QC

Future Improvements...

NN ~ NN

QUANTUM
COMPUTING LAB
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INFN ‘ EU strategies for Al...

- First step: the 2023 EU Al Act

- Second step: the Al innovation package made of e oov [ s | o Searn
- amendment to EuroHPC to set up Al Factories — -
- decision to establish an Al Office within the ™ " " https://ec.europa.eu/commission/presscorner/detail/en/ip_24_383

YJ Available languages: | English V\

Commission to develop and coordinate EU Al policy, as e revse ot 20ms e S
well as supervise the implementation and enforcement of Commission launches Al innovation package to

the forthcoming Al Act. _ o support Artificial Intelligence startups and SMEs
- EU Al Start-Up and Innovation Communication: N
- (expected) 4 billions of public and private funding up U?wgu b
to 2027 Quote(s) 2023 on the EU Al Act — the world's first comprehensive law on Artificial Intelligence —

Related media which will support the development, deployment and take-up of trustworthy Al in the EU.

- initiatives to strengthen EU's generative Al talent
- encourage public and private investments in Al start-

ups and scale-ups (EIC accelerator & InvestEU) Communication on boosting startups and
- development and deployment of Common innovation in trustworthy artificial intelligence
European Data Spaces, made available to the Al Two Main Interlinked Objectives:
Community « Al Factories
- GenAl4EU initiative, support the development of . Making available HPC computing capacity to
novel use cases and emerging applications in public facilitate the development of GenAl models
sector and Europe's 14 industrial ecosystems . GenAl4EU Gustav Kalbe talk B rar A o]
- rObOtiCS, health, b|0teCh, manUfaCturing, - Stimulating the development in strategic sectors of
o . . novel and innovative applications based on GenAl
mobility, climate and virtual worlds. models and facilitating their uptake.
- B
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https://ec.europa.eu/commission/presscorner/detail/en/ip_23_6473

INFN ‘ EuroHPC Al Factories

The EuroHPC JU will deploy Al-dedicated supercomputing and service infrastructures to support the further
development of a highly competitive and innovative Al Ecosystem in the European Union.

*This includes:
*Acquiring, upgrading and operating Al-dedicated
supercomputers to enable fast machine learning and Al Factories
training of large General Purpose Al (GPAI) models;
Facilitating access to the Al dedicated
supercomputers, contributing to the widening of the

use of Al to a large number of public and private [ —
users, including startups and SMEs; gq » e 5
computers

*Offering a one-stop shop for startups and innovators,
supporting the Al startup and research ecosystem in =
algorithmic development, testing evaluation and

validation of large-scale Al models, providing e
su percomputer_friend|y prog ramming facilities and  7esting and Experimentation Faciities, AlonDemand Platform, AlNetworks of Excellence, Al-Data-Robotics PPP
other Al enabling services; Gustav Kalbe talk @ EuroHPC Summit 2024
*Enabling the development of a variety of emerging Al

applications based on General Purpose Al models.
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INFN ‘ EuroHPC Al factories funds

Target tier0 (maybe 1?) EU computing centers (i.e
CINECA, JULICH,...)
Two different calls

« EOI for procurement of advanced experimental Al
Factories (Al-01)

« EOI for acquisition of Al supercomp. OR upgrade
current EuroHPC HPC supercomputers with Al
optimised booster (Al-02)

The calls open until 31 December 2025 with pre-defined
cut-off dates.

» The first cut-off deadline for applications is 4
November 2024

Total budget: minimum of 800ME BUT co-funded by
national governments at 50%

« 400ME for AlI-02 in 2024

* 180ME for Al-01

* 15 ME for 3 years operating cost

The European High Performance Computing Joint Undertaking (EuroHPC JU)

News &
Events

Research &
Innovation

Access to Our

Supercomputers \/ | Media \/ | Documents | Contact

Home | About \/ | Supercomputers \/

Home > The EuroHPC Joint Undertaking Launches Al Factories Calls to Boost European Leadership in Trustworthy Al

PRESS RELEASE | 10 September 2024 | European High-Performance Computing Joint Undertaking | 4 min read

The EuroHPC Joint Undertaking Launches Al Factories Calls
to Boost European Leadership in Trustworthy Al

The EuroHPC Joint Undertaking (EuroHPC JU) has launched two calls for expressions of interest to
select hosting entities that will host and operate Al-optimised supercomputers, Al experimental
platforms and Al factories across Europe.

& N

EUROHPC-2024-CEI-Al-01

TO ACQUIRE AN ADVANCED EXPERIMENTAL AI-OPTIMISED
SUPERCOMPUTING PLATFORM (OPTIONAL) AND TO ESTABLISH AN
Al FACTORY

EUROHPC-2024-CEI-Al-02

TO ACQUIRE AN AI-OPTIMISED SUPERCOMPUTER OR TO UPGRADE
AN EXISTING EUROHPC SUPERCOMPUTER WITH Al CAPABILITIES,
AN ADVANCED EXPERIMENTAL AI-OPTIMISED SUPERCOMPUTING

PLATFORM (OPTIONAL), AND TO ESTABLISH AN Al FACTORY

FIRST CUT-OFF DATE:
1 November 2024
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INFN ‘ EuroHPC Research & Innovation

R&D on new computing technologies and architectures included their integration in supercomputing systems
Advanced industrial, scientific and public sector applications

RESEARCH & INNOVATION &

Currently over 40 ongoing or concluded projects in a range of domains and

contributing to European digital autonomy

Application Software

System Software

Hardware

EUROHPC SUMMIT 2024

Several initiatives are in place or upcoming to support
users, such as

and to harmonise the European HPC skills base, including CaIIS for I roposals 2023 — ﬂh

EuroCC2, Epicure, EUMaster4HPC and the future HPC

VirtualTraining Academy Framework Partnership

Agreement for developing a

) . large-scale European
The EuroHPC Centres of Excellence, focused on applications initiative for HPC ecosystem

for specific sectors and upcoming Quantum Excellence Centres based on RISC-V

The SEA projects are working to equip future Exascale
systems with strong technologies, the recently closed energy
efficiency call to develop energy-aware resource management
technologies for HPC, and the upcoming quantum middleware
initiative

EPI SGA2 which has led to the creation of the RHEA
processor, which will be used in JUPITER

EuroHPC is also preparing initiatives for RISC-V

EuroHPC
Training
Activities

EuroHPC Professional
Traineeships

Integration of European
quantum computers and
simulators into HPC
supercomputers

&

SKILLS

INFRASTRUCTURES

BUSINESS

European Quantum
Excellence Centres in
application for science
and industry

EuroHPC International

2030 Digital Compass: the
Cooperation with Japan

European way for the Digital Decade

Energy
Efficient
Technologies
in HPC
Centres Of
Excellence for
Exascale HPC

Applications Innovation Action in

Low Latency and High
Bandwidth
Interconnects

EuroHPC Virtual
Training Academy

Support Centre for HPC-
powered Atrtificial
Intelligence (Al)

Applications

Centres Of Excellence
For Exascale HPC
Applications

Supporting 2 024

competitiveness and
innovation potential of
SMEs
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INFN ‘ Example of Technological R&D: chip

EU motivations:
* Global semiconductor market value is 620BS in 2024.

THE 3 PILLARS OF THE CHIPS ACT

CHips JU

EU 20% of total market but only 10% of sales...

e CHIPS ACT - create large innovation capacity and a
resilient and dynamic semiconductor ecosystem

* GenAl has a strong demand for accelerators
supporting training and inference of Al workloads

* No EU process technology in top500 - close the gap

* A couple of iniziatives

« Initiative on
infrastructure building in
synergy with the EU's
research programmes

+ Support to start-ups and
SMEs

European Semiconductor Board (Governance)

Pillar 1

Chips for Europe
Initiative

€1.425bn
e

“es o1 bn

nipe 2 Gran Tats Buget

_€1.3bn
Chips JU Activities e rerzen s i

Activities not covered

EU Contribution to Chips for Europe .

i ¢ Chips for Europe
FllEr e ey theiChipsiioy Initiative Activities
o o Europe Initiative
Monitoring and Crisis
Response
* Monitoring and alerting R&I (Horizon Europe) 1.425 1.300 2.725
o - . R&I Activities R&I Activities Capacities
« Crisis coordination
mechanism with MS Cap building (DEP) 1.450 na. 1.450
+ Strong Commission
powers in times of crisis Total 2875 1300 4175
= K00 March 2024 oo an
(e Jari Kinaret - 20 March2024 | e -

e CHIPSJU c
* EuroHPC initiatives

L RISC

Jari Kinaret — 20 March 2024

EUROPEAN
PARTNERSHIP

CHIPS AND COMPUTING: RISC-V

Technological Sovereignty

Ae=w MDEEP-SEA
w3 +" DAPHNE

- European Processor Initiative (EPI):

-~ EEUPILOT

» EUPilot, EUPEX pilots integrating EU technology :!x (HECHSS arrcemne
. ; _ - —p rEUmEX
e = o
irst European acceleration NEASIE-CL g

‘\\?\lser

RISC-V - FPA (DARE)
» High-end general purpose processors
Al accelerators

Rapid RISC-V growth led by industrial

Semico Research predicts the
market will consume 62.4
billion RISC-V CPU cores by,

2025, 2 146.2% CAGR
2018-2025. The industrial
sector to lead with 16.7 billion
cores.

< ECSEL heritage - The ECSEL portfolio covers a variety of RISC-V aspects at a project task level

Scope: architecture extensions (e.g., accelerators, co-processors); (Low Power/High Performance) microarchitectures (e.g.,
implementations of the architectures);(Low Power) HW realizations (e.g., FD-SOI — By MEANS of?); SW support for RISC-V: System SW and
tools for design, verification, testing, etc.

+  ECSEL projects with RISC-V tasks - OCEAN 12 (2017-1-IA), CPS4EU (2018-1-1A), VALU3S (2019-2-RIA), FRACTAL (2019-2-5P2), Energy ECS
(2020-1-1A), StorAlge (2020-1-1A), DAIS (2020-2-RIA) — most of these have also addressed Al.

KDT JU/Chips JU RISC-V strategy — focused and linked actions
* Recommendations and Roadmap for European Sovereignty in Open Source Hardware, Software, and RISC-V Technologies , 2022
* SRIA update on RISC-V, 2022

utomotive RISC-V ro:

KDT JU/Chips JU RISC-V calls

Road towards a High-Performance Automotive RISC-V Reference Platform , 2023, updated 2024

* Call 2021-1-1A-Focus-Topic-1-Development of,
« Project TRISTAN, 47 Pa

en sources RISC-V building blocks
cost: € 54,371,711.93; Max HE Funding €15,597,798.00; National Funding: €13,603,678.17

+ Call 2022-1-1A Topic 3: Focus topic on Design of Customisable and Domain Specific Open-source RISC-V Processors (1A)

* Project ISOLDE, 39 Partners, Total cost: € 39,410,109.71; Max HE Funding €11,582,733.37; National Funding: € 11.451.467,64
Chips JU investment in RISC-V so far (2 projects contracted):

Total Cost: € 95M, HE Funding: € 27M, National Funding: € 25M, Private in-kind: € 43M

* Now Open! Call 2024-1-IA Topic 2: Focus topic on High Performance RISC-V Automotive Processors supporting the vehicle of the future -
* Expected: Max 70 partners, Approx. cost: € 60-80M; Max HE Funding € 20M; Max National Funding: € 20M

14/10/2024

.
C

Is there enough money to support the “interna

EUROPEAN
PARTNERSHIP

=
III

competition????
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INEN ‘ EuroHPC Chips: EPI (European Processor Initiative)

D = * EPI: European Processor Initiative

* Public/private funds budget of
EPI2 TIMELINE

1.5BEuro

* multi phase project: from ARM to
RISC-V per CPU and accelerators

e At the beginning academic and
industrial R&D (SGA1 and SGA2

~200+200MEuro). Then technology
transfer (SiPearl)

* First product, RHEA GPP ARM-based,
(almost...) ready in 2024 202

* |s the effort big enough for real
competition with US/JAPAN

chipmakers?
* Probably not for a TRL 8-9 product in

Competitive
mass production

* BUT it’s needed to guarantee
technological control and to allow the
development of new ideas,
architectures, hardware and software,
and new application fields

2019-2021 2023

2021
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INFR . EU chips targeting EU HPC: DARE Y/

DARE (EuroHPC FPA) consortium aims to establish a clear path for software and hardware development in
Europe, leveraging early access to RISC-V hardware emulation and simulation, with the goal of deploying the
developed technologies in EuroHPC systems.
« Started Q1/2024, is a 10 years initiative divided in 3 subsequent phases:

* Phase 1 Design&Proto: Prototype development @ 7nm process node

* Phase 2 Pilot: Medium scale Pilot development @4nm process node

« Phase 3 Production: .....
« Several synergic Technical Areas (TA): GPP (CPU), Accelerators (Vec, Al), SystemSoftware&Applications,

Pilot Integration
 Industrial & academic consortium. TA leaded by industrial partners

‘ DARE FPA ‘ - DARE Phase 1 Technical Areas (TA)

.: Codasip

PHASE | PHASE I Phase 1 Overall Goal
System in Package containing GPP and AIPU chiplets
Global C: AXELERA
mr 2 2 2 2 2

Post-Exascale
Development & Procurements

ugfg =
E [lle =
HPC Centres =
£ £
s |E £
o s - - : CODASIP
Apps & S 3 » REACH CPU RISC-V processor core
Shared SW | = SW Release SW Release » | SWRelease S development
& < + General Purpose Compute (GPP) chiplet
Global Coordination & Roadmap TA
development

. & =

REACH CPU: RISC-V EU ArChitecture for High-performance computing is a European RISC-V General Purpose

Tapeout Bringup ‘e Freeze Tapeout Bringup Freeze Tapeout Bringu
Processor
I I I N O R T
H for emerging HPC Al applications
| t & Confi ] I 20
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NEN ‘ INFN (in ICSC) in DARE

* INFN (APE group) will contribute in DARE as an affiliated

partner of ICSC.
* Forced by due to the new restrictive EuroHPC funding rules...

» Different areas of development targeting same

scientific/technological problgms: | AXELERA AIPU
* hardware IP (on FPGA) and its companion system software
(linux device driver, user library) enabling the deployment of
large scale NN models over multiple AIPU accelerators to boost
performance of applications like Al-accelerated HPC and
Generative Al.

4_|—> APElink

Al Processing Unit

* Three main pillars: System scaling via Al-

e Al-direct engine
* Specialized HW to provide high throughput/low latency
access (on PCle and/or custom direct channel) between
different AIPU
* APEiron-based orchestration
e Scalable applications to benchmark distributed parallel
solutions
NEST: brain-inspired neural network scalable simulator
(brain modelling at large scale, HBP flagship)
RAIDER: High Energy Physics ML-based applications for
particle tracking, identification and calorimeter clustering

-
¢Z""" Al-Direct channel (on PCle)
~->

4_|—> APElink

a Al-Direct channel (Host for config)

PCle GenX (CXL?) %

System scaling via Al-Direct (2)

=

Direct (1)

_’M
4

4

4
/4
'I_M
\

\\‘

9,

q
]
4
II \\
i
‘\_m
\
\
\
_\m

14/10/2024 Piero Vicini - Computing@CSNS5: applications and innovations at INFN - Bari



INFN ‘ EU interconnect targeting EU HPC: NET4EXA Details in A.Biagioni talk

NET4EXA (Network for EXAscale systems) aims to develop a next-generation high-speed interconnect for HPC
and Al systems, building on the success of the BXI European HPC Interconnect and the advancements
made through research in the RED-SEA project and other previous European RIA initiatives.
 EuroHPC Call: HORIZON-EUROHPC-JU-2023-INTER-02

* Type of action: HORIZON-JU-IA HORIZON JU Innovation Actions (w/ TRL 8)
 Total costs: 71 126 351 €;

e EU funding: 26916 520,70 €

* + countries’ funding

* +in-kind contribution for industrial beneficiaries.
* Project Start date: Sep. 1st, 2024; Duration: 30 months

Architecture & post-exascale . Large company 1 - BULL
- preparation (WP1) S T 2 - NUMASCALE AS
o pras —
= 2~ c . & SMEs 4 - Subco SCINTIL
ot c o [} - 35 4 — Subco Spearl
+— o) oJ o +— ~ O _
c = = ; )] c o 5 —Subco
= g S o M2 =gn 4 - CEA
O < 2 MESTME= ,\ sy
= S € T 5 S c a Datacenters
(e e o = ®© 8 — > < L
g £t o® = £ 2 - & Research  5-CINECA
— Sa 8o = S ) centers
D e N ©
e S PN 3 - FORTH
5 cademic
o . . . c 5.1 CINECA — UNITRENTO
Integration, Pilot, Evaluation tners TR UG
pa
(WP5) 5.3 CINECA - INFN
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NN ‘ NFN (in CINECA) in NET4EXA Details in A.Biagioni talk

osuLE * INFN contribute in NET4EXA as affiliated partner of

H2C Stream

UltraScale+ PCle « ” Engine ‘ : I N E‘ :A
Integrated Block RQ/RC
4= (Configured as interface
Endpoint
point) C2H S(.ream
Engine

* Leverage on previous project results:
« RED-SEA, TEXTAROSSA, INFN APEnet

« Several areas of technical contribution
» Integration of a medium scale (16-32) FPGA-based
testbed
* innovative mechanisms to enhance congestion control
management (for BXlv4)
* ON-NIC processing for task streaming computing,
« prototyping new features supporting GPU triggered

—p| CMPT
Engine

CMPT AXI-ST

APEnetX (PCle Gen3 X16) latency

—v— 2 hosts - sylllﬁclic piné-p()ng l:,lsl
—#— 2 hosts - OSU LATENCY benchmark
—e— |ocalloop - synthetic ping-pong test

Time (us)

2+ 5 ® = % ®m e o | computing in BXIv4 via and for BXIv4network
v architecture, |
HPE_R-u_n-ti-n:e_s_;m 'ZEEJSAZE;'& "'i Storage 1/0 Datacenter Deployment Tools * INFN key applications for benChmarking network

Applications . . .
e | st P— architecture under design: NEST (Large scale brain
Applications (e.g. PyTorch) e.g. distributed P . . .

o [rens i} weo | obeat storage Ve Diagrosis simulation), RAIDER (HEP Al-oriented apps)

BXIv3 Portals BXIv3 Pom:sp : Lum:sst Po:::iiS) ::::':OZCIS | [ sockets | ”::n':::n::: ® INFN bUdget ~1 35 MeurO
» 500 kEuro personnel, 850kEuro HW procurement

User
Space

Installation

_
5*‘?0 « 50% co-funded by Italian Government

NIC-level

| GPU Direct l | Multi-NIC, NIC-triggered ops

|
|

s
management, ° §
config, statistics || £ &
GPU [ mmanc | [ exwanic . 8
A

Unmodified or adapted component I =
5> 5
[ WP4 component | % 53

z

[ Other WP component |
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INFN ‘ Finanziamenti EU: NextGenEU (PNRR) and ICSC National Research Centre

ICSC National Research Centre for High Performance Computing, Big Data and Quantum Computing

The Center conducts R&D, nationally and internationally, for innovation in high-performance computing,
simulations, and big data analytics. This aim is pursued through a state-of-the-art infrastructure for
high-performance computing and big data management, which leverages existing resources and
integrates emerging technologies, and an organization and distribution of activities based on the Hub and
Spoke model.

* One of the five National Centres established by the National Recovery and Resilience Plan (PNRR)

« Total Investment: 320 MEuro

* 51 Academic & industrial partners
* Lead by INFN with 51 Academic & industrial partners - :

« 11 thematic areas (Spokes) N qumumconpurng . JCICSC

Agricultural Technology @
: = ". ——t k (Agritech) agritech
1,6 Mld €
T (3) sustainaviemobitty MOSsr
dal PNRR
| — Drugs development with RNA R NMOOC\
W 3 technology and gene therapy & GENETHERAP

. Bio-diversity

’ ‘[l_fti‘l\l'.azionali PNRR

YCICSC dme |

ntonio Zoccoli | 17 settembre 2024

14/10/2024 Piero Vicini - Computing@CSN5: applications and innovations at INFN - Bari



INFN ‘ ICSC motivations

What's better than the boss's slides? =2 2" Erail 2018: un mare di dati in arrivo ....

33

57

tablet

aIIa s 9 2.4 % of EU GDP professionisti dei dati

1.9 x

zettabvtes ]
salva
d 51z GB f Srmerebbero m|||ard| milioni
orre riva fino <
.

e

Y(ICSC &,

Why ICSC?

« Answer to the modern computing and data analytics challenges emerged by
strategic sectors for the development of the country: i.e., simulations, computing,
and high-performance data analysis

« Establish a National level hub

» Deploy a shared and open cloud/HPC infrastructure, representing a unique
strategic asset for Italy and EU

* Promote the best interdisciplinary skills of science of engineering from basic
research to computing sciences

14/10/2024 Piero Vicini - Computing@CSN5: applications and innovations at INFN - Bari




INFN |CSC organization

Centro Nazionale di Ricerca in HPC,
Big Data and Quantum Computing

y ICS Fondazione ICSC: partner pubbilici e privati 3 Fasi + 1 del Progetto

15 Feb ‘22 X
December 2021 March/April 2022 July 2022 February 2026

=
@FN CINECA ENFN ERiGELIEEE

* & ~.
consigio a Consortium
B0 @ mar ~
Gam, A GARR

e ] 13
200 @ @OGS AEIEIEE

- =
e \|§ & ZF ;5ere FINCANTIER!

UNIVERSITA
DIPAVIA

PHASE 1 Evaluation —»

'PHASE 2

Project Proposal +
Negotiation with MUR PHASE 3
Phase

Expression of interest

Implementation of
national center activities PHASE &

‘ Post PNRR
STARTING. Sept. 2022 NOW

innovs.zione urbana l’l’ etz HUMANITAS I FAB ... INTESA [Z] SNNDAOLO B g(yﬁ“f'/v = iﬁ‘%{}é‘;r‘ Erojectoreanfzation and presentaton T e e
e
1% LEONARDO soael ThalesAlenia 24 UnipolSai o - Y
= ke & peRe I X(ICSC &,
YCICSC Tomm
& Meeting

Antonio Zoccoli | 17 settembre 2024

Organizzazione delle attivita The #Headquarters
Bologna Technopole

0 SUPERCOMPUTING CLOUD INFRASTRUCTURE 1 N 2 o g CINECA & INFN Exascale

FUNDAMENTAL % ppm——— | Supercomputer Center B . | BigibataAssuciation
FUTURE HPC RESEARCH ML Sec b 1 ! 3 l and Foundation

& BIG DATA & SPACE ECONOMY s %
> —
==l Sl o ) = : a;*,g.ﬁ,"

7 - Ly ol b -

AsTROPHYSICS 6D agencygnr development 15 ,-t" : Wr Conference and
COSMOS and innovation i
OBSERVATIONS & CLIMATE y Sl Educational Center

- G o
6 o TRANSVERSAL ! 7 i % <
RESEARCH GROUP on =

MULTISCALE MODELING SOCIETAL IMPLICATIONS ... Meteo National Agency [ =] 4 ‘ i/ e Innovation Center
ENVIRONMENT & ENGINEERING F— = Y

& NATURAL DISASTERS | | AppLICATIONS AND IMPACT : . 1 S

8 % IFAB - International

W — IN-SILICO foundation Big data |
b MATERIALS & MEDICINE

“é[” o HPC Cerire ) MOLECULAR SCIENCES || & OMICS DATA -& Umversm/ Center* ’
g s 0staconre S - p
- ) Z % ol

Competence Center
Industry 4.0

10

DIGITAL SOCIETY QUANTUM
& SMART CITIES COMPUTING

x 3 Annual : ‘
&
£ 8 L : s -
< I B S & Meeting i 5Y teltunersita j Ttaliadomani y . } C I l : % agglilianlg
Antonio Zoccoli | 17 settembre 2024 2 e della Ricerca A \ ¥
edella Ricerca

'
‘Antonio Zoccoli | 17 settembre 2024 #
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ICSC budget

INFN

Il Budget di progetto

INFRASTRUCTURE
STAFF

OTHER

GRANTS

PHD
. DIRECT COSTS

6.325 M€ Annual Contribution
- _from ICSC members__ -
. A\

-
v .

Budget monitorato e
rendicontato

Monitorato per area geografica

e
Avanzamento Progetto =

350.000€

300.000 €

250.000 €
monitorato

200,000 €

150.000 €

rendicontato

100.000 € Rendicontato per area geografica

50.000 €

B Agevolazone @ Monitorato @ Rendicontato

YCICSC &,

Antonio Zoccoli | 17 settembre 2024
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Piero Vicini - Computing@CSN5

* Huge bureaucratic difficulties in spending the money.
 Unbelievable effort on researchers and administration staff

Personale HUB

Costo totale
personale 2024
circa 1.100 k€

di cui
rendicontati
su PNRR
circa 540 k€ (5,5
persone)

YCICSC &g

Antonio Zoccoli | 17 settembre 2024

Data assunzione Figura Professionale Tipo di rapporto N tivo
1 gennaio 2023 Research Manager Distacco da INFN A. D'Orazio
1 settembre 2023 Innovation Manager Distacco da INFN D. Salomoni
1 gennaio 2023 Segreteria Presidente e Organi Saturati Tempo indeterminato Pt | A. Capitani
1 marzo 2023 Impiegata Amministrativa Tempo indeterminato Ft | V. Amici
1 aprile 2023 Impiegata rendicontazione Tempo indeterminato Ft | A. Scaburri
1 settembre 2023 Project Manager Tempo indeterminato Ft | S. Grassi
11 settembre 2023 Addetto Comunicazione Tempo indeterminato Ft | M. Massicci
6 novembre 2023 Etichs & Data Governance Manager Tempo indeterminato Ft | M. Zanaroli
13 novembre 2023 Project Manager Tempo indeterminato Ft | R. Lelli
2 gennaio 2024 Project Manager Tempo indeterminato Ft | G. Digiglio
23 gennaio 2024 Impiegata rendicontazione Tempo indeterminato Ft | E. Monari
8 luglio 2024 Responsabile Amministrativo Tempo indeterminato Ft | V. Cosentino

Prevista integrazione nuova risorsa in area ICT

* Avery light structure
* Good for money, optimal for management

* Less good as a tool for participate in EU-funded project

: applications and innovations at INFN - Bari




INFN ICSC: highlights..

_/_)
=~ % #Spoke 1 - Future Hpc & Big Data
?

#Spoke 2 - Fundamental Research & Space Economy

Iy

Data stream
Image taken from:

===x Analisi veloce su grandi
Budget dello Spoke | 21.859.389 € Living Lab «Hardware & Systems» HWS@UNIBO ; P Budget dello Spoke | 18.939.814 € basi di dati (Petab+), con Detector A Hgriedink
* * * Integrazione di MonteCimone, il primo cluster - AN infrastruttura eterogenea
Personale Massa Critica 204 al mondo RISC-V al mondo (in collaborazione R - Personale Massa Critica (Cloud + HPC + Grid) e @- ) —)
con E4) : distribuita. e — 1000
Personale reclutato *  Progettazione di processori per mercati . : Personale reclutato Disegnata e validata per la vl evenia/ees venes/cec
specifici sviluppati a partire dalla piattaforma RS fisicaa LHC, usabile anche I - —

N. Pubblicazioni 244 PULP/RISC-V : CARFIELD (automotive —— ) N. Pubblicazioni in altri ambiti di ricerca (es.
Intel16nm, 11/23), ASTRAL GF 12nm (spazio T g - . fisica medica) e industriali
] > N. Progetti innovazione _ (es. immagini della space

N. Progetti innovazione 13 GlobalFoundries 12nm, 11/24, IG TASI)
economy)

Tenant-1
Living Lab «Software & Integration» SWI@UNITO 6 Taglio dei tempi di prototipizzazione in
«  Sviluppo (su MonteCimone) della prima distribuzione Wﬁﬁ interattivo e accesso trasparente e
Ina.ugurato completa al mondo di Pytorch (Google+FB) per RISC-V - il €5 ) ottimizzato a grandi basi di dati, anche
a giugno 23 software pill utilizzato per Al/LLM. Oggi mainstream. remote: verri resa disponibile a tutto
*  Progettazione e sviluppo di Streamflow — workflow portabili A Streamflow 1csc. ' P
per sistemi multicloud-HPC. EU innovation radar award. @ .
Utilizzato da 4 1G (ENI, Sogei, Unipol, iFAB), in valutazione per ﬂﬁ
adozione: IBM, TIM, Astron, MiRRI EU ERIC |A Tenant-2

CICSC &t

Antonio Zoccoli | 17 settembre 2024

o
‘Universita
la Ricerca

_/_/'
=% #Spoke 10 — Quantum Computing
-

12.655.3 ‘ 5““”*’1!‘:,".;52’1’2’:%%
Budget dello Spoke | 30.578.631 € Primo computer quantistico
EEET e ———— a semiconduttori a 24 qubit

Big Data: processing e management costruito in Italia

» A supporto dei grandi esperimenti: SKA, EUCLID, CTA+, Fermi, _—
“ LiteBird, LOFAR, .. Personale reclutato 62
» Sviluppo di soluzioni rivoluzionarie di archiviazione, processamento N. Pubblicazioni

e analisi di grandi volumi di dati basate sul Al e capaci di sfruttare
sistemi HPC stato dell'arte. N. Progetti innovazione

* Sviluppo di soluzioni avanzate e di strumenti di visualizzazione e
analisi dati interattivi e collaborativi.

| Diffuse sources in gataxy clusters | < [/
and cosrnic web filaments ||~ "1
LOFAR Two Metre Sky
Su

rvey 3
Shimwell+22)

Simulazioni Numeriche Exascale e oltre

« Codici numerici astrofisici innovativi capaci di sfruttare i pitl innovativi sistemi
ibridi di calcolo massicciamente paralleli ed accelerati. * 40 qubits entro Ottobre 2024

» Algoritmi sofisticati, integrazione di soluzioni Al, altissima risoluzione per . Connessione con Cineca
problemi complessi in cosmologia, astrofisica e fisica dello spazio.

Prossimi obiettivi

* Accesso cloud

& Annual
S Meeting

YCICSC
‘ « irione o
Antonio Zoccoli | 17 settembre 2024 one

FICIU VILIT = CUTTPULITIEWLOIND. dPMIHILdALIVID dlTu INNGvauuis ac v iv ~wari

inistero
dell'Universita
e dellaRicerca

YCICSC Eveting |

dall'Unione europea &y dell'Universita
tionEU. & e della Ricerca

Antonio Zoccli | 17/09/2024 e 2024
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INFN ICSC highlights: Terabit, workout gym for next gen HPCers...

.J @ The “HPC Bubbles”

Progetto ICSC+ TERABIT+DARE: "HPC a tutte le scale”

HPC Bubbles: disponibilita di risorse e servizi HPC Cloud-native,
scalabili ai livelli [aaS, PaaS e SaaS.

- integrazione tra rete, big data, cloud e risorse HPC.
* Comunicazione e federazione tra le HPC Bubbles
e altre infrastrutture HPC.

What are the HPC
Bubbles, in practice?

Tre tipi di HPC Bubbles:

¢ Cluster HPC modulari per I'lA, (8-16 nodi da 4 GPU
NVIDIA H100) Globalmente, raggiungono la potenza
di circa 3,8 PetaFLOP (FP64).

N
>

e Cluster HPC modulari generici ad alte prestazioni (8-
16 nodi da 192 core CPU ad alto rendimento e 1,5 TB
di RAM) Globalmente, forniscono circa 30.000 core
di calcolo.

LEONARDO

HPC PRACE-Italy

HPC su
tavolo utente

¢ Cluster HPC modulari basati su FPGA, (32 core CPU e
4 FPG) Globalmente, si tratta di 40 FPGA e 320 core.

‘ Dimensione sistema HPC ‘

“Distanza” dall’utente Storage veloce e interconnessioni a bassa latenza,

installate su piu siti dell'infrastruttura cloud distribuita

Alcune HPC Bubbles sono presenti anche su zone cloud
certificate ISO-INFN

YCICSC &Mesiimg

Antonio Zoccoli | 17 settembre 2024
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INFN ‘ ICSC: what next?

’JM L'investimento italiano... finora .... J l N
AI-FACTORY ALENT
800 milioni € One stop-shopv - /w
e
e e | — — Totale degli investimenti in
=== === ° Call EuroHPC AI-F
. all Euro -Factory INFRASTRUCTURE
=== =|[=|l=] #Supgrcglcolo r.1egl| 9 Settermnbre : :
e [ o (| ultimi 5 anni: Scadenza 4 Novembre ERVICH
— == —ll=ll—= Tecnopolo, ECMWF, 200+200 M€ budget -
E E E E E E Leonardo, ICSC, Terabit ...

—>Vedi presentazione F. Ubertini

}ic I C S C % hAd::ltllanlg d‘all'l]n‘lone europea Ay Mginfs‘e':,n rsita £ }C I C S % ?/I':z';ltlﬂ:g

Antonio Zoccoli | 17 settembre 2024 RISty N Ricerea Antonio Zoccoli | 17 settembre 2024
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INFN . ICSC - my personal view

« ICSC is a great opportunity to establish a national hub for
computing at large.
« HPC, diversified architectures, applications, new techs as Al &
Quantum
« Beyond and to achieve the goals of its post-PNRR sustainability
ICSC needs to be given a much.stronger and mulltifaced structure Jk Sostenibilita ICSC post PNRR
* Host HPC systems leveraging on a substantial team of

system supporting staff Ruolo post PNRR di ICSC:
« application experts to support scientific communities - Aggiornamento Infrastruttura nazionale calcolo HPC,
accessing the svstems: Big Data e Quantum computing: HW+SW
g y ’ * Partecipazione a progetti nazionali, regionali ed Europei
» A (somewhat larger than now) number of research personnel « Accordi internazionali
to push on R&l in computing * Azioni con il Sistema delle imprese
 with the positive effect of reaching the minimum size to * Azioni di education e disseminazione
. dibilitv at E | | dt v to th  Formazione di professionalita e giovani
gain credibiiity a urqpean ?Ve anad to apply 1o the —> Supporto MUR e altri Ministeri: KPI
next-gen Europe funding actions
« Set up a “think tank” able to contribute to the shaping of the next e | 30ESE

EU computing program and hopefully to suggest solutions to the
many issues of EuroHPC planning & funding:
» Selection of topics of interest, long term strategies issues
coming from the national cofin.,
 How to? - probably the topic of round table later on...
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INFN . Post exascale

Post Exascale computing or (better) “beyond” exascale
Europe is a little bit behind...

Th e ( post)_ Exa SCa | era Ce, Whe re are we ? <k\ — @ Exascale and Near-Exascale Leadership Systems (2020 to 2028)

Total
— Year A d China Europe Japan us Other Countries* | Systems Total Value
2020 ! "etar'efzcilae 1 $1.18
system ~S1.
Ll . L
KeyN ote - Long_term com putl ng Vlslon China initiatives: 2021 2 exascale 1 pre-exascale system __ 1 pre-exascale system " s1.18
o 5 q ~$350M each ~$180M ~$200M :
2024 ETP4H PC Conference — development of applications in
— o preparation for the arrival of the
- Po XN "‘\.h el 4 A S > Tianhe3 machine 2022 1 exascale 2 pre-exascale systems NS;:;:ASC:/IZ system |
. g . s - Y / < 2 ~$350M ~$390M total - ;Ozz?cceme - & L
- o <
: o
g R @ Genfralwe Ai fOY‘.SC-luﬁCC'. 1 B il i 2023 1 exascale system | 1 or 2 pre-exascale 1 near-exascale Remaining 1/3 of 25 ~$1.08
‘\ = o \ S ~$350M systems ~$150M each | system ~$150M Frontier system )
—_— ’_".." : . : 5 X2 ¢
( \\) EMF'LITING ‘ gL = o J > ; N m 2024 1 exascale system phljse)l(aes::siial:?z?’:i‘e) 5 2 exascale system 1 pre-exascale 5.6 ~$1.68
E \\C\— i PROJECT ~$350M biingosivel ~$600M system ~$125M
\ ' Lor2 exascale 2 or 3 exascale 1 exascale 1 or 2 exascale 1 near-exascale
2025 systems ~$300M 6-9 $1.7B- $2.7B
cach systems ~$350M each | system ~$200M |systems ~$350M each | system ~$125M ) )
Japa n initiatives: 2026 2 exascale systems 2 or 3 exascale 5 1 or 2 exascale ! :r 2 eizslc;l:n GO $1.78-$2.58
) ~$300M each | systems ~$325M each : systems ~$325M each systems n : e
- ; — FugakuNext prod. 2029 (xBS): co-desigh HW/SW/Apps PP p—
ECP . DOE unded NSF Suppoi"t (end dec. 2023) 14 _ 2 exascale systems 2 or 3 exascale 1 exascale 1 or 2 exascale .
C t f 6 ! d . 2 NeXt Gen AI (XloOMS)' qua ntum H PC (140M$) 2027 ~$275M each systems ~$300M system ~“$150M | systems ~$275M each systems :130M G e
+ Creation ot 6 co-design centers — (post)-Exascale as a Service (AWS/Rikean): from P PP es—
Still a challenge: Exascale ready app, sustainable Fugaku to Virtual Fugaku 2028 | ejg;;?}';j::‘"‘s ;:; ;:f:;";; systems ~$150M sys;;;{gj;:‘:ach systems ~$125M | 812 $1.78-$2.68
software stack each cach
New perspectives: Gen IA for Science, Trillion . . Toul e i %o Sis e aasl Rkt
Pa rameter Consortium, 20B€ A St r O n g effo rt I n b Ot h h a rd Wa re, S OftWa re . *Nlrlclvu;\i:ts S.Zlézraea, Singapore, IAustr:)lia, Ru?lii:, (;arllgda, Indila, Israel, Saudi Arabia, etc.
\_{ d | X t. / d . ! ote: H er 2 ,ma:\:wexa:czz;: systems will be 2-10 exascale.
a n a p p i Ca I\O n S Co_ e S i g n ource: Hyperion Research, Marc
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KeyNote - Long-term Computing Vision
2024 ETP4HPC Conference

INFN ‘ Post exascale challenges (SW)

The digital continuum: open challenges

Unification of HPC Simulations/Big Data/Al towards a data-centric view
Moving, storing and processing data across the continuum: how to deal with the 3 Vs of Big Data?

¢ Extreme Volume across the continuum
e Support the access and processing of “cold”, historical data and “hot”, real-time data + (virtually
infinite) simulated data
* Extreme Velocity across the continuum
* Unified real-time data processing (in situ/in transit, stream-based) in a common software ecosystem
* Need disruptive reduction in data movement cost with new devices, packaging
« All real-time data may not be storable in archives => real time training (bandwidth-oriented)
¢ Extreme Variety across the continuum
¢ Unified data storage abstractions to enable distributed processing and analytics across the continuum
¢ Interoperable data formats, "Semantic interoperability” through shared ontologies
* Digital Continuum is a multi-tenant and multi-owner environment.
¢ Collected data used with multiple purposes
¢ Computing Infrastructure is also shared

an

Software/application co-design o

vare s

Key challenges
* How to get post-Exascale ready applications ?
* How to expand an application-driven SW stack ? (g
* How to make applications portable and sustainable m z
at the post-Exascale era ?

Astronomy & Astrophy

Earth System Models &
Climate

A

“A)
Earth sciences &
environment
Computational biology &
Life science

g Laboratory laser-plasma

a physics

. High-energy particle
International context physics
* Early-binding HW/SW/application co-design Quantum chemistry and
approach at Rikken (Japan) Digital health

* In the USA, DOE co-design centers were a key Environmental & societal

component of the Exascale Computing project
(ECP)

* Inspired by ECP, co-design is central in the NumPEx
project (FR)

2/15/24

Urban systems planing
Magnetically confined
fusion plasma
Sustainable Transport &
mobility

Energy production &
tfansport

Al4Science / Science4Al

Al for science — towards HPC/AI hybridization

* End of Moore’s law, develop hybrid approaches based on Al to accelerate
parts of scientific computing applications

=> 10 Exascale performance with x25 EDP+Data science pp and x42 HW
improvements, some Al-based solvers can be sped up by 6 orders of magnitude,
etc., weather forecast with Graphcast

* Hybridization of HPC SW with Al : physics-informed Al models for simulation
codes, observational data reduction, digital twins.

* Push forward a post-Exascale-ready SW stack embedding Al solutions that
answer the needs of the application communities

2/

Al4Science — Science4Al

Consolidating and accelerating the construction of a
sovereign European exascale software stack
(portable, interoperable, reproducible, sustainable)

Push an hybrid Al/HPC software stack, to
accelerate HPC and provide Al at scale

Support Al for Science, foster fully open Al use-
cases/benchmarks, not restricted to GenAl

Support and foster the
developpement of disruptive Math &
models

From edge to HPC system: @l N _— .
the digital continuum - { Software/application co-design

Coordinate efforts to share workflows, solutions and
services for the convergence of HPC/Cloud/Edge

HW/SW/application co-design to help the
communities get prepared for post-Exascale

Foster the use/reuse of modular/interoperable

EaaS: Exascale as a Service, for Tier-0 European systems and portable SW components

Develop a data-everywhere, FAIR, ecosystem in Europe Push sustainable SW development model ;;

Piero Vicini - Computing@CSNS5: applications and innovations at INFN - Bari



INFN - Post exascale challenges (HW, disruptive tech, federation

PAHPC SRA WG
TIMELINE OF COMPUTE ELEMENTS Potential challenges for 2024-2028 e

Disaggregated SoC w/
functional chiplets L.
« Flexibility Limit data transfer costs: Improved Compute:

Reticule size wall

Power wall Heterogeneous

Frequency wall i = Perf scalabilit .. ..
e Many- architecture for _ Y o  Limit the length of data transfers @ Efficient accelerators close to orchestrator
any-core energy efficiency Chiplet based —  Unifying memory access of CPUs and —  Smooth integration of programming environments.
Mono-core architecture for architecture for higher density accelerators L ) .
architecture for parallelism NIC ~  Chiplets on (photonic) interposers, @ EﬁlClgnt dat_a_ types (varlable.premspn) '
single thread wm . —  Programming models that can transparently —  High precision to converge algorithms / avoid num. drift.
= Compute chiplet benefit from heterogeneous computing elements. —  Mixed Precision aligned w compute needs
performance ) 9 puting 1s!
10 chiplet . —  Lower precision (bfloat16, float8...) for Al.
Chiplet &b Improved memory hierarchy:
CPU invades — HBM (low latency, high bandwidth), Other challenges:
High — DRAM DIMMs (low latency, mid-size capacity), . ) )
Performance — NVM DIMMs (high capacity, persistency). o Aggressive power saving techniques
. . —  Dynamic power management
Processors will require SW support for placement of data. - R:-/)sourcepmanagemer?t
@ Computation close to memory. —  Component monitors supporting Rack/system level
. Compute chiplet —  Near-memory processing (HMC specs), Samsung power steering
= : - (HBM PIM and AxDIMMs), Hynix (Computational P
NIC  ~2006 Base die Memory Solution--CMS), UPMEM (Data e Support new addressing schemes
(Network Switch chiplet Processors - DPUs) —  Byte addressing
InterConnect) ’ Key-value (associative access)

Thermal chiplet -
—  Sparce matrices (gather — scatter)
—  HW supported multilevel indirect addressing

ETP4 HPEE o ETP4 HPEE s
Integration of QCS in HPC Systems EU Federated Hybrid HPC - QC Infrastructure

i % =t ; -
: ja; Developing and providing HPC - QC
o Integration of quantum computers and . .
simulators (QCS) in HPC systems on a services for the benefit of all Europeans
— system level: loose and tight models
— programming level: full hardware-software
stack
— application level: optimisation, quantum
chemistry and quantum ML

e Application-centric benchmarking
— Test for the algorithm, the software stack
and the technology
e Emulation of QCS with HPC systems

— ldeal and realistic QCS
— Designing, analysing and benchmarking
QCS and quantum algorithms

_—
a -3

i{:{ . &
%

: ! V B ,’ : _.‘ '.:“" ,b-.-t‘..._' A ‘ Y :
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INFN m Comments not conclusions..

. Elr% I(iasmss:cill the way to advance fundamental scientific and engineering research allowing to tackle simulation of larger and larger

* New paradigms and new approaches to large-scale computing have strongly emerged
» Generative Al and LLMs (in the short term) and Quantum Computing (in the longer term) are fuelling a new level of growth
» Also sustained through public funding and HPC cloudification

» There is no a clear winner one-for-all technology:
» Too many expectations for Al/ML with the side effect to reach economic un-sustainability
* QC exhibits low maturity (Tech and apps)

. %?éépaetggswer for current and next HPC systems is convergence: MSA architecture, where Classic HPC, QC and ML are tightly

« BUT the scale (exascale and beyond), the complexity and the heterogeneity is making a nightmare the process of design,
Integrate and operate systems. It needs a lot of R&l to optimize

. : ARM/RISC-V U low cost for power saying; innovative, accelerators architecture for computing efficiency; interconnect networks for
Fll\éY1 throughput ang ow latency; storage arc \Icte ure from yhlgh speed anda{ast eeg’r to%ata p?at?o#n;qauﬁ tolerance,...

« SWI/APP: vertical software stacks for effective programmability; new applications & algorithms able to exploit the systems
 Infrastructure: HPC as a service, new datacenter,...
« The added value is again human resources: researchers, technologists, computer architects, application experts, system
managers...
« BUT, in general, we measure the growing scarcity of HPC experts due to:
» Ageing of personnel, long training process of new staff, impressive rate of new technologies introduction
» Misperception that any stuff related to HPC, including “human experts”, can be easily bought on the market...

« Academia, Research and IT industries, as users and technology providers, have to team to support this training process
reversing the trend.

» National and International (EU) fundin% agencies must commit to funding not only HPC systems, but also this training process
and R&D initiatives with a clear plan shared by the entire community

* INFN is on the right way, with its leading role in ICSC and contribution to R&I/R&D EU initiatives
» govern them with a long-term view while avoiding the sloppy management of various short-term opportunities (GRID, PNRR...)
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18 members (11 staff + 2 fixed-term + 5 PHD)

O 3 main research lines 4&@5?: enmn”";" 1

) 5 https://apegate.romal.infn.it/
» HPC (system architectures, scalable networks, apps optimization) :ﬁ a“; Asices o y 2
» Z .
= Neuroscience (brain simulations, models, neuromorphic systems) 3%/ ’f E = % ‘&‘\ ¢ Dttps//twittercom/APELab INEN
= HEP Computing (Read-out systems, online trigger) S %‘ “o'\eﬂ?a sgq@““&%g

O Know-how o' S et giguinuted s & 5

= ASIC design, FPGA design, GPU programming and integration, network design, dense system integration, parallel
programming and application coding (LQCD, neural networks, complex systems), system software, compilers and languages,
data analysis, data processing, mathematical physics, theoretical models, statistics...

O National and International research network and industrial collaborations:

. Grenoble Univ., Athena, FORTH, UPC, CINECA, CNR, Julich, LENS, Manchester Univ, UniMi, CERN, NVidia, EuroTech, E4,
IceoTope, IDIBAPS, MonetDB, ATOS, EVIDEN, BULL, UCLM, UPV, CINI, ISS,...

15/10/2024 Andrea Biagioni - EuroHPC JU Projects for High-Performance Networks for HPC - Workshop Computing@CSN5 applications and innovations at INFN, 14-16 October 2024


https://apegate.roma1.infn.it/
https://twitter.com/APELab_INFN
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INFN ‘ Post exascale challenges at a glance

Exascale computing is a huge milestone, but the HPC community is already looking beyond it. Here are some of the key challenges facing post-exascale HPC:

1. The End of Moore's Law: Traditional processor scaling is slowing down. Finding new ways to increase performance, such as specialized hardware, new
architectures, and more efficient algorithms, will be crucial.

2. Power Consumption: Exascale systems already consume massive amounts of power. Post-exascale systems will need to be even more energy-efficient to be
sustainable and affordable. This will require innovations in power delivery, cooling, and hardware design.

3. Data Movement Bottlenecks: Moving data efficiently within the system is already a major challenge at exascale. As systems grow larger and more complex,
this problem will only intensify. New interconnect technologies, memory hierarchies, and data management strategies will be needed.

4. Programming Complexity: Developing software for increasingly complex and heterogeneous systems will be a major challenge. New programming models,
tools, and languages will be needed to simplify development and improve productivity.

5. Resilience and Fault Tolerance: With more components, post-exascale systems will be even more susceptible to failures. Developing robust fault tolerance
mechanisms and ensuring system resilience will be critical.

6. Application Scalability: Not all applications can scale effectively to exascale and beyond. Developing algorithms and software that can take full advantage of
these massive systems will be essential.

7. Quantum Computing Integration: Integrating quantum computers with classical HPC systems could unlock new possibilities, but it also presents significant
challenges in terms of hardware, software, and algorithms.

8. Al and Machine Learning: Al and machine learning are becoming increasingly important in HPC, but they also pose challenges in terms of data management,
model training, and integration with traditional HPC workflows.

9. Workforce Development: A skilled workforce is needed to design, build, program, and manage post-exascale systems. Addressing the skills gap through
education and training will be crucial.

10. Ethical Considerations: As HPC systems become more powerful, it's important to consider the ethical implications of their use, such as potential biases in Al
algorithms or the environmental impact of energy consumption.

14/10/2024 Piero Vicini - Computing@CSN5: applications and innovations at INFN - Bari



INFN . EuroHPC JU R&D: progetto RED-SEA (Network) (A.Biagioni, P **
The four pillars of RED-SEA research

Integrazione della Network Interface (NI) con RISC-V e
ARMVvS cores (EPI) , piattaforma EU di HPC Network
(Atos BXl)e con acceleratori FPGA e GPU

14/10/2024

Architecture, co-design and
performance

High-performance Ethernet

Efficient Network Resource
management

Endpoint functions and reliability

uuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuu

ETHziirich

Optimizing the fit with the other EuroHPC projects and INFN

with the EPI processors SEXAPSYS @FORTH

\\\\\\\\\\\\\\\\\\\\\\\

Development of a high-performance, low-latency,
seamless bridge with Ethernet At@s

Istituto Nazionale di Fsica Nucleare:

Including congestion management and Quality-of-

Service targets while sharing the platform across i o Project Start O 1 / 04 /202 1
Project duration: 36 months
from programming models to reliability & security @FORTH _ PrOJeCt bUdget 8 M€ (IN FN 700 k€)

and to in-network compute

application and users

End-to-end enhancements to network services -

* NEST (Spiking NN simulator) come
benchmark e co-design application
e Sviluppo di network IP per

ottimizzazione Spiking NN
simulator

* APEnet+ network simulators a larga

scala
* Funzioni di network routing assistite
da tecniche di ML

Piero Vicini - Computing@CSNS5: applications and inn



INFN . EuroHPC JU R&D: progetto TextaRossa (A. Lonardo, P. Vicini)

Obiettivi principali
* Energy Efficiency
e Sustained Performance delle
applicazioni
* Integrazione di acceleratori
riconfigurabili (FPGA)
e Sviluppo di IP
* comunicazione, mixed
precision Al, security,
power monitoring,...
* Rilascio di nuove piattaforme
(IDV)

INFN Contribution to WP2/WP4: APEIRON

INFN in WP2: IPs for low-latency FPGA commun.

» Goal: offer hardware and software support for
the execution on a system of multiple
interconnected FPGAs of applications
developed according to a "
dataflow programming model

» Map the directed graph of tasks on the
distributed FPGA system and offer runtime
support for the execution.

« Allow users with no (or little) experience in
hardware design tools to develop their
applications on such distributed FPGA-based

FPGA

CPU

ROUTING IP

Host Interface IP: Interface the
FPGA logic with the host
through the system bus.
— PCIl Express Gen3
-> Gen4
Network IP: Network channels
and Application-
dependent I/0
— APElink 32 Gbps
- 64/100 Gbps
— UDP/IP over 10-25 GbE
- 40/100 GbE
Routing IP
— Routing of intra-node and inter-
node messages between
processing tasks on FPGA.

= |Implemented as incremental
development on APEnet IPs over
XILINX platforms.

= Deliverable D2.5
— Intermediate database at M18
— Deployed in the IDVs (WP5) at M30

11 partners from 5 countries: platforms
ENEA, Fraunhofer, INRIA, ATOS, E4, BSC, + Tasks are implemented in C++ using High
PSNC, INFN, CNR, IN QUATTRO, CINI Level Synthesis tools (Vitis). -
(thtecmcg di ',V',"aT‘°'. Universita di + Simple Send/Receive C++ communication
Torino, Universita di Pisa), API.
LTP: Universitat Politecnica de Catalunya
(UPC), Université de Bordeaux.
EEdrarnssa 21

Tensor Network Methods

RAIDER Rings detection - Dense model on FPGA Nest GPU (as NEST on GPU)

High Energy Physics high-level software tools

Fully Connected

= Input: 64 hits per event

= Architecture: 3 fully connected layers

= Qutput: 4 classes (0, 1, 2, 3+ rings per
event)

= Qkeras, quantization aware training:

— ~75% average accuracy with low
resource usage: LUT 14%, DSP 2%,
BRAM 0% (VCU118)

= Latency: 22 cycles @ 150MHz
= |nitiation Interval (I1): 8 cycles

I

+

fully-connected

1F TensorFlow ® hls 4 ml ® vivapo His mp P integration in
LOTP+ infrastructure

e httos://fastmachinelearning.ore/hlsami/

14/10/2024

= The engine driving the neural simulations is  .J#®%
the Nest GPU code which is C++ with CUDA *&,
extensions and is production-ready R
= The Python script detailing the experimental g
protocol is ready —a 1000ms simulation of
dynamics of one hemisphere of cortex of
mouse brain with a realistic connectome
inferred from data obtained with optical
imaging methods on anesthetized mice — and
will be run by the Nest GPU engine on the
reference platform.
As soon as the GPU-equipped is available, the simulation is ready tc
be benchmarked comparable with the same experiment on CPU-onl
engine (NEST).
The specific KPI are:
— Time-to-solution: Simulated-milliseconds-per-second

— energy-to-solution: Synaptic UPdates per second (SUPs) per Watt

= For simulation, reconstruction (i.e. the transformation of

detector signals to physics objects), data analysis

= |nitial focus will be on the reconstruction software of the CMS

experiment

= Efforts are on-going to investigate parallelism and heterogeneou
computing (CPU, GPU, possibly FPGA), based on TBB, CUDA,

SYCL/OneAPI, Cupla/Alpaka, Vitis HLS, ...

= Some solutions are already in production, but investigation

continues

= We have identified two software components, for particle

tracking and calorimeter clustering
= Two directions of work

= Use of GPUs and FPGAs via SYCL

= Remote offloading of computation to specialized nodes
= Activity just started, due to delays in recruiting

Piero Vicini - Computing@CSNS5: applications and innovations at INFN - Bari

TENSOR NETWORK ALGORITHMS TENSOR NETWORKS STATES

> State of the art in 1D (poly effort)

> Nosign problem Vay,aa,...an

o)

———

e

PEPS

> Extended to open quantum systems
> Machine learning
> Data compression (BIG DATA)

> Extended

ttice gauge fheories

> Simulatior

-entangled systems W_ﬂ

> Extended to quantum field theories 4P gPiPn _, O(dm*)
Tree Tensor Network
S. Montangero “Introduction to Tensor Network Methods”, Springer (2019)
Tensor networks states are a compressed description of the system

1. Glasser, et al. PRX (2018
o) twnable between mean field and exact

U. Schllwock, RMP (2005)  A. Cichocki, ECM (2013)
Interpolation between mean field theory and
exact description, faithful compression of the
exponentially large many-body wave function.

Tensor network are state of the art
methods for the simulation of many-body
quantum systems, to understand
complex quantum phenomena and to
benchmark, verify and guide the
developments of emerging quantum
technologies (computers, simulations,
sensors and communication).
cextarossa




NFR . EU interconnect targeting EU HPC: NET4EXA

NET4EXA aims to develop a next-generation high-speed interconnect for HPC and Al systems, building on the
success of the BXI European HPC Interconnect and the advancements made through research in the RED-SEA
project and other previous European RIA initiatives.

Main outcomes & expected impact

« A European-designed interconnect network solution (hardware and software products):
« The project will reduce reliance on non-European providers and promote technological sovereignty within Europe.

+ A Competitive Interconnect Network Solution with Key Differentiators:
» The developed solution will match or exceed the performance levels of competitors while offering unique features that set it apart in the market.

» Mature technology for Exascale and Post-Exascale Clusters:
+ The project focuses on developing a scalable and ener]gy—eﬁicient interconnect, including features for monitoring and controlling energy consumption,
supporting both HPC and Al application use-cases, and suitable for Exascale and post-Exascale computing clusters, to ensure long-term viability and
capability.

 An interconnect network to facilitate datacenter internal and external communications:

« The solution will facilitate communications within data centres (both intra and inter-module) as well as external communications (with cloud infrastructures
and inter-data centres).

» A Skilled Workforce of Engineers and Researchers:

« The project will help build a highly qualified pool of engineers and researchers specialised in interconnect network technologies, capable of driving further
innovations and providing consulting and support services.

« Compatibility and Optimisation with European Processor and Accelerator Technologies:

» The interconnect network solution will be fully aligned with and optimised for European-developed processors and accelerators, enhancing integration
and performance within European systems, and facilitating broader adoption.
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