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Speaker: Andrea Sciaba

e Technology tracking at CERN and in HEPiX
e WLCG evolution and technology

o WLCG needs a good understanding of technology evolution for its medium-long term planning
o Afive years gap to prepare for HL-LHC - difficult to make sensible predictions on this timescale
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https://indico.cern.ch/event/1338689/contributions/6080127/

CHF/HS06 Price/performance evolution of installed CPU servers (CERN)
v15 Mar 2023

CPU cost extrapolation at CERN

e CPU price decrease rate relatively stable over time wooo
e AMD becoming again competitive gave a boost

e Stagnant recently
o Is Intel going to be competitive again? A .,,:&'j;°j:fj£:':“°"""
. . . . 2GB->3GB/core memory ‘ol hadt O]
o  When (if) will Arm start having an impact? Or 100 / : ﬁ'u'ﬁ/»

RISC-V?
o  When (if) will GPUs will make CPUs less relevant?

HDD->SSD  120% RAM price increase
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D i S k cost ext ra p o I ati o n at C E R N mj::(/’sﬂ Price/performance evolution of installed disk server storage (CERN) i

1.04 reference is usable disk space, cost figures include mirrored space (= one extra copy of the data)

e Stable price decrease but also flattening out oo O-N\\T ) e
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= COVID19 side effects
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e What about SSDs? =
o Not expected to completely replace HDDs, but NS ﬁgi,eﬁ“/
usage will certainly increase and impact the sot00 ‘a7 o ' ‘3“
overall cost of storage 1
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Challenges in resource requirements
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e From the experiment plots, with a flat budget, a 15%/year price reduction is required
even in the most optimistic case (for CPU and disk)
e Stressing the importance of technology awareness
o i.e., how to get the most value out of the existing technology



Power consumption

Data centers are proliferating due to the Al boom
« Al models increase by 1000x every three years

* Asingle GPU uses ~4 MWh per year, Nvidia sold ~4 million in
2023! And soon there will be 2 kW GPUs...

* Power infrastructure is a big constraint, strong incentive to energy
efficiency

» Data centers used ~2% of global electricity in 2022, estimated
twice as much in 2026

The global IT market is increasingly focusing on
sustainability
* This is becoming a hot topic also in our community

+ Dedicated WLCG workshop in December

Global electricity demand from data centres, Al, and cryptocurrencies, 2019-2026
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Many server hardware components are rising in price due to

the Al boom

Revenues steadily increasing in the last few
years, with a few exceptions

 Intel dropped quite a bit and lost most of its value, future

uncertain
* Nvidia skyrocketed in 2023

Al is the main driver and Nvidia has a practical

monopoly

* AMD might increase their share, as demand is very high

and have competitive products

Datacenter Infrastructure Revenue
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Server Market Server designs

+ High core counts make single socket servers a
very interesting option
» Simpler, cheaper, use less power

» Server shipments are expected to
slightly increase in 2024

» Al servers are 12% of the total and increasing

at a much faster rate than general purpose « Arm servers are becoming a viable alternative
Servers « Better power efficiency than x86 (more on this later)
* AMD quickly gaining ground « Liquid cooling destined to become mainstream
* 34% CPU server revenue market share in
2024

Data Center Liquid Cooling Market Overview

« Arm also increasing, 3x in 3 years

» Best suited for hyperscalers and cloud
providers

» But Ampere’s revenues are a tiny fraction of
the total, and Nvidia Grace is very expensive

« Still early for us to heavily invest on it

$1,700 60%

YIY Growth % (Line)

Market in $ Millions (Bar)

£

$R OGS

mmDirect Liquid = Immersion -YIY Growth

Source: Dell'Cro Group January 2023 5-Year Forecast II] :)L, v‘.‘,,,m .
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- -
Current and upcoming x86 CPU generations What about Arm?
- AMD 4th gen EPYC AMD 4t gen EPYC Intel 5™ gen Xeon Intel 6™ gen Xeon Intel 6" gen Xeon 6 “Granite
“Genoa” “Bergamo” “Turin” (Emerald Rapids) “Sierra Forest” Rapids” Forest”

Launch  2022Q4 2023Q3 2024 2023 Q4 2024 Q2 2024Q3 2025 : :
- o 2 o 9 2 9 +  Arm entered the server market in 2018 and sells CPU designs
Node TSMC N5 TSMC N5 TSMC N3 Intel 7 Intel 3 Intel 3 Intel 18A " 1 :
Max 96 Zen4 128 Zendc 128 Zen5 64 144 (288 next year) E- 128 P-cores 2882 i Neoverse N1 in 2019: Ampere Altra (80 cores), AWS Graviton2
Sore d92zense cores +  Neoverse N2 in 2020: Microsoft Azure Cobalt
Max L3 384 MB 256 MB 384 MB 320 MB 108 MB 504 MB 2 ) .
cache + Neoverse V1 in 2020: AWS Graviton3
Mex &l2tho] wLbl L) 0 L SR LR +  Neoverse V2 in 2022: AWS Graviton4, Nvidia Grace, Google Axion
Memory 12 ch DDR5 up to 12 ch DDRS up to 12 ch DDRS5 up to 6400 8chDDR5 upt0 5600 Up to 12 ch DDR5-6400  Up to 12 ch DDR5-6400 2 » AmpereOne in 2024: up to 192 cores (custom design)
4800 MHz 4800 MHz MHz + CXL 2.0 MHz CXL support MCR-DIMM and CXL support
) Upto16010/anesof ~ Upto 16010 lanes of  Up to 16010 lanes of Upto80IOlanesof  Upto9610lanesof  Upto9610 lanes of PCle-5 2 * Nvidia main competitor with the Grace CPU
PCle-5 PCle-5 PCle-5 PCle-5 PCle-5 = e z i P
* Combined with the Hopper GPU or two CPUs in a “superchip” (144c)
+ Choosing a specific CPU model is not easy cpu : Amperete)ICPUs already :eployedl a’:fa few WLCG sites |
. ; + Notably Glasgow, published several efficiency measurements an
WLCG has HEPSCOREZ23 as primary tool to measure performance ,IAMIIJSGen(:x — jz comparisons with x86
o 3 A = & L H H Intel Sapphire Rapids o
It will be interesting to determine if E-cores can be a viable option for HEP i — - Clearly better power efficiency!
* Intel CPUs feature several built-in accelerators (AVX, AMX, IAA, DSA, DLB, QAT, ; ) ) 3
...), probably not very useful to us hividia Grace 32 * Not quite yet a valid alternative for WLCG
Ampere Altra 16

» Not all experiment workloads are validated on Arm
+ Ampere is a very small company, Grace is very expensive
+ Both Intel and AMD are pushing strongly on power efficiency

* And RISC-V??
» Not yet a viable platform for WLCG, but it is ramping up fast!

GPUs and accelerators

e GPU usage in HEP quickly gaining momentum, but so far mostly on dedicated facilities (HPCs, HLT
farms, analysis facilities, ...) or for R&D
e Currently, almost an Nvidia monopoly, but AMD is gaining ground
e Performance evolution is not going in a direction we like
o FP32/FP64 performance will not increase much, or at all ﬂ H




Storage evolution summary

« To summarize:

Al boom drives volume increase for all types of
storage

HDD shipments will soon be almost only nearline,
but increasing in capacity

SSDs will not replace HDDs in data centers
anytime soon

Our usage of SSD will probably increase to cope
with the performance bottlenecks of HDDs

Tapes are not going anywhere either

FIGURE 7. PROJECTION OF DRIVES BY MARKET NICHES (1,000'S-UNITS)
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FIGURE 11. CAPACITY SHIPMENTS FOR LTO TAPE, SSDS AND HDDS
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Network

e Network bandwidth correspondingly increasing on LAN and WAN
o To cope with increase in cores and storage/server
o For LHC, driven by HL-LHC data rates: LHC network traffic exponentially increasing, will need

Tb/s links on major routes by 2029
m Aggregate network traffic from ATLAS + CMS will be O(10 Tb/s)
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Track 1: Data and Metadata Organization, Management and Access

Track1: Data and Metadata Organization, Management and Access

e Conveners
o Lucia Morganti, INFN-CNAF
o Tigran Mkrtchyan, DESY
o Sam Skipsey, University of Glasgow, UK
o Ruslan Mashinistov, BNL

e 41 talks, 1 plenary, 15 posters



Track 1: Data and Metadata Organization, Management and Access

Data challenge (s



Track 1: Data and Metadata Organization, Management and Access

e Scitags ready for production (and partially adopted during DC24)

e Data Movement Manager for SENSE-Rucio:

o  Current model of push-now-worry-later for data transfers will not be feasible in the near future
o What if we could have controlled data-flows for the largest datasets which dominate network

usage?

o SDN (Software Defined Networking) decouples the control plane (how data is routed) from the
data plane (how data moves), allowing dynamic, programmable networks.
o SENSE is a SDN-based service enabling automated and dynamic provisioning of network

paths

SENSE (SDN for End-to-end Networked Science at the Exascale)

« SENSE is an SDN-based service designed by ESNet.

« |t enables automated and dynamic provisioning of
network paths tailored for large-scale science data flows.

 Allows for optimizing bandwidth usage and reducing
latency.

Setting up a SENSE path for a data transfer requires
knowledge of available network paths and other users'
priorities

* How can we streamline this through automated data
management systems like Rucio that already have
information about these priorities?

* Projected XRootD deployment exposes multiple IP ranges (info in

* Rucio manages data transfers and needs specific endpoints to pass to

* DMM maintains an updated list of SENSE-controlled IP ranges along

How does it work? In Summary:

* SENSE can establish connections between endpoints, providing Quality

of Service (QoS) at the IP subnet level.
backup).
the File Transfer Service (FTS) for the transfer jobs.

with their corresponding endpoints.

* When a new transfer rule is added in Rucio, it contacts DMM and
gets back this new pair of endpoints.

+ DMM tells SENSE to create a circuit between the specific IP ranges, |
allocating bandwidth according to the transfer priority set in Rucio. |

« It also changes the number of active jobs on FTS to meet this Rucio » DMM — SENSE - DMM — Rucio — FTS = XRootD

bandwidth.
F__ —J

* When the rule is finished, DMM marks the circuit as available for
other rules which use the same endpoint, if no such rule is seen
within 10 minutes, the circuit is deleted.


https://indico.cern.ch/event/1338689/contributions/6010796/attachments/2950830/5187005/Scitags%20CHEP2024.pdf
https://indico.cern.ch/event/1338689/contributions/6010883/attachments/2952078/5189610/CHEP24_DMM.pdf

Networking

Packet and flow marking with SciTags (StoRM WebDAV has opt-in support)

|Pv6-only grid
SDN for LHC experiment and NOTED
INFN Roma 1 developed a FPGA-based NIC


https://indico.cern.ch/event/1338689/contributions/6010796/
https://indico.cern.ch/event/1338689/contributions/6010876/
https://indico.cern.ch/event/1338689/contributions/6011559/
https://indico.cern.ch/event/1338689/contributions/6011589/
https://indico.cern.ch/event/1338689/contributions/6011603/
https://indico.cern.ch/event/1338689/contributions/6011643/

Track 1: Data and Metadata Organization, Management and Access

e ALICE implemented EOS O2 (Run4 prototype), the
largest single storage system at CERN
e RAL tried (and failed) to achieve 100 Gb/s data
transfers with XrootD
o Connected storage (CephFS) likely to be the
bottleneck (also a talk on slow ops with
CephFS from GridPP)
e RAL presented a new XrootD load balancer (+ DNS
round robin limitations)

Science and
Technology
Facilities Council

XRootD: A iy vlng 100Gb/s
Data Transfers

Tom Byrne, Jyothish Thomas, James Walder
SCD, RAL-STFC
CHEP 2024, Krakdw, Poland
19-25 October 2024

Next-Gen Storage Infrastructure for ALICE

F’avmg the Road Toward H| Luminosity LHC

Science and
Technology
Facilities Council

Enhancing XRootD
Load Balancing for
High-Throughput transf&s

Jyothish Thomas, James Walder, Thomas Byrne,
Guilherme Amadio



https://indico.cern.ch/event/1338689/contributions/6010773/attachments/2951221/5189029/ALICE%20O2%20CHEP%202024%20(5).pdf
https://indico.cern.ch/event/1338689/contributions/6010880/attachments/2951315/5188367/Walder_XRootD_CHEP2024.pdf
https://indico.cern.ch/event/1338689/contributions/6010864/attachments/2951040/5192888/LancsCephSlowOps-CHEP24-1.1-final.pdf
https://indico.cern.ch/event/1338689/contributions/6010875/attachments/2951078/5188221/XRootD%20Load%20balancing%20-%20CHEP.pdf

Track 1: Data and Metadata Organization, Management and Access

e Plenary talk di Katy, brand new :021 :/;ofHL-LHc
e Talk Track 1 di A. Forti (ATLAS) S,

e Talk Track 1 di Wissing (CMS) 2026? 50

20287 100

Intermediate mini data challenges focused on
sites, technologies

MANCHESTER

Results explained = Comparison: Rates achieved vs. targeted — Tier 1s |8

R A p RA D A

« FTS orchestrates transfers per link over many links

o Doesn’t orchestrate throughput 1 |T0Export
o Toincrease throughput we had to increase the number of allowed parallel ol v IR VA R N/ 06 N/A IEE /A IEEREN N/A JEENEN N/A
transfers by an over an order of magnitude 2 |TOExport 146 | N/A [ 102 | N/A 110 | /A N/A [ 127 [ n/A | 094 | w/a | 147 | n/A
. Has a concept Of fair Share per aCtiVity 3 TOExport,TlExport 131 (062|108 | 088 | 133 | 1.03 | 072 | 0. 128 | 093
- Doesn’t have a concept of links priorities within an activity, i.e. all links are equally 4 |T1Export ik . .M. v
treated TO-T1same level as T2-T2 S [T2-Export, Prod-out Ratio = observed/targeted
« Could prioritise faster transfers or more important channels &N 057 B 050 RTINS e ) 077 BT 077 =
. . . Green - ratio > 0.
. Testing also new authz system with tokens put further load on the system 6 [TwBxport, Prodout |4 14 | 542 | 1.8 | 086 | 147 | 088 | 072 081 | 147 | 103|129 076 | 116 | 035
~09> ratio > 0.7
max N 7 T-Bxport, Prod-out |y 19 | 519 | 145 [ 087 [ 122 0.7 | 081 | 108 | 120 | 098 | 121 | 073 | 1.6 | 102 PSR
transfers s |AAA Orange — 0.7 > ratio > 0.5
130 | N/A | N/A | 130 | 139 | N/A [ 131 [ N/A | 131 | N/A [ 1.70 | N/A | 132 | N/A

Red - ratio < 0.5

bottleneck max 9 |aAn

Destination number of dst 0.87 | 054 BN O fne0ss
i i 10 |AIl

incoming transfers 070 098 | 074 |0.58 | 065 [ 05 5 3| 098 | 063

( 063 091 | 073 07649577 | 1.05 [ 1.09 [ 0.84 | 0.91 | 1.09 | 069
12 |Al

3 0.54 | 0.92 | 086 |0.89 | 1.00 | 085 | 115 | 1.21 | 0.87 | 113 | 089 | 078

. Agreed with FTS problems to solve first for next challange e



https://indico.cern.ch/event/1338689/contributions/6081539/attachments/2952935/5192626/CHEP24_plenary.pdf
https://indico.cern.ch/event/1338689/contributions/6010810/attachments/2951384/5188066/20241019_CHEP24_DC24-6.pdf
https://indico.cern.ch/event/1338689/contributions/6010766/attachments/2951294/5188190/CHEP24_035_CMSDC24.pdf
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ALICE 0O?

e ALICE O?is

the largest single storage system at CERN - 150 PB
the most stable physics storage system at CERN - 100% availability June to October
the only 100% erasure coding physics storage with the smallest overhead +20%

the most performant storage system at CERN 380 GB/s wr/rd + 700 GB/s rd/direct
the most cost-effective storage system at CERN - still performant when 98% full

really great!

0000 0Oo

e Lessons learned
o in a large distributed storage system a single hardware issue can lead to significant and
unpredictable performance loss - you always learn something in production!

e Future Outlook

o O?isa prototype for Run-4 storage systems online & offline environments

m the performance capacity ratio has to be followed with care with ever growing HDD capacities

e  Possible mitigations
o 400G or bonded 200GE
o Less disks per front-end [96 => 60 HDDs] at the cost of having more front-end nodes




Track 1: Data and Metadata Organization, Management and Access

EOS as Storage System for ALICE O? - Value & Failure Rates @

Virtual value created if 0? would be market price cloud storage 97 M$

Cost-Matrix

TBxYears

Avg-Drive-Hours

Tot-Drive-Hours

Cloud$-Replica|Cloud$-Erasure

eosaliceo2 466.41 K

23.59 K

281.63 M

58.30 M$ 97.17 M$
4

Azure Calculator

Google Calculator

AWS Calculator

© Model: 20$ / TB*Month

64 disks removed in population of 12k in 10 month = Failure rate 0.64%  (with 3 year subscription Azure is cheaper!
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Also a plenary talk: The ATLAS Google project
Running a cloud site (europe-west1 in Belgium)
in production from July 2022 to September 2023

= Total Cost of Ownership and

= Evaluation of Google Cloud 1
= Resources for the ATLAS |
- Experiment at the LHC ‘

David South (DESY) on behalf of the ATLAS
Collaboration and Gonzalo Merino (PIC)

CHEP 2024, Krakow, Polar ctober 19-25th 2024
45 SR8 YATLAS
\ EXPERIMENT I ll


https://indico.cern.ch/event/1338689/contributions/6011009/attachments/2952815/5191067/20241023%20TCO%20CHEP%20plenary.pdf
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ALICE O? running 93% full with 10% of HDDs at 100%  December202s ()

EOS Total 10 Full chain test from EPNs to O?
200 GB/s Degradation -20% 6 @
150 GB/s S

100 GB/s
Rebalancing 170 GB/s stable for 1h
50 GB/s
0B/s
14:30 15:00 18:
bytes_written 175 GB/s R e e s e
- bytes_rea d 1 86 GB / s 1 i ﬂiﬁ‘»‘l"é.'ﬁi?ifﬁ'ﬁmo'il"e";ﬂ”mm"‘"“

e Running with a very full instance bears the risk, that part of the disk population is full at close to 100%,
write bandwidth decays due to unusable scheduling groups

e Rebalancing full instances stabilizes performance because even at 99% all HDDs can still write data

B
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Tape archival



Track 1: Data and Metadata Organization, Management and Access

CTA: new scheduler (and tape storage numbers for CERN)
Interesting talk on the challenges of repack

GridKA migrated from SP to HPSS

Archive metadata (CERN)

™ New GridKa Tape Storage System
-from design to production deployment -

Dorin-Daniel Lobontu — on behalf of GridKa Team

HPSS Disk Cache Load

Solution: NVMe SSDs and XiRAID
oolution: NViVle osobs and AIRAID

/L e HPSS Disk Cache Transfer Rate (write + read) < 6GB/s

No writes on disks

300MB/s per drive to tape

) GridKa @ CHEP 2024 Scientific Computing Centre SCC

[ — www.kit.edu


https://indico.cern.ch/event/1338689/contributions/6010797/attachments/2952052/5189917/CHEP2024-Evolution-of-the-CTA-scheduling-system-final.pdf
https://indico.cern.ch/event/1338689/contributions/6010798/attachments/2950944/5189735/Challenges%20of%20repack%20in%20the%20era%20of%20the%20high-capacity%20tape%20cartridge%20(6).pdf
https://indico.cern.ch/event/1338689/contributions/6010900/attachments/2951566/5189050/CHEP-2024-GridKaNewTapeSystem.pdf
https://indico.cern.ch/event/1338689/contributions/6010828/attachments/2952309/5190346/2024-10-22_CHEP_TAPE_ARCHIVE_METADATA.pdf

Track 1: Data and Metadata Organization, Management and Access

CE’RW
\\

S

Passing Archive metadata

collocation on tape

e Archive metadata travels through the full experiment data management stack to reach
tape storage endpoints

« ATLAS + Rucio example:
* Rucio generates Archive metadata
* Add it to every FTS transfer to tape
« Tape endpoint receives ArchiveMetadata HTTP header before the first byte of data is received

Tape software can decide what to do with upcoming file content

3
E



Track 1: Data and Metadata

CERN tape collocation constraints

Written Data (GB)

TO legacy tape collocation mapped on experiment directory structure
TO tape is low latency very high throughput
« 1 tape family for RAW using time based collocation
At TO strict separation or RAW data by tape family by dataset would add too many
constraints

Run 3 - 2022/09/24

10

EOSCTA Tape

buffer

2

2

Resulting tape write pattern

3

Improve tape scheduling

12568/s

1068/

75068/5

568/s

25068/s

CMS:
RAW must go ASAP to tape
* MonteCarlo can wait for beam dump

Would allow to move large chunk of total TO traffic outside of peak

Cumulated archive transferSpeed RAW DATA

MC DATA

) MR

P |
b M AACHL

i “ﬂh! ) *ﬂ%w
= IR L

05/18 05120 05126

05/30 06/01 ue/az 06/05 06/07 06/09 oam 06/13

Organization, Management and Access

Tierls tape collocation constraints

¢ T1s receive out of order delayed transfers from T0
* T1s rely on strict tape families to demultiplex streams
+ Many more tape families needed than TO
« Logically grouping data transferred over multiple days requires
« large and expensive tape caches in HSM

Run 3 - 2022/09/24

10

Written Data (GB)

Large Tape Cache

additional hints that signal logical set completion to trigger flush to tape

o

Resulting tape collection

Toward a common solution for Archive Backpressure?

There is no point accepting files in tape buffer/cache if their time to tape is expected to
exceed agreed Service Level Agreements or compromise site tape operations

* scheduling_hints
¢ archive_priority: "0" to "100"
"0" is lowest priority, 100" is highest
Rucio policy deduces value from activity
« If bandwidth to tape is too constrained
» Exceeding allocated experiment pledge
» Sudden loss of bandwidth (tape hardware failure on site,...)
« Allow to apply backpressure on archive transfers
Protect RAW data transfers

100 # highest priority
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Software, data movement and management



Track 1: Data and Metadata Organization, Management and Access

dCache, StoRM (Luca), Rucio

Several problems for XrootD shoveler: too early for roll-on over many sites

Proxyless WLCG world, Mihai

In general, wide scale adoption of Rucio, FTS, tokens: Dune, SKA, ET, LSST, Belle |l

ahul Chauh:
Katy Ells,Christos Emmanou, Andres M. Ardi

Recent Experience with the CMS Data
Management System
’ .

= s -
= Transfer failures: Overview b ]
S g CHEP 2024 ‘ )
- N
g8 55 —_— . . . .
E s e Although the transfer efficiency isn’t very high, often times retries work
g ~= o Efficiency of all transfers: 58.8% — Efficiency of all disk to disk transfers: 69.7%
6 f o~ 150k successful rucio rules in the last 30 days while only ~300 failed rules (SUSPENDED)
i o 2
i g g Efficiency of all transfers Efficiency of all disk to disk transfers
% v © 00% 100%
=]
9 o % 80.0%
o=
Hoog ox a0x
g A
z S ox
% 5
g o= " " _ . §
o 52y ot hing of weather forecast genamics Earh /M 2 e Failures in tape transfers are critical as 100% success is required
observation, oil industry, GAFAM and everybody else L, w o  Top failure: Destination file exists and overwrite is not enabled (71% of all tape transfer failures)

o Occurs in the retries of a failed transfer with which file is made it to the buffer or the tape
o Asa policy, CMS doesn’t allow the overwrite flag (e.g. xrdcp -f) in transfers to tape

10

Retry: once every 2h, for 2 weeks L

CHEP 2024 | Rec


https://indico.cern.ch/event/1338689/contributions/6010764/attachments/2952149/5189737/dcache-update.pdf
https://indico.cern.ch/event/1338689/contributions/6010876/attachments/2952133/5189709/Evolving_StoRM_WebDAV_CHEP_2024.pdf
https://indico.cern.ch/event/1338689/contributions/6010825/attachments/2952171/5190072/Hugo-CHEP-2024-FINAL.pdf
https://indico.cern.ch/event/1338689/contributions/6010852/attachments/2952307/5190023/Shoveler%20CHEP%202024.pdf
https://indico.cern.ch/event/1338689/contributions/6010768/attachments/2951726/5188844/CHEP_2024_FTS3_Tokens.pdf
https://indico.cern.ch/event/1338689/contributions/6010882/attachments/2952907/5192710/lavezzi_CHEP2024.pdf

Track 1: Data and Metadata Organization, Management and Access

dCache Project Updates

Tigran Mkrtchyan for the dCache collaboration

Protocols and Instances N

[ oot
* Data is going to grow... A lot...
- High ingest data rates.
- More movements between sites. XFEL Belle-ll
* Shared Computing Resources
- Analysis Facilities. e
- Grid Farms.

= )¢

- Cloud resources (CPU&Storage).
* Standard analysis tools
- ROOT.

- Jupyter Notebooks. o, ATLAS
- Non-ROOT tools.
* Competing Tape Operations - ——

CTA Integration b}

- ene: - « B T ey

For details, visit our Poster: dCache-CTA Integration: One Year in Production at DESY, Oct 22

Cl-Pipeline b\

* Migration from =
g e -

Jenkins to Gitlab-CL Q—* ’i,‘a

* The build/test

process 1s
‘documented’ in
repo. Q
* Helm charts to l —
deploy dCache in [ S, @ B
k8s.
2024-10-22 dCache project update 13/21

dCache Built-in Java Flight Recorder b\

* A low overhead (~2%) profiler built into JVM
* Simple admin commands to start/stop recording
- More sophisticated configs can be enabled with java tools.

* The collected recordings can be shared with
developers for later analysis

* Detailed information in the Debugging section of
“The dCache book”

2024-10-22 dCache project update 4/21
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M O re fro m TraCk 1 Data Temperature (Take BNL ATLAS data for example)

Aug 25, 2023-Aug 23, 2024, ~10 million files

e  “>70% of researchers have failed to reproduce another
scientist’s experiment, >50% have failed to reproduce their
own” (https://www.nature.com/articles/533452a, quoted in
a talk about AMI ATLAS Metadata Interface)

Data Placement Optimization for ATLAS in a
MultieTa

d Storage System within a Data Center

Hot: Lastaccess in the last month
Warm: Last access in the last 6 months

e  With respect to data formats, several talks about RNTuple Sttty
for ATLAS and CMS, and a plenary talk I (© Brosihaven :

° Cache and ML, J. Flix

*  Ceph@CERN: backup, cross-region consistent storage https://dataviz.boavizta.org/serversimpact
° Multi-tiered storage systems: data placement according to B Datavizta un s coman e s %
data temperature s'f.wm”
e Estimate of carbon cost of storage. Following up, plenary: - =
Carbon compromises: minimising the Carbon-Cost and e
Power-Use of Grid sites

o WLCG Environmental Sustainability Workshop



https://www.nature.com/articles/533452a
https://indico.cern.ch/event/1338689/contributions/6010885/attachments/2946845/5178781/AMI_Metadata_CHEP_2024.pdf
https://indico.cern.ch/event/1338689/contributions/6010806/attachments/2952944/5191362/RNTuple%20in%20Athena%20CHEP%202024.pdf
https://indico.cern.ch/event/1338689/contributions/6010824/attachments/2954013/5193499/ATL-COM-SOFT-2024-089.pdf
https://indico.cern.ch/event/1338689/contributions/6010800/attachments/2950937/5187193/RNTuple%20CMS%20Perspective.pdf
https://indico.cern.ch/event/1338689/contributions/6077632/attachments/2952799/5192990/RNTuple%20Plenary%202024%20v2.pdf
https://indico.cern.ch/event/1338689/contributions/6010877/attachments/2954030/5193543/xCache_ML_CHEP2024_JFlix.pdf
https://indico.cern.ch/event/1338689/contributions/6010769/attachments/2950865/5190720/ceph-in-the-multidatacenter-era.pdf
https://indico.cern.ch/event/1338689/contributions/6010834/attachments/2952862/5191193/Data%20Placement%20Optimization%20for%20ATLAS%20in%20a%20Multi-Tiered%20Storage%20System%20within%20a%20Data%20Center.pdf
https://indico.cern.ch/event/1338689/contributions/6010834/attachments/2952862/5191193/Data%20Placement%20Optimization%20for%20ATLAS%20in%20a%20Multi-Tiered%20Storage%20System%20within%20a%20Data%20Center.pdf
https://indico.cern.ch/event/1338689/contributions/6010862/attachments/2953752/5193074/GridPP-Storage-CHEP24-v6.pptx
https://indico.cern.ch/event/1338689/contributions/6011579/attachments/2953751/5193324/241024-CHEP-Britton-final.pptx
https://indico.cern.ch/event/1338689/contributions/6011579/attachments/2953751/5193324/241024-CHEP-Britton-final.pptx
https://indico.cern.ch/event/1450885/
https://dataviz.boavizta.org/serversimpact

New programming languages for HEP

Much interest about using Julia in HEP:

e Easier than C++, more performant than Python
e Many wrapper to library used in experiments, e.g. Fast JET and
AwkwardArray

Gaudi has integrated Rust in the C++ codebase

Improved multithreading in Python 3.13 (wrt GIL), UpROQOT leverages this to
improve performance

Energy efficiency between languages (but also ATLAS, UKRI, ARM and RISC-V)


https://indico.cern.ch/event/1338689/contributions/6010686/
https://indico.cern.ch/event/1338689/contributions/6009999/
https://indico.cern.ch/event/1338689/contributions/6010686/
https://indico.cern.ch/event/1338689/contributions/6010422/
https://indico.cern.ch/event/1338689/contributions/6015924/
https://indico.cern.ch/event/1338689/contributions/6010656/
https://indico.cern.ch/event/1338689/contributions/6011602/
https://indico.cern.ch/event/1338689/contributions/6011572/
https://indico.cern.ch/event/1338689/contributions/6011562/
https://indico.cern.ch/event/1338689/contributions/6011565/

Next RUN

Transition to tokens of Fermilab and Tier-1 (Carmelo) and obviously IAM (Enrico)

100 GB/s with XRootD and load balancing

Rucio

Condor usage is ATLAS and Belle Il


https://indico.cern.ch/event/1338689/contributions/6011022/
https://indico.cern.ch/event/1338689/contributions/6010980/
https://indico.cern.ch/event/1338689/contributions/6011006/
https://indico.cern.ch/event/1338689/contributions/6010880/
https://indico.cern.ch/event/1338689/contributions/6010875/
https://indico.cern.ch/event/1338689/contributions/6010825/
https://indico.cern.ch/event/1338689/contributions/6011580/

Miscellanea

dCache using K8s for CI/CD, virtual directories and other updates

XRootD integration tests with K8s

ROQOT JS library to show graphs and transition to RNTuple

Spack for container building (also at Fermilab and Key4hep) and image
snapshotters

Quantum computing: Tuesday plenary and track reconstruction (Laura Cappelli)

VEGA integration with Tier-1 and INEN Cloud (Claudio Grandi)

Norwegian/Swedish grid



https://indico.cern.ch/event/1338689/contributions/6010662/
https://indico.cern.ch/event/1338689/contributions/6010890/
https://indico.cern.ch/event/1338689/contributions/6010764/
https://indico.cern.ch/event/1338689/contributions/6010681/
https://indico.cern.ch/event/1338689/contributions/6010699/
https://indico.cern.ch/event/1338689/contributions/6016196/
https://indico.cern.ch/event/1338689/contributions/6011573/
https://indico.cern.ch/event/1338689/contributions/6010682/
https://indico.cern.ch/event/1338689/contributions/6010679/
https://indico.cern.ch/event/1338689/contributions/6011588/
https://indico.cern.ch/event/1338689/contributions/6011588/
https://indico.cern.ch/event/1338689/sessions/536082/#20241022
https://indico.cern.ch/event/1338689/contributions/6009975/
https://indico.cern.ch/event/1338689/contributions/6011614/
https://indico.cern.ch/event/1338689/contributions/6011769/
https://indico.cern.ch/event/1338689/contributions/6011687/

Track 7: Computing Infrastructure

Opportunistic resources, orchestration of virtual machines and containers; cloud; HPC and exascale; networking;
computing centre infrastructure; energy efficiency; cost of computing; management and monitoring; quantum
networks.

Conveners:

Henryk Giemza (National Centre for Nuclear Research — PL)
Flavio Pisani (CERN)

Christoph Wissing (Deutsches Elektronen-Synchrotron — DE)
Bruno Heinrich Hoeft (KIT - Karlsruhe Institute of Technology — DE)




Presentation materials:

Track 7: Computing Infrastructure

A Lightweight Analysis & Grid Facility for the DARWIN Experiment

Speaker - Robin Hofsaess (KIT - Karlsruhe Institute of Technology (DE))
Primary author Sebastian Brommer (KIT - Karlsruhe Institute of Technology (DE))

This discuss about the architecture of
the facility, its provided services, first
experiences of the DARWIN
collaboration, and how it can serve as
a sustainable blueprint for other
collaborations.

acoass token @ -

— .
requected cata &

Designing an Analysis and Grid Facility for DARWIN

Our Philosophy

412

® Has to be easy to deploy and easy to use

® Easily extendable for growing collaboration needs

= Rely on existing and established tools and experience gained from LHC Computing
= Use modern, open source, industry standard technologies

Gmccli’:Jupyterhub cosaib & HICond%r

traofik

— . s Ao @
— C ue @ influxdb
21.10.2024 Robin Hofsaess Institute for Experimental Particle Physics


https://indi.to/bsMhX
https://indico.cern.ch/event/1338689/contributions/6011561/author/8797618
https://indico.cern.ch/event/1338689/contributions/6011561/

Track 7: Computing Infrastructure

Presentation materials:
The BaBar Long Term Data Preservation and Computing Infrastructure

Speaker & Primary author Dr Marcus Ebert (University of Victoria)

The computing system was put in Data Access
production in 2022 and this talk
described its infrastructure, based on
cloud compute in Victoria, Canada, intoractive
data storage at GridKa, Germany, BaBariM
streaming data access, as well as the

o direct access to GridKa ---> access via local cache system

XRootD
disk proxy

XRootD

ulod ss820B (QI00YX EMPLO

redirector XRootD
possibility to analyze any data from disk proxy
anyWhere' worker nodes XRootD
on Openstack disk proxy

Analysis Environment - Overview

e user accounts/management XRootD
disk proxy

e batch system

e shared file system

e data transfer machine PR

e XRootD system

e redundancy needs to be built in

A4

Marcus Ebert (mebert@uvic.ca) 13



https://indi.to/qXczt
https://babar.tselai.com/_/downloads/en/latest/pdf/
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Presentation materials:

The Big Data Processing Infrastructure for monitoring and analysing the

ATLAS experiment processing activities at INFN-CNAF Tier-1

Speaker - Aksieniia Shtimmerman (INFN-CNAF) Co author Giacomo Levrini (Universita e INFN, Bologna (IT))

Within this framework, the first data
pipeline was established for the
ATLAS experiment, using input from
the ATLAS Distributed Computing
system PanDa. This is involve
examining the performance metrics of
the machines and identifying the log
errors that lead to job failures.

i |

AS jobs log in CNA

@?N ATL

Within this

framework, the first .

data pipeline was
established for the

ATLAS experiment at

CERN, using input
from the ATLAS
Distributed

.....................................................

| | Producers 1
' Credentials| '

CCCCCC

i | Consumer [ ] iL; :
: Logstash ‘ """" - == '
Machines Jogma -HT.,. J togstasn E



https://atlas.cern/
https://www.cnaf.infn.it/
https://indi.to/JG62k

Presentation materials:

Monitoring large-scale dCache installations with storage events using Kafka

streams

Speaker - Christian Voss

Primary author Mr Tigran Mkrtchyan (DESY) , Marina Sahakyan, Christian Voss

In this talk, present aggregation and analyses
pipelines an on demand Apache Spark cluster
on top the National Analysis Facility at DESY
and workflows and how they are enabling
DESY IT to scale out dCache storages for

AUUInyg wue vonsurner

Use Kafka Bindings to Trigger the Scans Sustom| Consimes
+ NextCloud cannot evaluate the storage events - write a custom consumer p

+  Use the python bindings (easy to install via pip)

+ Depends on Kafka-wrapper classes written by us

+  Pluggable Kafka-consumer using a object of

type DOTKafkaMessageAnalyser

+ Deploy as SystemD-service on management node
(due to necessary permissions)

Execute for every event

Filter selecti

Trigger the scan

DESY. Using dCache Storage Events at DESY | Chiistian Vo | HEPIX Autumn 2022 at Umed, Sweden Page 15

Step 2: dCache Logging Workflow

Example for Loggings Stream

§Skafka aint SPOFK:
l consur%l

«+— (g logstash ———

[ ® <] systemd P
@ ,Custom Consumer?

n §r= —=— (€) ——— ' l0gstash

-

dCache Custom Consumer
dcache-se-desy M Local Storage trans{erl
= elasticsearch
nL ST Large Scale analyses -

transferl

A
A Custom-consumers use python
A

......
Notification and automated
actions

DESY. 1 .
I I FEoH

 Overview in Browser K kibana



https://www.dcache.org/
https://kafka.apache.org/documentation/streams/
https://kafka.apache.org/documentation/streams/
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https://indico.cern.ch/event/1338689/contributions/6011635/author/8797887
https://indico.cern.ch/event/1338689/contributions/6011635/author/8797893
https://indi.to/N9Xwc

Track 7: Computing Infrastructure

Presentation materials:

A Successful Data Centre Refurbishment Project

Speaker & Primary author Daniel Peter Traynor

. Room capacity 390KW
In this talk, present how Queen GridPP will share with
. . SPCS / Research IT
Mary University of London (QMUL) _
Day one GridPP

demand 150KW.
Agrement to expand

has recently finished refurbishing
its data centre computing cluster
supporting the WLCG project.

Current Carbon Intensity

History of Carbon Intensity of Generation
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Basic Design

Hot water store % Heat exchanger

Heat pump
Cold water
store

Heat pumps
3 x 200 KW, PUE 0.3*

District heating ‘B’ Hot water store

Dry air cooler
2 x 300 KW, PUE 1.3*

Heat exchanger
500KW

*“'Heat pumps consume apx 30KW for every 100KW transferred

B A
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Track 7: Computing Infrastructure

Presentation materials:
A Successful Data Centre Refurbishment Project

Final Design el ‘ ‘ ‘ ’L/ | | |Power distribution boards — 1
* Chilled water circuit to cool —_— b g e 1
computing (17C in 23C out). \ L 1T
* Total cooling capacity 390KW _H T — ml‘ l S L |
provided by three 200KW water 1 i b*@@—mqg—mm—ml@—mm i
source heat pumps (N+1), take 23C + KR e rLtreierfrrilreirrite el e ribte vl | 4
water back to 17C. High quality y PP LR R T .
hot water circuit operates at 65C in (iR =N 4 L
75C out. me | A u . | o fr T YO i 1t 1 NEw
« Hot water (75C) circuit feeds into o8 jp { BN 1 O Y 2 1 i
either the district heating system Gaslingwater] —— ) — |
via a 500KW heat exchanger or two " E ] | . I
300KW dry air coolers. Note s, AL 1N A A N A FA FA N A AN E EA N A
dry air coolers operate at 75C! Can I o A ™ S S ™ O Y S B IS
be used all year round - N EmIEE EEEAE R L‘
—r - A A— —
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Track 7: Computing Infrastructure

Presentation materials:

A Successful Data Centre
Refurbishment Project

Increase Capacity
e Increase number of usable racks from 15 to 38.
e Increase power supply to DC 150KW to 390KW.
e Bonus - flexible rack power up to 20KW.
e Bonus - Use deep racks (1200mm vs 1070)

flexible equipment

o limits.
Improve Efficiency
Move from air conditioning (CRAC-refrigerant) to air
handler units (CRAH-water).
Use hot aisle containment (expected to be more
efficient than no containment / cold aisle
containment).
Temperature deltas chosen to me most energy
efficient: cold aisle
26C, Hot aisle 45C*; In water 17C, out water 23C



https://indi.to/R345M

Track 7: Computing Infrastructure

Presentation materials:
An implementation of cloud-based grid CE and SE for ATLAS and Belle ll

Speaker & Primary author: Dr Jonathan Mark Woithe (University of Adelaide (AU))

In this talk describe an implementation of this approach which has Benchmarks

been deployed for

Australia's ATLAS and Belle Il grid sites. Within cloud | In Australia
davs:// read 108 MB/s 40 MB/s

The sites are built entirely with VM orchestrated by an OpenStack davs:// write 123 MB/s 74 MB/s

instance. The Storage Element utilises an xrootd-s3 gateway with Checksum calc 32s 34s

back-end storage provided through an S3-compatible object store Checksum fetch 0.72s 0.98 s

from a commercial provider. The provisioning arrangements required s3 read 213 MB/s n/a

the deployment of some site-specific helper modules to ensure all SE s3 write 165 MB/s n/a

interfacing requirements could be met. OpenStack hosts the xrootd root:// read 6.6 MB/s | 59 MB/s

redirector and proxy servers in separate VMs. root:// write 132 MB/s 70 MB/s

The Compute Element comprises VM within the Openstack instance. Ezzjh ZV;':: :Eztzv“esr‘;dg egff";"tzzgh;:s“ﬁ;;zszsl“sgg f
Jobs are submitted and managed by HTCondor . A Cloud Scheduler '

instance is used to coordinate the number of active OpenStack VMs
and ensure that VMs run only when there are jobs to run.



https://indico.cern.ch/event/1338689/contributions/6011580/author/8797683
https://indico.cern.ch/event/1338689/contributions/6011580/attachments/2948579/5182361/talk.pdf

Track 7: Computing Infrastructure

Presentation materials:

An implementation of cloud-based grid CE and SE for ATLAS and Belle ll

Speaker & Primary author: Dr Jonathan Mark Woithe (University of Adelaide (AU))

AVM in MRC OpenStack hosts Compute
HTCondor and HTCondor-CE
Instances Bellg i HTCondor
« Host is running AlmaLinux9 job
» Token authentication is supported dCSV2 .
» Jobs submitted to HTcondor-CE on =0 ér‘po =
the HTCondor host (UVic, CA)
» After authorisation, jobs passed onto Job notification
HTCondor by HTCondor-CE on same HTCondor-CE
host v

HTCondor
» CSv2 processes proceed as for Belle o

V.

» Executed on xrootd proxy servers condor_poller
* Uses bash shell script to interface (Melbourne, AU)

with xrootd

Belle Il worker nodes

Node management
Belle Il cloud

OpenStack

ATLAS cloud

L~ '

ATLAS worker nodes
(Melbourne, AU)

root:// transfers: xrdcop streams content from source. s3cmd sends content into S3 obiect



https://indico.cern.ch/event/1338689/contributions/6011580/author/8797683
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Presentation materials:
Provisioning of Grid computing resources in the Norwegian Research and

Education Cloud
Speaker & Primary author: Matthias Richter (University of Bergen (NO))

Administration of virtual instances

Very simple setup:

o The whole plan of the infrastructure is stored as code in
Gitlab U
o Virtual instances are provisioned using Terraform G|t|_ab

through the Openstack CLI

o Virtual instances are configured and updated via Ansible ey
playbooks .E’ TEI’I'afOI'm
» sharing of infrastructure setup via code
» make use of commenly available tools and playbooks,
e.g. setup of SLURM, CVMFS, squid, prometheus
exporters

ANSIBLE

S O H §TETE
Oct 22 2024 8/13 i

Behind the scene: NREC administrators are creating dedicated flavors and

make sure that instances end up on the correct hardware



https://indico.cern.ch/event/1338689/contributions/6011687/author/8797995
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. rrack 7: Computing Infrastructure
Presentation materials:

Provisioning of Grid computing resources in the Norwegian Research and

Education Cloud dCache Disk
e The Nordic Tier 1 is operating a distributed dCache
cluster
Computing resources e  Only dCache disk storage in Bergen is integrated into
NREC

o Computing resources are operated in both BGO and OSL regions
> OSL 68 virtual instances providing 2170 cores
> BGO 325 virtual instances providing 5200 cores

e ATLAS storage is outside NREC, more network traffic in
and out NREC

e installed storage servers are managed as CEPH cluster

e NREC provides CEPH storage as block storage volumes

e Dedicated disk pool nodes for integration to dCache

o Both sites provide SLURM clusters to provide compute nodes to Grid middlewar|

o ALICE setup in Bergen is running JAIiEn
which is managing whole nodes

i mount the CEPH volumes
o ATLAS setup in Oslo is running ARC =
which also handles data staging more 0 g S N =
flexible r- = | = dCache Tape storage
: % R - ; - Integrated into NREC in BGO region for the ALICE tape storage
N H - Dedicated 10Gb/s link, write at 800GB/s with two parallel drives
PN 1 S = AT 4 drives allow simultaneous mount
e f; §§ i P 4 PB, upgraded by additional 6 PB by end of 2024
:__--"_:'_:"f-:_-_:'."ils'r." ...... ©___ Specific hypervisor servers to host dCache pool instances with 10
CHEP 2024: Grid computing in NREC cloud - E)ct222024 . 9/\13 TB SSD CaChe

2 write pools, one active, one failover
hot spare slot for new instance
Management is interplay of site admin, dCache admin and IBM

SpectrumProtect 1) .=
operator H """
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{
October 19 - 25, 2024
c H E I 4 dall'Unlonacuropoa

Conference on Computing in High Energy and Nuclear Physics

@, dell'Universita
NextGenerabonEU <> edellaRicerca

Centro Nazionale di Ricerca in HPC,
Big Data and Quantum Computing

The evolution of INFN's Cloud Platform:
improvements in Orchestration and User Experience

= d

Exploiting GPU Resources at VEGA
for CMS Software Validation

Daniele Spiga', Adriano Di Florio?, Andrea Bocci®, Antonio Perez-Calero Yzquierdo*?,
Christoph Wissing®, Jose Hernandez*

Main author:  Marica Antonacci
Co authors: Barbara Martelli
Daniele Spiga

Enrico Vianello

Ettore Serra

Giacinto Donvito

Giovanni Savarese

Luca Giommi

Presenter: Claudio Grandi

"INFN, 2IN2P3, 3CERN, “CIEMAT, °PIC, °DESY

This Talk The INEN has recently developed a national cloud
HPC resources integration at CMS: brief intro platform to enhance access to distributed
CMS.GF?”" at VEGA EuroHPC in Slovenia computing and storage resources for scientific
- Motivation researchers. A critical aspect of this initiative is the
- Strategy INFN Cloud Dashboard.
- Results The platform is based on INDIGO-PaaS
Summary and Lessons middleware, which integrates a TOSCA-based

orchestration system.
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https://indico.cern.ch/event/1338689/contributions/6011614/attachments/2951990/5189405/Exploiting%20GPU%20Resources%20at%20VEGA%20for%20CMS%20Software%20Validation%20(4).pdf
https://indico.cern.ch/event/1338689/contributions/6011769/attachments/2951443/5189892/Grandi-CHEP24.pdf

Integrating the Perimutter HPC system in the ALICE Grid

~
AL

The SuperFacility API

HTTP based API to manage jobs
Uses JWT to authenticate

Initially we were promised an easy security review process for getting an auth token
- Policy is to receive 30 days job submission privileges

N
SFAPI receives SLURM job specifications and sends them to the HPC system Let’s use Kubemetes Iy
Submit job
SFAPI
L ™~
ML ™ SLURM
CE Submit job
Central Services li?)ts
VObox Send job statistics

https://docs.nersc.gov/services/sfapi/

Getlob ‘} JobRunner

Worker node

Spin cluster

NERSC DC
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-~ rrack 7: Computing Infrastructure
Latest developments of the PUNCH4NFDI compute and storage infrastructures

Compute4PUNCH key ingredients

Kashishar st for Technokogs

Heterogenous compute resources with different schedulers, architectures, operating systems

Aggregate resources in a single Overlay Batch System based on HTCondor

Provision resources to the OBS using COBalD/TARDIS meta-scheduler
— Single federated pool with dynamic extension on a user-demand basis

TARDIS integrates available resources into OBS
m COBalD does balancing, job to resource matching, ensures effective usage

| COBalD/TARDIS
HPC HTC Cloud
Slurm HTCondor OpenStack

PUNCH4NFDI Compute4PUNCH Storage4PUNCH Access token REANA Summz
000 *00 o 0000000 00 o

Job submission =NiE

condor_submit analysis.jdl
Submitting job(s)

Hello benoit_roland! You are going to submit your HTCondor jobs.
No credential has been found!

Please visit the following url in order to generate your credential:
https://mytoken.data.kit.edu/c/XWSdsgNC

Starting polling and waiting for your approval...
Your credential has been successfully created!
Its remaining life time is 6 d 23 h 58 m 46 s.

1 job(s) submitted to cluster 1142

» Visit specified URL and approve Mytoken

PUNCH4NFDI Compute4PUNCH Storage4PUNCH Access token
000 o 0000008

Summary
000 o
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Track 7: Computing Infrastructure

Presentation materials:
Moving a data center keeping availability at the top

Speaker - D.Lattanzio
Authors - A.Pascolini, A.Chierici, D.Michelotto, D.Cesini, G.Sergi

e Describing how we were able to move all the resources without
interrupting the service provided to users

Redundancy in first place

What we moved
How we moved it
Lesson learned

Switch on of the first WN rack IN EMN

in production at Technopole
19/03/24



https://indico.cern.ch/event/1338689/contributions/6011718/

Track 7: Computing Infrastructure

Presentation materials:
Prévessin Data Centre Powers Up

Speaker - Max Dupuis (CERN)
Authors - Joel Murray Davies (CERN), Max Dupuis (CERN)

e CERN's state-of-the-art Prévessin Data Centre (PDC) is now operational, complementing CERN's Meyrin
Data Centre Tier-0 facility to provide additional and sustainable computing power to meet the needs of
High-Luminosity LHC in 2029

e In 2019, it was decided to tender the design and construction of a new, modern, energy-efficient (PUE of <
1.15) Data Centre with a total of 12 MW IT capacity spread across six IT rooms


https://indico.cern.ch/event/1338689/contributions/6011587/

N e e e
PDC: Design ! -

Highly efficient data centre with a Power Usage Effectiveness i ;
(PUE) [2] £1,15

Construction in 1 phase

Installation will be in 3 phases over time for a total of 12MW

* 1stPhase: 4MW - 2nd floor

« 2nd Phase: +4MW - 1st floor

© 3 Phase: +4MW - ground floor




4x 2MW Jaegi dry coolers in 15t Phase (2x2MW per additional
phase) - N+1 redundancy plus 1 for technical areas

Adiabatic cooling from 20 degrees outside temperature with
water recycling to improve Water Usage Effectiveness(WUE)[3]

}
i
i
i

Computational Fluid Dynamics (CFD) has been used to determine the optimal IT room layout
and to evaluate various failure scenarios.

i

dry air
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PDC: 1st year of operation

Since the beginning of 2024, the two rooms of the 15t Phase have
been operational. In 6 months, we successfully commissioned
the PDC at 50% capacity

NEXT: In preparation to Run4, we will need to initiate the
installation of the 2" Phase of the PDC and begin procuring




Track 7: Computing Infrastructure

Presentation materials:
Using the ATLAS experiment software on heterogeneous resources

Speaker & Primary author - Johannes Elmsheuser (Brookhaven National Laboratory (US))

e With the large dataset expected from 2029 onwards by the HL-LHC at CERN, the ATLAS experiment is
reaching the limits of the current data processing model in terms of traditional CPU resources based on
x86_64 architectures and an extensive program for software upgrades towards the HL-LHC has been set up.

e The ARM CPU architecture is becoming a competitive and energy efficient alternative. Accelerators like GPUs
are available in any recent HPC

e Inthe past years ATLAS has successfully ported its full data processing and simulation software framework
Athena to ARM and has invested significant effort in porting parts of the reconstruction and simulation
algorithms to GPUs.


https://indico.cern.ch/event/1338689/contributions/6011581/

Using the ATLAS experiment software on heterogeneous resources

ATLAS GRID SETUP: PANDA AND RuciO USAGE OoF ARM IN ATLAS C

“Pryss s . More details in arxiv:240315873 Last CHEP23 presented "The ATLAS experiment software on ARM” (link) - much has
and groups .
s Weradractns . Dedicated ARM and GPU PanDA happened since then
S | T e o queues configured in Computing ) ; 2 :
#; | roo L eaon | K Resource Information Catalogue 7 nlghtly builds with gccB for develo‘pment and
Storagantoractons Vorkoad submission (CRIC) production branch and different projects of R
(= e e - Full ARM/aarch6s grid setup ATLAS softwa.re stack Athena, which are built on
| } available with OS container, 4 build machines provided by CERN IT (Ampere N a
, = middleware, Kubernetes etc. Altra/Neoverse-N1) - nightly and stable releases »
1 - For NVIDIA GPUs need matching automatically installed on CVMFS . |,I | A |
— o CUDA linux kernel module version R T q _— 5 ) ai 'jg' ;
and redistributable CUDA libraries it S'mFJ e VoS b an T
- Pilot Job configuration: PanDA queues with up to 15k concurrent job slots .
- Dedicated ARM queue on the CE or using "WantARM=True" in PanDA pilot job jdl - Configured PanDA queue as extension of US ) 7
- Dedicated GPU queue on the CE or using "+RequireGPUs = True” and "+RequestGPUS = Tier2 in UT Arlington in Google Cloud with up to

1" in PanDA pilot job jdl
- ATLAS user job submission:

- Use following options for PanDA job submission tools (prun/pathena):
-architecture "&nvidia-*" or -architecture "@el9#aarch64" ATLAS is the first WLCG experiment which will accept ARM resources as pledge in

2025/26

9.5k job slots



Using the ATLAS experiment software on heterogeneous resources

USING GPUS IN ATLAS - INTRODUCTION AND CAVEATS ’i, WI—CG
< NVIDIA

- ATLAS is not using GPUs in production for Run3

- Major R&D effort on-going to port parts of simulation, reconstruction and high
level trigger code to use GPUs for HL-LHC (see several talks in other sessions at
this conference)

- Since March 2024, Athena main branch uses CUDA 12.4 (and later 12.41) - this
version of CUDA supports gcc13 (current production compiler version in ATLAS)

« Parts of CUDA SDK are redistributable (see file list at link) and usage works fine
also outside of CERN via CVMFS and PanDA

- N.B. ATLAS HLT group successfully ran fully automated offline reprocessing of
Calorimeter topo clustering algorithm on GPUs via PanDA

- But: every PanDA GPU queue/site has to have at least the kernel driver version
550.5415 (or newer) from CUDA 12.41 installed
— Tedious process in reaching out to sites and asking for CUDA kernel driver
version update
— Same process repeats potentially when moving to a new major CUDA version
— A (automated) procedure should be discussed within WLCG when GPUs are
more commonly used on the Grid 7Im

Plot of Wall-time vs Memory

e =

[ 250 500 750 1000 1250 1500 1750 2000
Véall-time / SEC

prmon plot of memory usage over
time for ATLAS HLT reconstruction

workflow on Grace Hopper (72 core
Arm Neoverse v2 + GH200 GPU)

GPUs benchmarked on NIVIDA Grace

testbed provided through LBNL

USING ATHENA ON NVIDIA GRACE HOPPER

-+ Athena HLT reconstruction code ported to

Hopper

- GPU workflows run out-of-the box on this
ARM CPU+GPU testbed (but slower due to

missing frontier/squid in this testbed)

HepScore version - so far only CPUs:

- Reliable GPU benchmark needed in future

Name nCPU HepScore23 HepScore23
per nCPU
HepScore23 reference 64 1018 159
Grace Hopper 72 2319 322
Apple M2 Air 8 141.4 17.7
Ampere Neoverse-N1 20 349.4 175
Intel Xeon E5-2683 v4 16 258.5 16.2



Track 7: Computing Infrastructure

Presentation materials:
Heterogeneous Computing and Power Efficiency in HEP

Speaker - Emanuele Simili,
Authors - Albert Gyorgy Borbely, David Britton, Gordon Stewart, Samuel Cadellin Skipsey

e In 2021 started investigating alternative architectures for Grid computing, starting with ARM chips

Methodology:
e As benchmark, we rely on the HEP-Score & the HEP-Benchmarking Suite:

o HEP-Suite: https://qitlab.cern.ch/hep-benchmarks/hep-benchmark-suite
o HEP-Score: https://qitlab.cern.ch/hep-benchmarks/hep-score

While the benchmark executes, a script collects and exports CPU, RAM, Frequency and Power usage (via

[ J
IPMI tools) into a CSV file. Performed a few tests to validate IPMI power readings against a metered PDU


https://gitlab.cern.ch/hep-benchmarks/hep-benchmark-suite
https://gitlab.cern.ch/hep-benchmarks/hep-score
https://indico.cern.ch/event/1338689/contributions/6011562/

Presentation materials:

Heterogeneous Computing and Power Efficiency in HEP

AMD Epyc Milano (GIGABYTE)

Power (W)

Power vs Time (IPMI vs PDU)

: f’ ¥
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Power vs Time (IPMI vs POU}
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https://gitlab.cern.ch/hep-benchmarks/hep-benchmark-suite
https://gitlab.cern.ch/hep-benchmarks/hep-score
https://indico.cern.ch/event/1338689/contributions/6011562/

Presentation materials:
Heterogeneous Computing and Power Efficiency in HEP

e Since HEP-Score cannot yet run on every hardware (e.g., RISC-V, GPU), we may need other benchmarks
to assess the performance of new architectures. We have tried a few other standard HEP benchmarks:
ROOT bench, Geant4 with CMS geometry, and DB12 (single core and whole node).

Benchmark Comparison

Finally, we can try to compare the results of these benchmarks over different machines:

Benchmarks Comparison (all)
DB12 vs HS23

2000% 7000
i:g; Scores normalized to the . -«
— oo dual socket Intel Xeon server . -
< 1200% ROOT benchmark % ~2+q80 ’,r"‘
£ 1000% DB12 single-core g e o
x0 = DB12 whole-node A 3 ® vsar”
600% Geanta Parfull CMS ," g . Qaf’ ”,-‘
400% I HEP-Score HS23 g 2000 gy amopn
200% J A7 — 2*Mitano
o— = | I A
" b - 2*Roma
& & & P @‘\o «*”Q |- ® 2%%60n
<F & e - -~ N S G0 150 200 0 T00 35U ¥ob 450
’Cw“\ ' HS23
Gemnthous HEZX fpoorg et The correlation between HS23 and Geamt v
05 = 300 o
« ¢ DB12 (whole) is “almost” acceptable. P
_.~® "= Instead, Geant4 is a good proxy for T
— 03 AL — 200
g e . | = 2o o1 I TR SN S S — > J
§o s s z, @130, 20080
To S R e E R ranc®
8, ot 1 € The latter comparison also % 10 N o
P ) . e @
o1 AR ——— works decently in term of HS23/Watt o
01 s e
oL vs. Geant4 Evt/Wh. T ﬂ
& 2 3 4 5 6 500 1'000 1500 2'000 2'500 3'000 3's00 4'000 4'500

szt Note: green line is not a fit! “


https://github.com/root-project/rootbench
https://gitlab.cern.ch/geant4/geant4
https://github.com/cms-externals/parfullcms
https://github.com/DIRACGrid/DB12
https://indico.cern.ch/event/1338689/contributions/6011562/

Track 7: Computing Infrastructure

Heterogeneous Compute Cluster

We started providing ARM resources at the our WLCG Tier2 cluster by creating a separate queue for
ARM (former ce-test). After upgrading, we joined both queues within our standard ARC-CE endpoints.

This is a simplified view of our heterogeneous computing cluster (we still keep ce-test alive for testing):

~15k cores (ht)
ﬁﬁ
my'

jobs
UKI-SCOTGRID-GLASGOW_CEPH

ce01.gla.scotgrid.ac.uk |

ce02.gla.scotgrid.ac.uk I
ce03.gla.scotgrid.ac.uk

~4K cores

HTC- manager
Rqu\ - ||I

GPU

The condor_requirements setting in the ARC-CE configuration modifies the ClassAd for the jobs that
ARC submits to HTCondor by inserting an architecture request (x86, ARM, GPU) ...

ARM Physics Validation

Most LHC experiments (ATLAS, CMS, ALICE) have done a first round of extensive Physics Validation
campaigns against our ARM cluster @ Glasgow:

© -+ ATLAS: Full simulation and Reconstruction are physics validated.
ATLAS is ready for pledged ARM resources!
« CMS: Physics validation on ARM mostly successful, but not conclusive.

CMS is not in a position to use ARM processors in production!

* ALICE: Extensive test of MC simulation jobs, no analysis workflows.
Recommends ARM segregation or mixed queue with enable/disable!
®.

LHCb: Groundwork & test samples done, full physics validation not done.
Production use of ARM unlikely before end of 2024!

Latest reports from GDB (June 2024 @ CERN): https://indico.cern.ch/event/1356135/
It's time for VOs to start sending ARM jobs our way ...

we have over 4k ARM cores !



Track 7: Computing Infrastructure

Presentation materials: _
Taking on RISC for Energy-Efficient Computing in HEP : 4 RISC

Speaker - Emanuele Simili
Authors - Shahzad Muzaffar, Tommaso Boccali, Albert Gyorgy Borbely, David Britton, Gordon Stewart, Samuel

Cadellin Skipsey

e In this work, we have taken a first look at the RISC-V architecture for HEP workloads

e We introduce the Pioneer Milk-V, a 64-core RISC-V machine running Fedora Linux, as our new testbed,
available at ScotGrid Glasgow (UK) and INFN Bologna (Italy)
HEP & WLCG software: ROOT, Geant4, CVMFS, XRootD
Selected benchmarks: ROOT bench, DB12, Geant4 (2x)


https://indico.cern.ch/event/1338689/contributions/6011565/

Track 7: Computing Infrastructure

But in practice, what do we have today?

* Up to 6 months ago, “Raspberry PI” like devices: Visionfive 2 o
* 4 GB RAM, 4 cores, Fedora 37, Ubuntu 20.04,

 Useful for initial tests, bootstrap of some HEP codes (Geant4,
ROQOT, some benchmarks),

» 12 hours to (fail to) compile gcc.

Visionfive 2
~100 € on Amazon

* More recently, fully integrated desktop PC: Milk-V Pioneer*
+ 128 GB RAM, 64 cores, Fedora 38, Ubuntu 24.04, Debian,

* Qut-of-the box compatibility with HEP codes (Geant4, ROOT,
more benchmarks),

* Node Performances almost comparable to a standard x86 mid :
range desktop. — —~

* Upcoming: MIPS P8700, up to 512 cores !
+ detailed specs yet to be be defined.

Milk-V Pioneer
~2.5k € from China

64 Core R
Cores ramp per chip: 4 — 64 — 512 in just 1 year! T i

L1Cache 1:64KB and D:64KB

L2 Cache IMB/Cluster
L3 Cache 64MB System Cache

" NOW available at CERN 3 GlangW, Pisa, {‘ o Typical power consumption 120W
Bologna, and CNAF (as far as We knOW)_ | DDR 4 channel 3200Hz ECC RDIMM/UDIMM/SODIMM

PCI-E 2 x 16x Gend with CCIX support



Benchmarks Comparison

The histogram below compares the results of the benchmarks so far, normalized to the AMD server.
On the two servers (AMD & ARM), the HEP-Score results are also shown.

Evets/Sec. (ParFullCMS) vs. DB12 whole-node

Benchmarks Comparison 7000
150% 5000 AMD Milano «:,/"
160% o 5000 it
s § 4000 e ,
120% = ROOT benchmark -g S000 Inteli5 5 22" Alr Q80
% u DB12 single-core % ,,’/
g oo ® DB12 whole-node 2000 . o o
Z 80% m Geant4 ParFull CMS 10k 1'000 @"'
< _-©O—nriscv
60% ® Geant4 Anakx01 1M ol
HEP-Score HS23 0 20 40 60 80
40%
Evets/Sec. (AnaEx0 vs. ParFullCMS)
20% I . 35'000
0% 50000 Altra Q80 oY
AMD Milano Altra Q80 Intel i5 RISC-V g .
25'000 et
As mentioned, the first two benchmark (ROOT & DB12 single) are g 20000 ‘
single-threaded, the others are multi-threaded (DB12 whole, both 2 15000 L AMD Mitano
Geant4 simulations, and the HEP-Score). 10000
5000 Int?l i5 £V < 1
. . . _,“’G= RISC-V
The scatter plots on the right show how compatible are their results. 2 = o . =
Note: the areen line is not an actual fit. ParFullcMs



- rmsack7: Computing Imfrastructure
Power Usage

To get a better feeling for the power usage of the Milk-V Pioneer, we have measured the idle baseline
while running Geant4 jobs with increasing number of threads.

Stacked Power History

125 Baseline
} ~—— 1 Thread
{ | g ¥ ——— 2 Threads X 8 .
120 ——— 4 Threads We notice that the Milk-V Pioneer has a
R large power usage in idle mode,
115 32 Threads comparable to the idle power of a single
64 Threads socket servers, but definitely too high if

110

compared to the mid-range x86 desktop!

105

100

idle power
AMDMilan  ~ 110W
Altra Q80 # 100W
Intel i5 & 13W

O T
b tanipnant S0 PR L N " ul A
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ARM jobs per experiments

Presentation materials: = — e
Heterogeneous computing at INFN-T1 o

— CMS

300 4

Speaker - D.Lattanzio
Authors - A.Pascolini, A.Chierici, D.Michelotto, G.Sergi

kHS23

200

e ARM resources 100

e RISC-V resources A
o An interesting architecture for the future °1 : : i , :

e LHC experiments point of view & @ @ o P o o

e Power consumption
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Track 9: Analysis facilities and interactive computing

Track 9: Analysis facilities and interactive computing

e Conveners:

Enric Tejedor Saavedra (CERN)
Marta Czurylo (Heidelberg University)
Nick Smith (Fermilab)

Nicole Skidmore (University of Bristol)

©)

o O O

e 18 talks, 4 posters



Track 9: Analysis facilities and interactive computing

Analysis Facilities: the perspective from Data Centers

e CERN Analysis Facility Pilot
o instance currently under study for scale out of interactive analyses
o [contribution link][summary slide]

e CERN Virtual Research Environment
o PoC of a middleware interface allowing users to access services and computing resources
o [contribution link][summary slide]

e Interdisciplinary Analysis Facility at DESY
o computing system driven by generic concepts and interdisciplinary applications (beyond HEP)
o [contribution link][summary slide]

e The HEPS scientific computing system
o Chinese perspective of data centers and analysis facilities, aiming at multidisciplinary applications
o [contribution link][summary slide]



https://indico.cern.ch/event/1338689/contributions/6010680
https://indico.cern.ch/event/1338689/contributions/6010696
https://indico.cern.ch/event/1338689/contributions/6010713
https://indico.cern.ch/event/1338689/contributions/6010712

Track 9: Analysis facilities and interactive computing

A Pilot Analysis Facility at CERN, Architecture, Implementation and First Evaluation

A Pilot Analysis Facility at CERN,
Architecture, Implementation and First
Evaluation

e Focus on scale out of interactive analysis

o On already existing CERN Batch system resources ROOT
o Via RDataFrame / coffea + Dask

* HTConddr
l o -

= jupyterhub  Web portal

I
User sesiion $ /
ﬁé %

"

Krakw (Poland) - October 23, 2024

LHCb
1

Testers by experiment

Dedicated buffer

» HTConddr »
G et Dedicated buffer of ~2k cores for quick allocation of resources

Feedback: Software provisioning Feedback: Data access Feedback: User Interface
o Pre-configured stacks are appreciated (experiment stacks, LCG releases), e Both access to data on EOS and to external datasets (i.e. not at CERN) has e The pilot offers the JupyterLab user interface, meaning:

but more flexibility is also requested been reported o Notebooks, terminal )

o Custom software environments (e.g. conda) o External access usually done via remote URLS (e.g. XRootD), sometimes via o Dask extension to graphically reserve resources (i.e. create a Dask cluster) and

o Custom container images Rucio copy dashboard to monitor the progress of the distributed application

o Added support for X.509 proxy generation (tokens could follow) e Users mostly satisfied with the interface, but reported some issues:

e As an alternative, the pilot allows to install additional packages on ) " . .
CERNBOox/EOS, to be used on top of an LCG release o Suggests that setting up a cache could be beneficial o Creating / destroying a cluster can be slow (minutes) if many (a few 100s) Dask
o Work in progress with storage group at CERN IT to have an XCache PoC workers are requested, since their jobs are submitted / removed sequentially
o The Dask monitoring dashboard can be sometimes laggy and freezing
o Programmatic reservation of resources and execution (from the terminal)
is appreciated

o Some errors accessing the mount on the batch side have been reported
o Approach seen as a stopgap solution

|
source: https://indico.cern.ch/event/1338689/contributions/6010680 'ﬂ
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Data discovery, analysis and
reproducibility in
Virtual Research Environments

Track 9: Analysis facilities and interactive computing

Data discovery, analysis and reproducibility in Virtual Research Environments

CERN Virtual Research Environment e

e ESCAPE outcome
o The place where most of the data-related R&D et
activities happened. Autherization

o PoC platform provisioning different solutions .
ata

for users: Management Analysis
m  Built on top of a common scientific
tool: Jupyter

m Software environment & repositories
Connection with resources: EOS, CVMFS
Ease interacting with underlying services

e To date CERN VRE acts as a middleware interface allowing scientific users to
access different services and computing resources.

CERN VRE presents an Analysis Facility concept
o Allows performing most of the stages of a complete scientific analysis
o All from the localhost of a Jupyter session - compatible with a remote / cloud-based architecture
m  Accessing and discovering data via the Rucio Plugin
m  (re)Triggering a workflow on a Reana instance
m  Publishing results on Zenodo

Fully modular
o Can help establishing the basic tools for certain communities

source: https://indico.cern.ch/event/1338689/contributions/6010696

reana
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Evolution and Broadening of the
National Analysis Facility at DESY

CHEP 2024

Crvistoph Beyer,Stefan Dietich, Martin Flemiming, Sandro Grizzo, Thomas Harimann, Jrgen Hannappe,

H
‘Chistan Sper, Alexander T istan Vot

Track 9: Analysis facilities and interactive computing

Evolution and Broadening of the National Analysis Facility at DESY

Compute Core Utilization

Acive user cores

Lessons for the NAF
e Avoiding being technology/implementation driven
e Aiming for generic concept driven approach wrt. user needs

N

B

NAF is a whitelabel Analysis Facility
e Users today from a broad spectrum of communities end experiences

Operations Developments at the 7~
National Analysis Facility at DESY =

o User support crucial
m Any technology can only be auxiliary
o Evolved beyond HEP

Available to federated users

. T . Computin Local user NS
m Interdisciplinarity central 3 HTConds O=
I/ e SN \ -l "
! -~ eBPF based per User/Job file path I/0 monitoring 4 e
1 p : Aux Services Storage 1 E@}
i g Lo * Zoo of storage systems specific solutions prohibitive DevOps:: v @ dCache
1 1 ]
. £ N eBPF
1 T 1 o < A
i 81 Project aims:
: ) : * eBPF based: harnessing all necessary kernel information
: -7 ' * By cgroup task list > LRMS agnostic: HTCondor, SLURM, K8s,...
1 1 * Job requests as json for aggregation in Elastic Search - ; -
\ 1 e | |Storage Monitoring: data reads/writes from/to the
\ 1 * Intended to be extend to TCP/IP based I/O protocols NAF wrt HEP dCache instances ‘
\ 4
~ P 4
Future: Interdisciplinary Data Analysis Facility IDAF
Serving HEP and Photon Communities under one roof A common interface for HTC & HPC workloads Consolidating Namespaces

* Currently Particle Physics and Research with Photons on
independent compute clusters and storage backends
* Integrating all into the IDAF serving all communities at DESY

* NAF & Grid Hight Throuput Computing
* Photon science High Performance Computing
* IDAF as umbrella for HTC and HPC needs

* Storage namespaces over NAF, HPC and Grid
being consolidated

sources: https://indico.cern.ch/event/1338689/contributions/6010713, https://indico.cern.ch/event/1338689/contributions/6010687

Ratio of protocol uses on
HEP dCache instances

& K
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HEPS scientific computing system design for interactive data analysis scenarios

Track 9: Analysis facilities and interactive computing

Framework

Torch: the HEPS scientific computing platform

Computing
service types

Analysis

Torch Resource Manager

environment
integration

o :
opensta(k - 4 “kubernetes *

Pod
Dils

[ Locat 08

g 5o%

Heterogeneous o Sarias

resource

ﬂ { H 1 [ High-
: GPU Server ﬂ i DCU Server a performance INVM I
: : # storage OAuth2.0

management

High bandwidth & Low latency & Lossless network characteristics

IHEPCC & HEPSCC

D S ey raurzatrris <y st

HEPS scientific computing system design
for interactive data analysis scenarios

PRECIRSir FESROICEoRy. | had

CPUWoker  Siorage ,’
System

___________

Rtmow Machine / W

VS Code Server

SSH Yuv-

Ray Cluster

JupyterLab

The HEPS scientific computing system realizes centralized management and unified scheduling of heterogeneous
computing resources, and provides diversified computing service solutions according to different usage patterns.

source: https://indico.cern.ch/event/1338689/contributions/6010712
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Track 9: Analysis facilities and interactive computing

Analysis Facilities: the perspective from Experiments

e Benchmarks for ATLAS and CMS use-cases within the ICSC context
o interactive analyses via Jupyter notebooks using ICSC resources for HEP experiment use-cases
o [contribution link][summary slide]

Spanish perspective for CMS and ATLAS on Analysis Facilities
o CIEMAT AF architecture for CMS and Tier-1 & Tier-2 facilities for ATLAS
o [CMS contribution link][summary slide] [ATLAS contribution link][summary slide]

Analysis Facilities federation for US ATLAS
o prototype under development to federate BNL, SLAC, and UChicago facilities
o [contribution link][summary slide]

Analysis Grand Challenge with Snakemake and REANA
o evolution REANA to face AGC in combination with Snakemake as workflow manager
o [contribution link][summary slide]

Stressing ATLAS and CMS Analysis Facilities with the 200 Gbps challenge
o ATLAS and CMS experiences facing the 200 Gbps challenge for Analysis Facilities
o [CMS contribution link][summary slide] [ATLAS contribution link][summary slide]
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Leveraging distributed resources through hig
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analysis platforms for enhancing HEP data analyses

Need to:

Optimize the usage of CPU
and storage

Promote the usage of
better data formats

Develop new analysis
paradigms!

New software based on
declarative programming
and interactive workflows

Distribute on
geographically separated
resources
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Track 9: Analysis facilities and interactive computing

Leveraging distributed resources through high throughput
analysis platforms for enhancing HEP data analyses
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Benchmarks for interactive analyses

)¢

Preliminary res

ults

—e— Sorial

Defined Metric

-+ Local cluster
—=— Distributed cluster

Execution time [s]
T

Overall
execution
time

Time elapsed from the

4001~
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LocalCluster: Dask multithread execution on local machine (max 8 cores, 16 GiB)
Distributed: Dask distributed execution on remote workers

— ATLAS use-case

Preliminary res

ults
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Stress test at high CPU and

memory occupancy 3
Stable performance, linearly i
scaling with the input dataset size
Dataset size ~ 100 GiB is
representative of ~15 /fb of Run3

data for this specific analysis

ignificant in execution
time wrtthe standard/serial approach
The facility allows for dynamically scaling
the resources, here testing the
performance at fixed #cores and
memory, varying the dataset size

—— 10 vCores/20 Gi&

o
%01 —4— 20 vCores/40 Gi

%0{ —— 40 vCores/80 GiB

20
20

150

Ll CMS use-case



https://indico.cern.ch/event/1338689/contributions/6010647

Track 9: Analysis facilities and interactive computing

Operational experience from the Spa

nish CMS Analysis Facility at CIEMAT

CIEMAT Analysis Facility Architecture

User Interfaces

Dedicated high-performance
CPU + data access

o 111 . . cMs
:.",: Local CPU cluster + GPUs ' distributed
Q XRootD stotage o

== Standard WNs gaefaciOl

20245 2o2ae

gaefaci02

CPU usage by local analysis jobs

A, Pérez.Calero Yzquierdo '
J.Fiix', J. M. Heméndez, C. M.

Operational experience from the Spanish CMS
Analysis Facility at CIEMAT
, M. Cardenas-Montes, A Delgado Peri,
Morcilo Pérez, . J. Rodriguez Calonge
on behalfof the CMS Colaboration
e

JupyterHub utilization

Dedicated : Jﬂu
Jupyter nodes m‘ |
7 "L‘ Ad ‘ALA""J’UM\\V\‘-NM‘ ; /H . MLM Y VI ";.wm.f‘ﬁ | o WPRPANEN

e Our objective from the start was to empower users... e New infrastructure is a friendly environment for non-HEP scientific groups

o Reduce “time to insight” at CIEMAT

o Fight the “I can only really run at Ixplus” feeling o Jupyter interface found convenient by many groups

o

°

...and help/encourage them transition to new tools/technologies
o Jupyter, NanoAOD, RDataFrame (and others), GPUs

source: https://indico.cern.ch/event/1338689/contributions/6011544

NFS makes massive storage (dCache) widely accessible to users

HTCondor allows to ask for required resources (GPU, high performance SSD
nodes, etc.), both from command line or through Jupyter

o

Note: Most GPU jobs are not CMS, but still E
. : using the common access provided by the AF  : I

GPU and JupyterHub

I [ (1 1N | ,\’ )

il

il
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Track 9: Analysis facilities and interactive computing

Computing activities at the Spanish TIER-1 & TIER-2s for the ATLAS Experiment
in the LHC Run-3 period and towards High Luminosity

Leveraging HPCs
\

@

MareNostrum 5

Centro Nacional de Supercomputacion

<

s

AT LA S Workload
EXPERIMENT P Manager Container §>T
Platform EXPERTMERT
TIER-{1,2}
Production e\ Full
System P Job Susbsmission s/m almyatlon
H
(Prodsys) | | " e U] (SsH) workioad menager \
// \\ \
Tob ARC 3
Management Storage Element Filesystem ARC's _\Pre-pla:ed
(Harvester) (GPFS) Sessiondir SIF Images
=== o2
Data S o fs\m
Distribution Ll dCache grapm - .| ARC -
(Rucio) | /
T—C,)RCLONE | |

. Growing interest in incorporating
: HPC resources into computing
: budgets available for

. experiments

Data transfer
(SSHFS)

Note: MN5 disallows outbound and inbound Internet access..

Completed jobs Cumulative

8Mil
6 Mil
amil

2Mil

0
o01jo1 01/02 01/03 01/04 01/05 01/06 01/07 01/08 01/09
min  max- current
== GRID 596 S532Mil S532mi
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source: https://indico.cern.ch/event/1338689/contributions/6010707

been validated.

Computing activities at the Spanish TIER-1
& TIER-2s for the ATLAS eriment in the
LHC Run-3 period and towards High
Lummosnty

sl
Conference, 21-25 October 2024, Krakow, Poland

AR

ye iras’ [N

P

HPCs in numbers

¢ On April 2024 the BSC migrated
from MN4 to MN5.

* Only the simulation workflow has

* 30 million hours are approved at

MNS5 every year for ATLAS:

- Through Spanish R&D gateways.

- This corresponds to 50% of
simulation jobs assigned to

Spain.

GRID
== hpc

e HS23 / core = 27,1155

Percent
62%
38%

Value
14180
8s8.28Bi
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Track 9: Analysis facilities and interactive computing

us
¥AiLas

Building Scalable Analysis Building Scalable Analysis Infrastructure for ATLAS
Infrastructure for ATLAS

US ATLAS is working on a federated analysis platform prototype
that unifies resources from multiple facilities

Lincoln rant
Universiy ofCricago
cep 2024

Ocober 19-24, 2024

e Identity
o Leveraging existing, experiment-specific identity for authentication and

authorization
?Us o Network sites
. ) . ATLAS o Utilizing modern network overlay technologies to provide seamless
Overview of US Analysis Facilities for ATLAS connectivity between
e Data
US ATLAS has three shared analysis facilities providing software & computing o Broad deployment of data caching infrastructure

e Resources that fill gaps between grid jobs and interactive analysis on local computers

e All leveraging substantial local batch and storage resources ® Comp'Jte . . . .
e Interactive ssh login, with access to Rucio and PanDA resources and notebook servers © Embraqmg notebook.-centrlc. technologies and Pythonic frameworks,
e GPL resources leveraging advances in Identity, Network and Data
ANALYSIS . POIicy
? Brookhaven FACILITY o Developing policy framework(s) that provide an easy on-ramp for
NationallLaboratory iersii ] deitiExas experiment end-users to use resources at all AFs
Scientific Data Facility (SDF)
BNL Facility SLAC Facility UChicago Facility
~2000 cores, part of a larger shared pool,  ~1200 cores, part of larger shared pool, -3000 cores, co-located with MWT2,
opportunistic access up to 40k cores opportunistic access up to 15k cores opportunistic access up fo 16k cores ?"’De"‘_a"d
nteractive
User quota: 500GB GPFS plus 10TB Lustre User quota: 100GB home, 2-10TB for data User quota: 100GB home, 5-10TB for data Notebooks
~200 users A ucats ~400 users : Wil RE1

M-

source: https://indico.cern.ch/event/1338689/contributions/6010704
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Track 9: Analysis facilities and interactive computing

Benchmarking maseively-parale Benchmarking massively-parallel Analysis Grand Challenge
A e Sravamaks ey REANA workflows using Snakemake and REANA

Marco Donadoni”! Matthew Feickert® Alexander Held

Hoh
October 2151251 2024, Krakow, Poland

L odal diagnostics
systematic building analysis lagnostil
Setting up REANA test cluster
Kubernetes v1.30 cluster with 53 nodes Execution time (48 nodes/1850 MiB) _— i
'orkflow execution time
e one master node W E2: First success
. 800 mmm E3: Profiling job scheduling 1600 —— E2: First success
e three REANA infrastructure nodes mmm E4: Improving Kerberos authentication ~— E3: Profiling job scheduling
o web server, database, message broker = E5: User secrets 1400 —— E4: Improving Kerberos authentication
e one workflow orchestration node mmm E6: Database covnnections —— ES5: User secrets )
W E7: Snakemake internals —— E6: Database connections
- . Snakemal_(e . 600 W E8: Kubernetes optimisation . 1200 —— E7: Snakemake internals
e 48 job-running nodes = C) —— E8: Kubernetes optimisation
g 2 1000
Node flavour I <
3 400 g 800
e 8VvCPUs ] g
w I 600
e 15GBRAM
200 400
8
200
0
Pod execution progress Pod execution progress N g 3 6 12 24 48
(E2: First success/48 nodes/1850 MiB) (E8: Kubernetes optimisation/48 nodes/1850 MiB) Number of nodes
800 1BEFORE 800 1 —=- creation requested
0 - — created . .
600 600 o fj:r::: Final results Conclusions
" === creation requested ” " (theoretical max) .
g 500 S iS00 Ui Runtime reduced from e Snakemake and declarative workflows can efficiently
g0y S| uning 34 14m26s to 3m54s (3.7x express massively-parallel particle physics
2 max) | .
Ea0 = uitng Ea00 faster) when tested with 48 computational paradigms
—— finished
200 200 nodes . N
e Analysis Grand Challenge project is very useful to
100 100 L .
AFTER Reached 323 peak optimise performance of analysis platforms
0 0 . PR
concurrent jobs, from initial s .
0:00:00 0:03:20 0:06:40 0:10:00 0:13:20 0:00:00 0:03:20 0:06:40 0:10:00 0:13:20 A e Optimisations allowed to improve REANA
Time (h:m:s) Time (h:m:s) 102 jobs (3.2x more) when

performance for massively-parallel workflows by a

tested with 48 nodes factor of ~3x

source: https://indico.cern.ch/event/1338689/contributions/6010709
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Track 9: Analysis facilities and interactive computing

e Operating the 200Gbps IRIS-HEP Demonstrator for ATLAS

Operating the 200Gbps
IRIS-HEP Demonstrator

for ATLAS =y

Grid
Storage

XCache
* ObjectStore
Grid ——— Uproot/Coffea
Storage Servioex = ServiceX
Results — Success!
q H ?RTSLAS ?RTSLAS -
XCache Configuration XCache Performance
O i e
e Before the challenge, the AF was served by a single XCache server a e From a software perspective, XCache Mo s P ——— oo (S
2x25Gbps connectivity performed well (AP
e Decided on 8 nodes at ZSGbps each o Clients were able to saturate the network on :::Z:, i s
o 200Gbps bandwidth in total each XCache (-50Gbps) easily . o
m  doubled to 400Gbps via 2x 25Gbps interface bonding e However, a problem with the network i s w8
o Each node with 10x3.2TB NVMe (256TB in total) topology became apparent when we tried " 1 rj Read Method: uproot
= Enough to contain the entire 200G challenge dataset (191TB) once the caches to scale o b h; :
are warmed up o Limited to 80Gbps between switches!
o Disks configured in JBOD mode with XFS and mounted e.g. e All 8 XCache nodes were on the same T I
m /xcache/{1..N} switch, but all of the workers were notl M T T
m  /xcache/meta for metadata o Partially mitigated by moving half of the -
o Nodes were not clustered. Rucio assigns an xcache node to each file (filename XCaches to another switch, such that half of N
hashing). N\iris the workers got half of the XCaches
©@hep 6 T - T

R e ] | ]

Read Method: ServiceX

source: https://indico.cern.ch/event/1338689/contributions/6010702 'ﬂ —]
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Track 9: Analysis facilities and interactive computing

Tuning the CMS Coffea-casa facility for 200 Gbps Challenge

The goal is to read 25% branches out
of 180 TB dataset and to process it
in 30 minutes
7L
A 4
In case of NanoAOD (~2 kB event size),
the dataset size should be 90 B events

Preparing next generation of Analysis Facilities
Running analysis frameworks and tools at scale

® Adopt diverse computing executors to support execution of complex task
graphs
® Dask, TaskVine

Tuning the CMS Coffea-casa facility
for 200 Gbps Challenge

Application TaskVine TaskVine
Workere |

Worker==)
{ ‘ | \\_ HTCondor Pool
TaskVine TaskVine

and to analyze it at 50 MHz ® Flexible computing resource provisioning model optimised for given facility

With current rate 25 kHz / core,

@ ® Kubernetes, Tier-2 resources, HPC cluster
® e.g. Dask Gateway, dask-jobqueue, Dask Operator

TaskVine Mgr

The TaskVine manager directs
workers to read data from remote
sources, run tasks on that data, and
share data with each other.

TaskVine leaves data on workers in
the cluster wherever possible!

we will need 2000 cores
(12.5 MB/s per core)

worker count and data rate over time
120-

400 - R T R Y T Wy

~N
]
)

300 -

I
)

200 -

<
S
8

data rate [Gbps]
runtime [s]

number of workers

I(

d < < N number of events

source: https://indico.cern.ch/event/1338689/contributions/6010711

= 25kHZ
~= 50 kHz
----- 100 kHz

(Some of the) lessons learned

Very successful exercise format: huge amount of progress and
activity within 8 weeks

Faced some challenges with memory use and scaling to all available
resources

NanoAOD: very large effect of compression algorithm: switching from
LZMA to ZSTD brought 2.5x event processing rate improvement

Scaling Dask to 2k+ workers generally works fine, need more testing
combining large numbers of workers and very complex graphs

Good performance observed also with TaskVine as alternative
scheduler for graphs

Scale of challenge allowed to identify new bottlenecks (many of which

have already been fixed)
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Track 9: Analysis facilities and interactive computing

Analysis Facilities approach for ML and GPU access

e Analysis Facility-like approach to provision GPU for ML/Al developments in INFN Cloud
o platform providing interactive mode for developments and offloading (prototype) to scale up
o [contribution link][summary slide]

e GPUs provisioning via interactive HTCondor jobs
o interactive access and/or SSH connection to GPU resources via HTCondor at University of Glasgow
o [contribution link][summary slide]

e MLFlow-powered pipeline for Machine Learning training
o packing the entire lifecycle of a ML application for remote submission via SLURM
o [contribution link][summary slide]
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Track 9: Analysis facilities and interactive computing

Supporting the development of Machine Learning for fundamental
science in a federated Cloud with the Al_INFN platform

AL_INFN

p—
i Ingress platform

Ipyter
= Controller

AI_INFN’s primary activities include:
e facilitating access to HPC and GPU resources
e organizing educational and training events

Virtual node

pa———

e fostering the Al community within INFN 0 INDIGO IAM
e conducting R&D to integrate new technologies (e.g., 2
Sl ® i

FPGA, quantum computing) into the platform g Fud
Users Admin

https

(Notebook] [Notebook] [NotebookJ [No!ebook] [No(ebook] [No(ebook]

| cuntainerm II m I[ cuntainerm ]
AI_INFN

@ N\
Artificial Intelligence technologies Filesystem
for INFN research Kubernetes
htt
Monitoring overlay JupyterHub =
¥

J

[-)‘ ML_INFN Instance ][ <3 ML_INFN Instance ===

&N/ INFN Cloud portal https

source: https://indico.cern.ch/event/1338689/contributions/6010715
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Track 9: Analysis facilities and interactive computing

HTCondsr oo @

SHER A

On-Grid GPU development

via interactive HTCondor jobs and Analysis Facility style workflows

® ScotGrid

GPU problems

University
© ofGlasgow

ridCl

Variety of cards (what to target)

e s

Variety of software tools
* Large dependancy issues

* Because of their nature user jobs tend to be
small enough to not need to scale out to the Grid

¢ The idea is to facilitate on-Grid development and

reduce the overhead in submitting Grid jobs via a
submission engine

i University

.
Grid
& BGrid—r U i of Glasgow
1 - Interactive (IT) ARC request 2 - SSH connection
vM: GPU W |
cotest]| [Maieriaal | node e T 2]
e — c Docker Lo [12121,12127] § Firewall rule:
ARG ....Container st e e forward ports
HT-Condor sshd [12121,12127]
to
‘ ‘ [ local IP ranges
it B [xpLus] i
via connection details ssh proxy| " Container
arcsub
i Trusted |
| I {nstitiste}
Albert (Bruno) Borbely albert.borbely@cern.ch 24/10/2024 7

source: https://indico.cern.ch/event/1338689/contributions/6010708

Interactive job develop problems
(Analysis Facilities?)

User authentication

Flexible development environment

* —> allow users to install packages
* —> maintain site security

Data storage / integration

Scalability, i.e. easily scale out to the rest of

the Grid
g Umver51ty
%fi;& (csmr'gqp, ' of Glasgow

Data Management

GPU X-Cache

node

Docker
Container £ cerHl | ° Using hosts file in container to redirect traffic to

. 1 cusier | PYOXY

request  f—= TcerH | CEPH

it * Proxy can only handle read-requests
gateway/| cluster| is
redirected - N .
with Gateway ||«——— || CEPH « Write requests need to be directed to alternate
/etc/hosts / CEPH-FS
XrootD Vs gateway manually
Redirector ache
0SD * Only intended to cache object store

v

XrootD * CEPH-FS portions will be mounted via alternate

gateway to avoid duplicate file write issues
XCache
'°Mz:g;m°de « Rely on users to manage these two options
y Key:
Foad rocuest Wiite requestfp, Will also test (bXrdCIProxyPlugin.so
Besdslp | Heard rumours that a new feature will drop with arc 7
Albert (Bruno) Borbely albert.borbely@cern.ch 24/10/2024 10
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Track 9: Analysis facili s and interactive computing

%V o] . . .. age . . .
= Machine Learning Training Facility at Vanderbilt University
MLTEVU
Machine Learning Training Facility at
Vanderbilt University
“"M‘ifl“%%:—”l%‘“}f‘“é;“ﬂi“‘” o v Arifacts
v model 47e48b odel 1
e
2 condayaml

B python_envyaml
2 requirements.txt

> W tensorboard_logs

3 model_summary.txt
L = % python_env. yaml

mlflow. tensorflow

=% \/ o] , \ o
. . T . = N By
Motivation and Facility Overview W e
= Machine learning/Al has been widely adapted for an array of uses in HEP and beyond. mlf/ W fl zf;.e
s s: 1694039

1_uuid: a38eacScach24de691cOa3adeass19bc

181a0ab31044748b5021637b877945

m However, there are considerations about training these models - f; a
- Reproducibility - Can someone later consistently produce the same weights? L m

- Scalability - How does one scale the training from card->node->cluster scale?

- Efficiency - What are the barriers to using high-speed transports and
interconnects?

m  MLTF is a prototype facility that enables training w/these considerations in mind - —
=

M,
. e — 'VANDERBILT]
- Hardware - At this stage, capabilities were chosen over large scale —(é \/' UNIVERSITY

MLflow Gateway

- Software - Easy-to-use and documented hooks/wrappers for clients to enable
functionality

- Infrastructure - Services run at the site to connect the client software to ‘

hardware resources m  Remote submission of MLflow projects opens interesting use-cases

— No need to get local accounts @ target cluster
— CI/CD applications
m  MLflow has built-in support for remote submission via DataBricks
MLTFVU, CHEP 2024, 24 October 2024, Andrew Melo (Vanderbilt University) o ml © — Extension API allows this to be pluggable
Project —  Support for SLURM submission exists due to MLflow-SLURM
= We are developing MLflow Gateway, a Client/Server interface to job
submission
‘ - Client side is an MLflow backend plugin
— Server side is a REST service which interacts with local cluster
m Since the gateway is an “intermediary” between the client and the
GATEWAY facility, this provides a hook to add customization to the jobs before
they are submitted to the batch system
Difficult to do in direct SLURM submission
— Atask requesting a Rucio dataset as an input can trigger the
Rucio rule, and wait for the replication to complete before
submitting jobs to batch system

¢

MLTFVU, CHEP 2024, 24 October 2024, Andrew Melo (Vanderbilt University) 8

|
source: https://indico.cern.ch/event/1338689/contributions/6010710 'ﬂ
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Track 9: Analysis facilities and interactive computing

More from Track 9

e “Distributed Analysis in Production with RDataFrame” (link)
o ongoing developments to perform distributed computations with RDF

e “Web-based graphics in ROOT” (link)
o JavaScript ROOT for seamless integration and enhanced functionality across various platforms

e “Reshaping Analysis for Fast Turnaround” (link)
o columnar data and task graphs offer a promising new paradigm for analysis software optimization

e “Optimizing Resource Provisioning Across Diverse Computing Facilities with Virtual Kubelet
Integration” (link)
o k8s orchestration system to federate scattered resources and optimize workflow via Bayesian model
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Track 4: Distributed computing

List of presentations of Track 4 related to tokens

WLCG transition from X.509 to Tokens: Progress and Outlook

Evolving INDIGO IAM towards the next challenges (Enrico)

Early recommendations from the Token Trust and Traceability Working — Security
Fermilab’s Transition to Token Authentication

CMS Token Transition

Supporting medium/small-sized experiments in the transition from X.509 to JWTs (Carmelo)
Addressing tokens dynamic generation, propagation, storage and renewal to secure the
GlideinWMS pilot based jobs and system.

Others from Track 4 related to Monitoring and Security:

e Advanced monitoring capabilities of the CMS Experiment for LHC Run3 and beyond —
Monitoring

e Unified Experiment Monitoring — Monitoring

e Designing Operational Security Systems — Security

o JORY


https://indico.cern.ch/event/1338689/contributions/6010716/attachments/2952151/5189745/AuthZChep24.pdf
https://indico.cern.ch/event/1338689/contributions/6011006/attachments/2952142/5189969/INDIGO%20IAM%20status%20and%20evolution%20plans%20-%20Enrico%20Vianello.pdf
https://indico.cern.ch/event/1338689/contributions/6010998/attachments/2949815/5184836/TTTCHEP24-1.0-final.pdf
https://indico.cern.ch/event/1338689/contributions/6011022/attachments/2950087/5185443/CHEP24_Talk_FermiTokens.pdf
https://indico.cern.ch/event/1338689/contributions/6011018/attachments/2952023/5189488/CMS%20Token%20Transition.pdf
https://indico.cern.ch/event/1338689/contributions/6010980/attachments/2952411/5190271/x509-to-jwt.pdf
https://indico.cern.ch/event/1338689/contributions/6010970/attachments/2951267/5191347/chep24-mambelli-tokens-final.pdf
https://indico.cern.ch/event/1338689/contributions/6010970/attachments/2951267/5191347/chep24-mambelli-tokens-final.pdf
https://indico.cern.ch/event/1338689/contributions/6010925/attachments/2953041/5191544/CHEP24_CMS_monit-upload.pdf
https://indico.cern.ch/event/1338689/contributions/6010991/attachments/2952841/5191600/CHEP.pdf
https://indico.cern.ch/event/1338689/contributions/6011015/attachments/2951838/5190567/2024-CHEP-Operational-Security-Systems-v0.2.pdf

Track 4: Distributed computing

Tokens

e Tokens are now a reality! The infrastructure is almost token ready
o time to focus on the operational models!

e DC24, a major milestone: millions of transfers with tokens!
o Lessons learned: Token implementations of middleware need to improve

e WLCG updates:

o Version 2.0 of the WLCG Token Profile is under preparation
o WLCG is engaging with the Grand Unified Token Profile Working Group
o  Migration of WLCG IAM instances from OpenShift to Kubernetes
m old services will be reused for stress tests — good for IAM developers
o Token Management Enhancements: stop storing access tokens in the DB to improve the
performance. They expect a IAM release before end of 2024.

[ o]



Track 4: Distributed computing

Rucio-based transfers, September 2024
Token-based

Tokens - Experiments & FTS f““ll" ||,“|‘|“|qullm

e CMS has made strides in token usage: R Sl B
. L. . Brian Bockelman - CMS Token Transition
o  Every CE but 3 use tokens for pilot submissions, analysis to follow

o  CMS is using tokens in production (via Rucio) since early September (in over 30 sites)
o 1 token per dataset, IAM can handle just fine
o By the end of 2025 all services should be able to handle both x509 and tokens!
e ATLAS uses tokens in production since late August
o  no tokens during weekends, typical token rates are 1-2 Hz, spikes of 5 Hz, lifetimes currently are 2 weeks, to be reduced
with more experience
e Use of tokens — focus is on FTS workflows: a new model was proposed for testing purposes

o  scopes per individual file and long-ish lifetimes, no exchanges or refreshing, token expires — transfers will fail — ball back
to Rucio/DIRAC

o  the process used in DC24 still remains required by communities within and outside of WLCG

e Fermilabs uses a Vault instance to manage tokens since one year (with ClLogon OIDC Provider)
o  Vault hides the token complexity from users
o  Vaultis paid but there is a very promising open source version (OpenBao)
o  Vaultis used to store high-value long-lived refresh tokens — configured with package htvault-config — the combination is
called HTVault
m  Adds modified OIDC plugin, oauth secrets plugin, and ssh-agent authentication plugin
o  CMS will do the same, possibly via a CERN instance

& N


https://indico.cern.ch/event/1338689/contributions/6011018/attachments/2952023/5189488/CMS%20Token%20Transition.pdf
https://indico.cern.ch/event/1338689/contributions/6010716/attachments/2952151/5189745/AuthZChep24.pdf
https://indico.cern.ch/event/1338689/contributions/6011022/attachments/2950087/5185443/CHEP24_Talk_FermiTokens.pdf
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Tokens - Security

e TTT WG slides — The balance between operability,

security and performance needs to be found:
o Audience, lifetime, scopes are the three orthogonal
parameters that one needs to tweak to meet the operational
needs without compromising too much security

o The Token Trust and Traceability WG Aims to form best practices, / \TOke"Lifetim
Token Audience

for users, devs, service providers + issuers
m per workflow — after a process of Risk Analysis
m ‘“token-aware” incident response procedures
pDNSSOC outline S5 WISE
e Designing Operational Security Systems
o Security operations centre (SOC) fits with an overall cybersecurity
plan such as the Trusted Cl Framework — Be proactive to prevent
cybersecurity incidents: monitor, detect, respond —
o The pDNSSOC package was suggested as a lightweight way for
smaller sites to get the benefits of a SOC — focused on
correlating DNS logs with Threat Intelligence



https://indico.cern.ch/event/1338689/contributions/6010998/attachments/2949815/5184836/TTTCHEP24-1.0-final.pdf
https://indico.cern.ch/event/1338689/contributions/6011015/attachments/2951838/5190567/2024-CHEP-Operational-Security-Systems-v0.2.pdf
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Operations/Monitoring

e “Data-flow: or 'death by a thousand
acronyms!” from WLCG central
operations presentation:

(@)

Focus is on integrating heterogeneous
resources, while keeping the grid operating

e Dashboard as a code described within
Unified Experiment Monitoring

presentation

(@)

Jsonnet and grafana extension grafonnet

Data—ﬂOVV: or 'death by a thousand acronyms!'

Injection
Data Transport Storage
&8 AéTivema
I8 G B | © influxdb

| w logstash

-Q-Prometheus

g) — OO

%
=)

§€£fk>° <Y OpenSearch

Spofl'(? hadmmp

Y VigToRIA

Access

'\

15 Grafana

<Y OpenSearch

gAlenManager

Dashboards-as-code!

and grafana extension

« configuration file to store

* data sources used by plots
« frequently used queries
* Style sheets for dashboards

* Functions, variables, and OOP concepts
* Output is json

Bind CLI-provided
arguments to variables that!
can be used in dashboard

to the rescue!
* Configuration language and extension of json

CERNIT

CMS Monitoring

e e Amport

modules that
define style of
time series
and pie chart
panels


https://indico.cern.ch/event/1338689/contributions/6010925/attachments/2953041/5191544/CHEP24_CMS_monit-upload.pdf
https://indico.cern.ch/event/1338689/contributions/6010925/attachments/2953041/5191544/CHEP24_CMS_monit-upload.pdf
https://indico.cern.ch/event/1338689/contributions/6010991/attachments/2952841/5191600/CHEP.pdf
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CVMES: Pushing performance on

4: Distributed computing

highly parallel, many-core clients

Typical CPU Specs of current HPC nodes

Maximum Core Count per Node
out of 34 ATLAS sites

e AMD EPYC 7h12: 64 cores, 128 threads
e AMD EPYC 7763: 64 cores, 128 threads
e AMD EPYC 7742: 64 cores, 128 threads
e AMD EPYC 7452: 32 cores, 64 threads
o ARM A64FX: 48 cores, 48 threads

o Intel Xeon-SC 8628: 24 cores, 48 threads

e Intel Xeon Platinum 8480: 56 cores,
112 threads

e Intel Xeon 9480: 56 cores, 112 threads
e Intel Xeon 8460Y: 40 cores, 80 threads

DownloadManager: Old implementation

DownloadManager

CURL Pool
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— culd cache
— cald cacha

DownloadManager: New implementation

_ DownloadManager

Different ROOT versions - 1 thread

0/
Parallel Decomp can be same speed Parallel Decomp 30 - 40% faster

CURL Pool

Enqueve

HTTP requests

., ==

while (downloading) {

P sendChoice()
data

decompressAndWite()

ele = DataTube.Pop()
switchfele) (
stop: downloading = false
endofata
Verifyl)

asynchronous

HTTP requests

Forelein
finishvVerity

New data
chunk

Last data

polifcur. |V
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)

Different ROOT versions - 256 threads


https://indi.to/d9fSt

Track 8: Collaboration, Reinterpretation, O

Automazione del supporto utents

First test

HEP-Help -

Latestactivity ~ | | Label + | Fi

Categories Discussions

Can a Large Language Model (LLM) be a first responder, either to
answer questions or to send people to a forum where their question N iy

Announcements

can be answered or has already been answered? = G ) Howtosidtwoarays

Does this still work? #10

PyHEP 2019: | tried to JLab Future Trends 2022: Analysis Ecosystem |l 2022

get everybody to use | acknowledged that it's and PyHEP.dev 2023: _ - o
StackOverflow, with tags not going well. Brainstorming sessions, : 36geral
to carve out our space never landed on a solution.

within it.

~ jpivarski Maintainer

Quick check: does this website do anything at all? | want to see a response.

Addressing the disadvantages: user communication

- The problem is that we have too many ways to answer questions from users.

GitHub issues and discussions: best so far, but distributed per-package
Gitter: low-barrier chat, but also per-package 1 comment
Mattermost: CERN credentials are a barrier, but most LHC experiments are here
Slack: required invitation is a barrier; mostly developers, anyway

vyvyvyYVvYyy

Stack(‘)ver.fl.ow good for cross—packég.e discussions, bu.t too dlfﬁ{se in jpivarski 2 wee 3 Maintainer | ( Author
non-scientific world (when non-physicists answer questions, they're usually wrong)

» Scientific-Python.org Discourse and Discord: options under consideration
Apparently, it answers the question, but fails to post the response (

We would benefit by converging on one and sending users to that single forum. X
Since this isn't doing any good, I'm going to turn off the OpenAl token
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