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Codice interessi

● ✨ AI
● ☁ Distributed systems
● 🚜 Farming
● 🏢 Infrastruttura
● 🛜 Rete
● 🔒 Security
● 󰳕 Sviluppo software
● 💾 Storage
● 󰳗 Supporto utenti





Plenary Session

Hardware technology trends in HEP computing
Speaker: Andrea Sciabà

● Technology tracking at CERN and in HEPiX
● WLCG evolution and technology

○ WLCG needs a good understanding of technology evolution for its medium-long term planning
○ A five years gap to prepare for HL-LHC - difficult to make sensible predictions on this timescale

🚜 💾 
🛜

https://indico.cern.ch/event/1338689/contributions/6080127/


CPU cost extrapolation at CERN
● CPU price decrease rate relatively stable over time
● AMD becoming again competitive gave a boost
● Stagnant recently

○ Is Intel going to be competitive again?
○ When (if) will Arm start having an impact? Or 

RISC-V?
○ When (if) will GPUs will make CPUs less relevant?

Disk cost extrapolation at CERN
● Stable price decrease but also flattening out 

recently
● What about SSDs?

○ Not expected to completely replace HDDs, but 
usage will certainly increase and impact the 
overall cost of storage

🚜 💾 🛜



Challenges in resource requirements

● From the experiment plots, with a flat budget, a 15%/year price reduction is required 
even in the most optimistic case (for CPU and disk)

● Stressing the importance of technology awareness
○ i.e., how to get the most value out of the existing technology

🚜 💾 
🛜



Power consumption

🚜 💾 
🛜



Many server hardware components are rising in price due to 
the AI boom

🚜 💾 
🛜



🚜 💾 
🛜



GPUs and accelerators
● GPU usage in HEP quickly gaining momentum, but so far mostly on dedicated facilities (HPCs, HLT 

farms, analysis facilities, …) or for R&D
● Currently, almost an Nvidia monopoly, but AMD is gaining ground
● Performance evolution is not going in a direction we like

○ FP32/FP64 performance will not increase much, or at all 🚜 💾 
🛜



🚜 💾 
🛜



Network

● Network bandwidth correspondingly increasing on LAN and WAN
○ To cope with increase in cores and storage/server
○ For LHC, driven by HL-LHC data rates: LHC network traffic exponentially increasing, will need 

Tb/s links on major routes by 2029
■ Aggregate network traffic from ATLAS + CMS will be O(10 Tb/s)

🚜 💾 
🛜



Track1: Data and Metadata Organization, Management and Access

● Conveners
○ Lucia Morganti, INFN-CNAF
○ Tigran Mkrtchyan, DESY
○ Sam Skipsey, University of Glasgow, UK
○ Ruslan Mashinistov, BNL

● 41 talks, 1 plenary, 15 posters

Track 1: Data and Metadata Organization, Management and Access



Data challenge (s)

Track 1: Data and Metadata Organization, Management and Access



Track 1: Data and Metadata Organization, Management and Access

● Scitags ready for production (and partially adopted during DC24)
● Data Movement Manager for SENSE-Rucio:

○ Current model of push-now-worry-later for data transfers will not be feasible in the near future
○ What if we could have controlled data-flows for the largest datasets which dominate network 

usage?
○ SDN (Software Defined Networking) decouples the control plane (how data is routed) from the 

data plane (how data moves), allowing dynamic, programmable networks.
○ SENSE is a SDN-based service enabling automated and dynamic provisioning of network 

paths

󰳕 🛜

https://indico.cern.ch/event/1338689/contributions/6010796/attachments/2950830/5187005/Scitags%20CHEP2024.pdf
https://indico.cern.ch/event/1338689/contributions/6010883/attachments/2952078/5189610/CHEP24_DMM.pdf


Networking

Packet and flow marking with SciTags (StoRM WebDAV has opt-in support)

IPv6-only grid

SDN for LHC experiment and NOTED

INFN Roma 1 developed a FPGA-based NIC

🛜

https://indico.cern.ch/event/1338689/contributions/6010796/
https://indico.cern.ch/event/1338689/contributions/6010876/
https://indico.cern.ch/event/1338689/contributions/6011559/
https://indico.cern.ch/event/1338689/contributions/6011589/
https://indico.cern.ch/event/1338689/contributions/6011603/
https://indico.cern.ch/event/1338689/contributions/6011643/


● ALICE implemented EOS O2 (Run4 prototype), the 
largest single storage system at CERN

● RAL tried (and failed) to achieve 100 Gb/s data 
transfers with XrootD

○ Connected storage (CephFS) likely to be the 
bottleneck (also a talk on slow ops with 
CephFS from GridPP)

● RAL presented a new XrootD load balancer (+ DNS 
round robin limitations)

Track 1: Data and Metadata Organization, Management and Access

🛜 💾

https://indico.cern.ch/event/1338689/contributions/6010773/attachments/2951221/5189029/ALICE%20O2%20CHEP%202024%20(5).pdf
https://indico.cern.ch/event/1338689/contributions/6010880/attachments/2951315/5188367/Walder_XRootD_CHEP2024.pdf
https://indico.cern.ch/event/1338689/contributions/6010864/attachments/2951040/5192888/LancsCephSlowOps-CHEP24-1.1-final.pdf
https://indico.cern.ch/event/1338689/contributions/6010875/attachments/2951078/5188221/XRootD%20Load%20balancing%20-%20CHEP.pdf


● Plenary talk di Katy, brand new
● Talk Track 1 di A. Forti (ATLAS)
● Talk Track 1 di Wissing (CMS)

Track 1: Data and Metadata Organization, Management and Access

Intermediate mini data challenges focused on 
sites, technologies

󰳕 🛜 💾

https://indico.cern.ch/event/1338689/contributions/6081539/attachments/2952935/5192626/CHEP24_plenary.pdf
https://indico.cern.ch/event/1338689/contributions/6010810/attachments/2951384/5188066/20241019_CHEP24_DC24-6.pdf
https://indico.cern.ch/event/1338689/contributions/6010766/attachments/2951294/5188190/CHEP24_035_CMSDC24.pdf


Track 1: Data and Metadata Organization, Management and Access

💾



Track 1: Data and Metadata Organization, Management and Access

💾

Also a plenary talk: The ATLAS Google project
Running a cloud site (europe-west1 in Belgium) 
in production from July 2022 to September 2023

https://indico.cern.ch/event/1338689/contributions/6011009/attachments/2952815/5191067/20241023%20TCO%20CHEP%20plenary.pdf


Track 1: Data and Metadata Organization, Management and Access

💾



Tape archival

Track 1: Data and Metadata Organization, Management and Access



● CTA: new scheduler (and tape storage numbers for CERN)
● Interesting talk on the challenges of repack
● GridKA migrated from SP to HPSS
● Archive metadata (CERN)

Track 1: Data and Metadata Organization, Management and Access

💾

https://indico.cern.ch/event/1338689/contributions/6010797/attachments/2952052/5189917/CHEP2024-Evolution-of-the-CTA-scheduling-system-final.pdf
https://indico.cern.ch/event/1338689/contributions/6010798/attachments/2950944/5189735/Challenges%20of%20repack%20in%20the%20era%20of%20the%20high-capacity%20tape%20cartridge%20(6).pdf
https://indico.cern.ch/event/1338689/contributions/6010900/attachments/2951566/5189050/CHEP-2024-GridKaNewTapeSystem.pdf
https://indico.cern.ch/event/1338689/contributions/6010828/attachments/2952309/5190346/2024-10-22_CHEP_TAPE_ARCHIVE_METADATA.pdf


Track 1: Data and Metadata Organization, Management and Access

󰳕 💾



Track 1: Data and Metadata Organization, Management and Access

󰳕 💾



Software, data movement and management

Track 1: Data and Metadata Organization, Management and Access



● dCache, StoRM (Luca), Rucio
● Several problems for XrootD shoveler: too early for roll-on over many sites 
● Proxyless WLCG world, Mihai
● In general, wide scale adoption of Rucio, FTS, tokens: Dune, SKA, ET, LSST, Belle II

Track 1: Data and Metadata Organization, Management and Access

󰳕 💾Retry: once every 2h, for 2 weeks

https://indico.cern.ch/event/1338689/contributions/6010764/attachments/2952149/5189737/dcache-update.pdf
https://indico.cern.ch/event/1338689/contributions/6010876/attachments/2952133/5189709/Evolving_StoRM_WebDAV_CHEP_2024.pdf
https://indico.cern.ch/event/1338689/contributions/6010825/attachments/2952171/5190072/Hugo-CHEP-2024-FINAL.pdf
https://indico.cern.ch/event/1338689/contributions/6010852/attachments/2952307/5190023/Shoveler%20CHEP%202024.pdf
https://indico.cern.ch/event/1338689/contributions/6010768/attachments/2951726/5188844/CHEP_2024_FTS3_Tokens.pdf
https://indico.cern.ch/event/1338689/contributions/6010882/attachments/2952907/5192710/lavezzi_CHEP2024.pdf


Track 1: Data and Metadata Organization, Management and Access

󰳕 ☁



More from Track 1
● “>70% of researchers have failed to reproduce another 

scientist’s experiment, >50% have failed to reproduce their 
own” (https://www.nature.com/articles/533452a, quoted in 
a talk about AMI ATLAS Metadata Interface)

● With respect to data formats, several talks about RNTuple 
for ATLAS and CMS, and a plenary talk 

● Cache and ML, J. Flix

● Ceph@CERN: backup, cross-region consistent storage

● Multi-tiered storage systems: data placement according to 
data temperature

● Estimate of carbon cost of storage. Following up, plenary: 
Carbon compromises: minimising the Carbon-Cost and 
Power-Use of Grid sites

○ WLCG Environmental Sustainability Workshop

Track 1: Data and Metadata Organization, Management and Access

https://dataviz.boavizta.org/serversimpact

 💾

https://www.nature.com/articles/533452a
https://indico.cern.ch/event/1338689/contributions/6010885/attachments/2946845/5178781/AMI_Metadata_CHEP_2024.pdf
https://indico.cern.ch/event/1338689/contributions/6010806/attachments/2952944/5191362/RNTuple%20in%20Athena%20CHEP%202024.pdf
https://indico.cern.ch/event/1338689/contributions/6010824/attachments/2954013/5193499/ATL-COM-SOFT-2024-089.pdf
https://indico.cern.ch/event/1338689/contributions/6010800/attachments/2950937/5187193/RNTuple%20CMS%20Perspective.pdf
https://indico.cern.ch/event/1338689/contributions/6077632/attachments/2952799/5192990/RNTuple%20Plenary%202024%20v2.pdf
https://indico.cern.ch/event/1338689/contributions/6010877/attachments/2954030/5193543/xCache_ML_CHEP2024_JFlix.pdf
https://indico.cern.ch/event/1338689/contributions/6010769/attachments/2950865/5190720/ceph-in-the-multidatacenter-era.pdf
https://indico.cern.ch/event/1338689/contributions/6010834/attachments/2952862/5191193/Data%20Placement%20Optimization%20for%20ATLAS%20in%20a%20Multi-Tiered%20Storage%20System%20within%20a%20Data%20Center.pdf
https://indico.cern.ch/event/1338689/contributions/6010834/attachments/2952862/5191193/Data%20Placement%20Optimization%20for%20ATLAS%20in%20a%20Multi-Tiered%20Storage%20System%20within%20a%20Data%20Center.pdf
https://indico.cern.ch/event/1338689/contributions/6010862/attachments/2953752/5193074/GridPP-Storage-CHEP24-v6.pptx
https://indico.cern.ch/event/1338689/contributions/6011579/attachments/2953751/5193324/241024-CHEP-Britton-final.pptx
https://indico.cern.ch/event/1338689/contributions/6011579/attachments/2953751/5193324/241024-CHEP-Britton-final.pptx
https://indico.cern.ch/event/1450885/
https://dataviz.boavizta.org/serversimpact


New programming languages for HEP

Much interest about using Julia in HEP:

● Easier than C++, more performant than Python
● Many wrapper to library used in experiments, e.g. Fast JET and 

AwkwardArray

Gaudi has integrated Rust in the C++ codebase

Improved multithreading in Python 3.13 (wrt GIL), UpROOT leverages this to 
improve performance

Energy efficiency between languages (but also ATLAS, UKRI, ARM and RISC-V)

󰳕 ☁

https://indico.cern.ch/event/1338689/contributions/6010686/
https://indico.cern.ch/event/1338689/contributions/6009999/
https://indico.cern.ch/event/1338689/contributions/6010686/
https://indico.cern.ch/event/1338689/contributions/6010422/
https://indico.cern.ch/event/1338689/contributions/6015924/
https://indico.cern.ch/event/1338689/contributions/6010656/
https://indico.cern.ch/event/1338689/contributions/6011602/
https://indico.cern.ch/event/1338689/contributions/6011572/
https://indico.cern.ch/event/1338689/contributions/6011562/
https://indico.cern.ch/event/1338689/contributions/6011565/


Next RUN

Transition to tokens of Fermilab and Tier-1 (Carmelo) and obviously IAM (Enrico)

100 GB/s with XRootD and load balancing

Rucio

Condor usage is ATLAS and Belle II

https://indico.cern.ch/event/1338689/contributions/6011022/
https://indico.cern.ch/event/1338689/contributions/6010980/
https://indico.cern.ch/event/1338689/contributions/6011006/
https://indico.cern.ch/event/1338689/contributions/6010880/
https://indico.cern.ch/event/1338689/contributions/6010875/
https://indico.cern.ch/event/1338689/contributions/6010825/
https://indico.cern.ch/event/1338689/contributions/6011580/


Miscellanea

dCache using K8s for CI/CD, virtual directories and other updates

XRootD integration tests with K8s

ROOT JS library to show graphs and transition to RNTuple

Spack for container building (also at Fermilab and Key4hep) and image 
snapshotters

Quantum computing: Tuesday plenary and track reconstruction (Laura Cappelli)

VEGA integration with Tier-1 and INFN Cloud (Claudio Grandi)

Norwegian/Swedish grid

󰳕 ☁ 💾

https://indico.cern.ch/event/1338689/contributions/6010662/
https://indico.cern.ch/event/1338689/contributions/6010890/
https://indico.cern.ch/event/1338689/contributions/6010764/
https://indico.cern.ch/event/1338689/contributions/6010681/
https://indico.cern.ch/event/1338689/contributions/6010699/
https://indico.cern.ch/event/1338689/contributions/6016196/
https://indico.cern.ch/event/1338689/contributions/6011573/
https://indico.cern.ch/event/1338689/contributions/6010682/
https://indico.cern.ch/event/1338689/contributions/6010679/
https://indico.cern.ch/event/1338689/contributions/6011588/
https://indico.cern.ch/event/1338689/contributions/6011588/
https://indico.cern.ch/event/1338689/sessions/536082/#20241022
https://indico.cern.ch/event/1338689/contributions/6009975/
https://indico.cern.ch/event/1338689/contributions/6011614/
https://indico.cern.ch/event/1338689/contributions/6011769/
https://indico.cern.ch/event/1338689/contributions/6011687/


Track 7: Computing Infrastructure

Conveners:

● Henryk Giemza (National Centre for Nuclear Research – PL)
● Flavio Pisani (CERN) 
● Christoph Wissing (Deutsches Elektronen-Synchrotron – DE)
● Bruno Heinrich Hoeft (KIT - Karlsruhe Institute of Technology – DE)

Track 7: Computing Infrastructure

Opportunistic resources, orchestration of virtual machines and containers; cloud; HPC and exascale; networking; 
computing centre infrastructure; energy efficiency; cost of computing; management and monitoring; quantum 
networks.



A Lightweight Analysis & Grid Facility for the DARWIN Experiment 

Speaker - Robin Hofsaess (KIT - Karlsruhe Institute of Technology (DE))
Primary author Sebastian Brommer (KIT - Karlsruhe Institute of Technology (DE))

This discuss about the architecture of 
the facility, its provided services, first 
experiences of the DARWIN 
collaboration, and how it can serve as 
a sustainable blueprint for other 
collaborations.

Presentation materials:

Track 7: Computing Infrastructure

󰳗 🏢 🚜

https://indi.to/bsMhX
https://indico.cern.ch/event/1338689/contributions/6011561/author/8797618
https://indico.cern.ch/event/1338689/contributions/6011561/


Presentation materials:
The BaBar Long Term Data Preservation and Computing Infrastructure
Speaker & Primary author  Dr Marcus Ebert (University of Victoria) 

The computing system was put in 
production in 2022 and this talk 
described its infrastructure, based on 
cloud compute in Victoria, Canada, 
data storage at GridKa, Germany, 
streaming data access, as well as the 
possibility to analyze any data from 
anywhere.

Analysis Environment - Overview
● user accounts/management
● batch system
● shared file system
● data transfer machine
● XRootD system
● redundancy needs to be built in

Track 7: Computing Infrastructure

💾 🏢

https://indi.to/qXczt
https://babar.tselai.com/_/downloads/en/latest/pdf/
https://indico.cern.ch/event/1338689/contributions/6011567/author/8797639


The Big Data Processing Infrastructure for monitoring and analysing the 
ATLAS experiment processing activities at INFN-CNAF Tier-1
Speaker - Aksieniia Shtimmerman (INFN-CNAF)  Co author Giacomo Levrini (Universita e INFN, Bologna (IT))

Within this framework, the first data 
pipeline was established for the 
ATLAS experiment, using input from 
the ATLAS Distributed Computing 
system PanDa. This is involve 
examining the performance metrics of 
the machines and identifying the log 
errors that lead to job failures.

Presentation materials:

Track 7: Computing Infrastructure

✨ 🏢 
🚜

https://atlas.cern/
https://www.cnaf.infn.it/
https://indi.to/JG62k


Monitoring large-scale dCache installations with storage events using Kafka 
streams

Speaker - Christian Voss 
Primary author Mr Tigran Mkrtchyan (DESY) , Marina Sahakyan, Christian Voss

In this talk, present aggregation and analyses 
pipelines an on demand Apache Spark cluster 
on top the National Analysis Facility at DESY  
and workflows and how they are enabling 
DESY IT to scale out dCache storages for 
heterogeneous user groups and use cases.

Presentation materials:

Track 7: Computing Infrastructure

💾 🏢 
🚜

https://www.dcache.org/
https://kafka.apache.org/documentation/streams/
https://kafka.apache.org/documentation/streams/
https://indico.cern.ch/event/1338689/contributions/6011635/author/8797893
https://indico.cern.ch/event/1338689/contributions/6011635/author/8797889
https://indico.cern.ch/event/1338689/contributions/6011635/author/8797887
https://indico.cern.ch/event/1338689/contributions/6011635/author/8797893
https://indi.to/N9Xwc


A Successful Data Centre Refurbishment Project

Speaker & Primary author Daniel Peter Traynor 

In this talk, present how Queen 
Mary University of London (QMUL) 
has recently finished refurbishing 
its data centre  computing cluster 
supporting the WLCG project.

Presentation materials:

Track 7: Computing Infrastructure

🛜 🏢 🚜

https://indico.cern.ch/event/1338689/contributions/6011685/author/8797988
https://indi.to/R345M


A Successful Data Centre Refurbishment Project
Presentation materials:

Track 7: Computing Infrastructure

Final Design
• Chilled water circuit to cool 
computing (17C in 23C out).
• Total cooling capacity 390KW 
provided by three 200KW water
source heat pumps (N+1), take 23C 
water back to 17C. High quality
hot water circuit operates at 65C in 
75C out.
• Hot water (75C) circuit feeds into 
either the district heating system
via a 500KW heat exchanger or two 
300KW dry air coolers. Note
dry air coolers operate at 75C! Can 
be used all year round

🛜 🏢 🚜

https://indi.to/R345M


A Successful Data Centre 
Refurbishment Project

Presentation materials:

Track 7: Computing Infrastructure

Increase Capacity
● Increase number of usable racks from 15 to 38.
● Increase power supply to DC 150KW to 390KW.
● Bonus - flexible rack power up to 20KW.
● Bonus - Use deep racks (1200mm vs 1070) 

flexible equipment
● limits.

Improve Efficiency
Move from air conditioning (CRAC-refrigerant) to air 
handler units (CRAH-water).
Use hot aisle containment (expected to be more 
efficient than no containment / cold aisle 
containment).
Temperature deltas chosen to me most energy 
efficient: cold aisle
26C, Hot aisle 45C*; In water 17C, out water 23C

🛜 🏢 
🚜

https://indi.to/R345M


An implementation of cloud-based grid CE and SE for ATLAS and Belle II

Speaker & Primary author: Dr Jonathan Mark Woithe (University of Adelaide (AU))
 

Presentation materials:

Track 7: Computing Infrastructure

In this talk describe an implementation of this approach which has 
been deployed for
Australia's ATLAS and Belle II grid sites.

The sites are built entirely with VM orchestrated by an OpenStack  
instance. The Storage Element utilises an xrootd-s3 gateway with 
back-end storage provided through an S3-compatible object store 
from a commercial provider. The provisioning arrangements required 
the deployment of some site-specific helper modules to ensure all SE 
interfacing requirements could be met. OpenStack hosts the xrootd 
redirector and proxy servers in separate VMs.

The Compute Element comprises VM within the Openstack instance. 
Jobs are submitted and managed by HTCondor . A Cloud Scheduler  
instance is used to coordinate the number of active OpenStack VMs 
and ensure that VMs run only when there are jobs to run.  🏢 🚜

https://indico.cern.ch/event/1338689/contributions/6011580/author/8797683
https://indico.cern.ch/event/1338689/contributions/6011580/attachments/2948579/5182361/talk.pdf


An implementation of cloud-based grid CE and SE for ATLAS and Belle II

Speaker & Primary author: Dr Jonathan Mark Woithe (University of Adelaide (AU))
 

A VM in MRC OpenStack hosts 
HTCondor and HTCondor-CE 
instances
• Host is running AlmaLinux9
• Token authentication is supported
▶ Jobs submitted to HTcondor-CE on 
the HTCondor host
▶ After authorisation, jobs passed onto 
HTCondor by HTCondor-CE on same 
host
▶ CSv2 processes proceed as for Belle
• Executed on xrootd proxy servers
• Uses bash shell script to interface 
with xrootd

Presentation materials:

Track 7: Computing Infrastructure

 🏢 🚜 root:// transfers: xrdcp streams content from source, s3cmd sends content into S3 object

https://indico.cern.ch/event/1338689/contributions/6011580/author/8797683
https://indico.cern.ch/event/1338689/contributions/6011580/attachments/2948579/5182361/talk.pdf


Provisioning of Grid computing resources in the Norwegian Research and 
Education Cloud
Speaker & Primary author: Matthias Richter (University of Bergen (NO)) 
 

Presentation materials:

Track 7: Computing Infrastructure

💾  🏢 
🚜

https://indico.cern.ch/event/1338689/contributions/6011687/author/8797995
https://indico.cern.ch/event/1338689/contributions/6011687/attachments/2952500/5190979/mrichter_CHEP2024-nrec-grid-provisioning.pdf


Provisioning of Grid computing resources in the Norwegian Research and 
Education Cloud
 

Presentation materials:
Track 7: Computing Infrastructure

 💾 🏢 
🚜

dCache Disk
● The Nordic Tier 1 is operating a distributed dCache 

cluster
● Only dCache disk storage in Bergen is integrated into 

NREC
● ATLAS storage is outside NREC, more network traffic in 

and out NREC
● installed storage servers are managed as CEPH cluster
● NREC provides CEPH storage as block storage volumes
● Dedicated disk pool nodes for integration to dCache 

mount the CEPH volumes

dCache Tape storage
- Integrated into NREC in BGO region for the ALICE tape storage
- Dedicated 10Gb/s link, write at 800GB/s with two parallel drives
4 drives allow simultaneous mount
4 PB, upgraded by additional 6 PB by end of 2024
Specific hypervisor servers to host dCache pool instances with 10 
TB SSD cache
2 write pools, one active, one failover
hot spare slot for new instance
Management is interplay of site admin, dCache admin and IBM 
SpectrumProtect
operator

https://indico.cern.ch/event/1338689/contributions/6011687/attachments/2952500/5190979/mrichter_CHEP2024-nrec-grid-provisioning.pdf


Track 7: Computing Infrastructure

 🏢 🚜

This Talk
HPC resources integration at CMS: brief intro
CMS Grant at VEGA EuroHPC in Slovenia
- Motivation
- Strategy
- Results
Summary and Lessons

The INFN has recently developed a national cloud 
platform to enhance access to distributed 
computing and storage resources for scientific 
researchers. A critical aspect of this initiative is the 
INFN Cloud Dashboard.
The platform is based on INDIGO-PaaS 
middleware, which integrates a TOSCA-based 
orchestration system.

https://indico.cern.ch/event/1338689/contributions/6011614/attachments/2951990/5189405/Exploiting%20GPU%20Resources%20at%20VEGA%20for%20CMS%20Software%20Validation%20(4).pdf
https://indico.cern.ch/event/1338689/contributions/6011769/attachments/2951443/5189892/Grandi-CHEP24.pdf


https://docs.nersc.gov/services/sfapi/

Integrating the Perlmutter HPC system in the ALICE Grid

Track 7: Computing Infrastructure

☁ 🚜

 🚜

https://indi.to/GCzxQ


Latest developments of the PUNCH4NFDI compute and storage infrastructures

Track 7: Computing Infrastructure

☁ 🚜

 🚜

https://indi.to/GkyQg


Moving a data center keeping availability at the top

Speaker - D.Lattanzio 
Authors - A.Pascolini, A.Chierici, D.Michelotto, D.Cesini, G.Sergi

● Describing how we were able to move all the resources without 
interrupting the service provided to users

● Redundancy in first place
● What we moved
● How we moved it
● Lesson learned

Presentation materials:

Track 7: Computing Infrastructure

🏢 🚜

https://indico.cern.ch/event/1338689/contributions/6011718/


Prévessin Data Centre Powers Up

Speaker - Max Dupuis (CERN)
Authors -  Joel Murray Davies (CERN), Max Dupuis (CERN)

● CERN's state-of-the-art Prévessin Data Centre (PDC) is now operational, complementing CERN's Meyrin 
Data Centre Tier-0 facility to provide additional and sustainable computing power to meet the needs of 
High-Luminosity LHC in 2029 

● In 2019, it was decided to tender the design and construction of a new, modern, energy-efficient (PUE of ≤ 
1.15) Data Centre with a total of 12 MW IT capacity spread across six IT rooms

Presentation materials:

Track 7: Computing Infrastructure

🏢

https://indico.cern.ch/event/1338689/contributions/6011587/
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Using the ATLAS experiment software on heterogeneous resources

Speaker & Primary author -  Johannes Elmsheuser (Brookhaven National Laboratory (US))

● With the large dataset expected from 2029 onwards by the HL-LHC at CERN, the ATLAS experiment is 
reaching the limits of the current data processing model in terms of traditional CPU resources based on 
x86_64 architectures and an extensive program for software upgrades towards the HL-LHC has been set up.

● The ARM CPU architecture is becoming a competitive and energy efficient alternative. Accelerators like GPUs 
are available in any recent HPC

● In the past years ATLAS has successfully ported its full data processing and simulation software framework 
Athena to ARM and has invested significant effort in porting parts of the reconstruction and simulation 
algorithms to GPUs.

Presentation materials:

Track 7: Computing Infrastructure

🚜

https://indico.cern.ch/event/1338689/contributions/6011581/
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Heterogeneous Computing and Power Efficiency in HEP

Speaker - Emanuele Simili, 
Authors -  Albert Gyorgy Borbely, David Britton, Gordon Stewart, Samuel Cadellin Skipsey

● In 2021 started investigating alternative architectures for Grid computing, starting with ARM chips

Methodology:
● As benchmark, we rely on the HEP-Score & the HEP-Benchmarking Suite:

○ HEP-Suite: https://gitlab.cern.ch/hep-benchmarks/hep-benchmark-suite
○ HEP-Score: https://gitlab.cern.ch/hep-benchmarks/hep-score 

● While the benchmark executes, a script collects and exports CPU, RAM, Frequency and Power usage (via 
IPMI tools) into a CSV file. Performed a few tests to validate IPMI power readings against a metered PDU 

Presentation materials:

Track 7: Computing Infrastructure

🚜

https://gitlab.cern.ch/hep-benchmarks/hep-benchmark-suite
https://gitlab.cern.ch/hep-benchmarks/hep-score
https://indico.cern.ch/event/1338689/contributions/6011562/


Heterogeneous Computing and Power Efficiency in HEP

Speaker - Emanuele Simili, 
Authors -  Albert Gyorgy Borbely, David Britton, Gordon Stewart, Samuel Cadellin Skipsey

● In 2021 started investigating alternative architectures for Grid computing, starting with ARM chips

Methodology:
● As benchmark, we rely on the HEP-Score & the HEP-Benchmarking Suite:

○ HEP-Suite: https://gitlab.cern.ch/hep-benchmarks/hep-benchmark-suite
○ HEP-Score: https://gitlab.cern.ch/hep-benchmarks/hep-score 

● While the benchmark executes, a script collects and exports CPU, RAM, Frequency and Power usage (via 
IPMI tools) into a CSV file. Performed a few tests to validate IPMI power readings against a metered PDU 

Presentation materials:

Track 7: Computing Infrastructure

🚜
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Heterogeneous Computing and Power Efficiency in HEP

● Since HEP-Score cannot yet run on every hardware (e.g., RISC-V, GPU), we may need other benchmarks 
to assess the performance of new architectures. We have tried a few other standard HEP benchmarks: 
ROOT bench, Geant4 with CMS geometry, and DB12 (single core and whole node). 

Presentation materials:

Track 7: Computing Infrastructure

🚜

https://github.com/root-project/rootbench
https://gitlab.cern.ch/geant4/geant4
https://github.com/cms-externals/parfullcms
https://github.com/DIRACGrid/DB12
https://indico.cern.ch/event/1338689/contributions/6011562/
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Taking on RISC for Energy-Efficient Computing in HEP

Speaker - Emanuele Simili
Authors - Shahzad Muzaffar, Tommaso Boccali, Albert Gyorgy Borbely, David Britton, Gordon Stewart, Samuel 
Cadellin Skipsey

● In this work, we have taken a first look at the RISC-V architecture for HEP workloads
● We introduce the Pioneer Milk-V, a 64-core RISC-V machine running Fedora Linux, as our new testbed, 

available at ScotGrid Glasgow (UK) and INFN Bologna (Italy)
● HEP & WLCG software: ROOT, Geant4, CVMFS, XRootD
● Selected benchmarks: ROOT bench, DB12, Geant4 (2x) 

Presentation materials:

Track 7: Computing Infrastructure

 🚜
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Heterogeneous computing at INFN-T1

Speaker - D.Lattanzio
Authors - A.Pascolini, A.Chierici, D.Michelotto, G.Sergi

● ARM resources
● RISC-V resources 

○ An interesting architecture for the future
● LHC experiments point of view
● Power consumption

Presentation materials:

Track 7: Computing Infrastructure

🚜

https://indico.cern.ch/event/1338689/contributions/6011898/


Track 9: Analysis facilities and interactive computing

Track 9: Analysis facilities and interactive computing

● Conveners:
○ Enric Tejedor Saavedra (CERN)
○ Marta Czurylo (Heidelberg University)
○ Nick Smith (Fermilab)
○ Nicole Skidmore (University of Bristol)

● 18 talks, 4 posters



Track 9: Analysis facilities and interactive computing

Analysis Facilities: the perspective from Data Centers

● CERN Analysis Facility Pilot
○ instance currently under study for scale out of interactive analyses
○ [contribution link][summary slide]

● CERN Virtual Research Environment
○ PoC of a middleware interface allowing users to access services and computing resources
○ [contribution link][summary slide]

● Interdisciplinary Analysis Facility at DESY
○ computing system driven by generic concepts and interdisciplinary applications (beyond HEP) 
○ [contribution link][summary slide]

● The HEPS scientific computing system
○ Chinese perspective of data centers and analysis facilities, aiming at multidisciplinary applications
○ [contribution link][summary slide]

https://indico.cern.ch/event/1338689/contributions/6010680
https://indico.cern.ch/event/1338689/contributions/6010696
https://indico.cern.ch/event/1338689/contributions/6010713
https://indico.cern.ch/event/1338689/contributions/6010712


Track 9: Analysis facilities and interactive computing

source: https://indico.cern.ch/event/1338689/contributions/6010680 

A Pilot Analysis Facility at CERN, Architecture, Implementation and First Evaluation

Testers by experiment

🚜 ☁

https://indico.cern.ch/event/1338689/contributions/6010680


Track 9: Analysis facilities and interactive computing

source: https://indico.cern.ch/event/1338689/contributions/6010696 

Data discovery, analysis and reproducibility in Virtual Research Environments

🚜 ☁

https://indico.cern.ch/event/1338689/contributions/6010696


Track 9: Analysis facilities and interactive computing

sources: https://indico.cern.ch/event/1338689/contributions/6010713, https://indico.cern.ch/event/1338689/contributions/6010687 

Evolution and Broadening of the National Analysis Facility at DESY

Lessons for the NAF
● Avoiding being technology/implementation driven
● Aiming for generic concept driven approach wrt. user needs

NAF is a whitelabel Analysis Facility
● Users today from a broad spectrum of communities end experiences

○ User support crucial
■ Any technology can only be auxiliary

○ Evolved beyond HEP
■ Interdisciplinarity central

🚜 💾

https://indico.cern.ch/event/1338689/contributions/6010713
https://indico.cern.ch/event/1338689/contributions/6010687


Track 9: Analysis facilities and interactive computing

source: https://indico.cern.ch/event/1338689/contributions/6010712 

The HEPS scientific computing system realizes centralized management and unified scheduling of heterogeneous 
computing resources, and provides diversified computing service solutions according to different usage patterns.

HEPS scientific computing system design for interactive data analysis scenarios

🚜

https://indico.cern.ch/event/1338689/contributions/6010712


Track 9: Analysis facilities and interactive computing

Analysis Facilities: the perspective from Experiments

● Benchmarks for ATLAS and CMS use-cases within the ICSC context
○ interactive analyses via Jupyter notebooks using ICSC resources for HEP experiment use-cases
○ [contribution link][summary slide]

● Spanish perspective for CMS and ATLAS on Analysis Facilities
○ CIEMAT AF architecture for CMS and Tier-1 & Tier-2 facilities for ATLAS 
○ [CMS contribution link][summary slide]   [ATLAS contribution link][summary slide]

● Analysis Facilities federation for US ATLAS
○ prototype under development to federate BNL, SLAC, and UChicago facilities
○ [contribution link][summary slide]

● Analysis Grand Challenge with Snakemake and REANA
○ evolution REANA to face AGC in combination with Snakemake as workflow manager
○ [contribution link][summary slide]

● Stressing ATLAS and CMS Analysis Facilities with the 200 Gbps challenge
○ ATLAS and CMS experiences facing the 200 Gbps challenge for Analysis Facilities
○ [CMS contribution link][summary slide]   [ATLAS contribution link][summary slide]

https://indico.cern.ch/event/1338689/contributions/6010647
https://indico.cern.ch/event/1338689/contributions/6011544
https://indico.cern.ch/event/1338689/contributions/6010707
https://indico.cern.ch/event/1338689/contributions/6010704
https://indico.cern.ch/event/1338689/contributions/6010709
https://indico.cern.ch/event/1338689/contributions/6010702
https://indico.cern.ch/event/1338689/contributions/6010711


Track 9: Analysis facilities and interactive computing

source: https://indico.cern.ch/event/1338689/contributions/6010647 

Leveraging distributed resources through high throughput 
analysis platforms for enhancing HEP data analyses

Benchmarks for interactive analyses

ATLAS use-case

CMS use-case

🚜 ☁

https://indico.cern.ch/event/1338689/contributions/6010647


Track 9: Analysis facilities and interactive computing

source: https://indico.cern.ch/event/1338689/contributions/6011544 

CPU usage by local analysis jobs

JupyterHub utilization

GPU and JupyterHub

Operational experience from the Spanish CMS Analysis Facility at CIEMAT

🚜

https://indico.cern.ch/event/1338689/contributions/6011544


Track 9: Analysis facilities and interactive computing

source: https://indico.cern.ch/event/1338689/contributions/6010707 

Growing interest in incorporating 
HPC resources into computing 
budgets available for 
experiments

Computing activities at the Spanish TIER-1 & TIER-2s for the ATLAS Experiment 
in the LHC Run-3 period and towards High Luminosity

🚜 󰳕

https://indico.cern.ch/event/1338689/contributions/6010707


Track 9: Analysis facilities and interactive computing

source: https://indico.cern.ch/event/1338689/contributions/6010704 

Building Scalable Analysis Infrastructure for ATLAS

US ATLAS is working on a federated analysis platform prototype 
that unifies resources from multiple facilities

● Identity
○ Leveraging existing, experiment-specific identity for authentication and 

authorization

● Network sites
○ Utilizing modern network overlay technologies to provide seamless 

connectivity between

● Data
○ Broad deployment of data caching infrastructure

● Compute
○ Embracing notebook-centric technologies and Pythonic frameworks, 

leveraging advances in Identity, Network and Data

● Policy
○ Developing policy framework(s) that provide an easy on-ramp for 

experiment end-users to use resources at all AFs

🚜

https://indico.cern.ch/event/1338689/contributions/6010704
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source: https://indico.cern.ch/event/1338689/contributions/6010709 

Benchmarking massively-parallel Analysis Grand Challenge 
workflows using Snakemake and REANA

Final results Conclusions

🚜 ☁

https://indico.cern.ch/event/1338689/contributions/6010709


Track 9: Analysis facilities and interactive computing

source: https://indico.cern.ch/event/1338689/contributions/6010702 

Operating the 200Gbps IRIS-HEP Demonstrator for ATLAS

Results – Success!

🚜 🛜

https://indico.cern.ch/event/1338689/contributions/6010702
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source: https://indico.cern.ch/event/1338689/contributions/6010711 

Tuning the CMS Coffea-casa facility for 200 Gbps Challenge

🚜 🛜

https://indico.cern.ch/event/1338689/contributions/6010711


Track 9: Analysis facilities and interactive computing

Analysis Facilities approach for ML and GPU access

● Analysis Facility-like approach to provision GPU for ML/AI developments in INFN Cloud
○ platform providing interactive mode for developments and offloading (prototype) to scale up
○ [contribution link][summary slide]

● GPUs provisioning via interactive HTCondor jobs
○ interactive access and/or SSH connection to GPU resources via HTCondor at University of Glasgow
○ [contribution link][summary slide]

● MLFlow-powered pipeline for Machine Learning training
○ packing the entire lifecycle of a ML application for remote submission via SLURM
○ [contribution link][summary slide]

https://indico.cern.ch/event/1338689/contributions/6010715
https://indico.cern.ch/event/1338689/contributions/6010708
https://indico.cern.ch/event/1338689/contributions/6010710


Track 9: Analysis facilities and interactive computing

source: https://indico.cern.ch/event/1338689/contributions/6010715 

Supporting the development of Machine Learning for fundamental 
science in a federated Cloud with the AI_INFN platform

✨ 🚜 ☁

https://indico.cern.ch/event/1338689/contributions/6010715


Track 9: Analysis facilities and interactive computing

source: https://indico.cern.ch/event/1338689/contributions/6010708 

On-Grid GPU development via interactive HTCondor jobs and Analysis Facility style workflows

🚜 ☁

https://indico.cern.ch/event/1338689/contributions/6010708
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source: https://indico.cern.ch/event/1338689/contributions/6010710 

Machine Learning Training Facility at Vanderbilt University

✨ 🚜 ☁

https://indico.cern.ch/event/1338689/contributions/6010710


More from Track 9

● “Distributed Analysis in Production with RDataFrame” (link)
○ ongoing developments to perform distributed computations with RDF

● “Web-based graphics in ROOT” (link)
○ JavaScript ROOT for seamless integration and enhanced functionality across various platforms

● “Reshaping Analysis for Fast Turnaround” (link)
○ columnar data and task graphs offer a promising new paradigm for analysis software optimization

● “Optimizing Resource Provisioning Across Diverse Computing Facilities with Virtual Kubelet 
Integration” (link)

○ k8s orchestration system to federate scattered resources and optimize workflow via Bayesian model

Track 9: Analysis facilities and interactive computing

https://indico.cern.ch/event/1338689/contributions/6010692
https://indico.cern.ch/event/1338689/contributions/6010699
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List of presentations of Track 4 related to tokens

● WLCG transition from X.509 to Tokens: Progress and Outlook
● Evolving INDIGO IAM towards the next challenges (Enrico)
● Early recommendations from the Token Trust and Traceability Working → Security
● Fermilab’s Transition to Token Authentication
● CMS Token Transition
● Supporting medium/small-sized experiments in the transition from X.509 to JWTs (Carmelo)
● Addressing tokens dynamic generation, propagation, storage and renewal to secure the 

GlideinWMS pilot based jobs and system.

Others from Track 4 related to Monitoring and Security:

● Advanced monitoring capabilities of the CMS Experiment for LHC Run3 and beyond → 
Monitoring

● Unified Experiment Monitoring → Monitoring
● Designing Operational Security Systems → Security

Track 4: Distributed computing

󰳕 🔒 ☁ 󰳗

https://indico.cern.ch/event/1338689/contributions/6010716/attachments/2952151/5189745/AuthZChep24.pdf
https://indico.cern.ch/event/1338689/contributions/6011006/attachments/2952142/5189969/INDIGO%20IAM%20status%20and%20evolution%20plans%20-%20Enrico%20Vianello.pdf
https://indico.cern.ch/event/1338689/contributions/6010998/attachments/2949815/5184836/TTTCHEP24-1.0-final.pdf
https://indico.cern.ch/event/1338689/contributions/6011022/attachments/2950087/5185443/CHEP24_Talk_FermiTokens.pdf
https://indico.cern.ch/event/1338689/contributions/6011018/attachments/2952023/5189488/CMS%20Token%20Transition.pdf
https://indico.cern.ch/event/1338689/contributions/6010980/attachments/2952411/5190271/x509-to-jwt.pdf
https://indico.cern.ch/event/1338689/contributions/6010970/attachments/2951267/5191347/chep24-mambelli-tokens-final.pdf
https://indico.cern.ch/event/1338689/contributions/6010970/attachments/2951267/5191347/chep24-mambelli-tokens-final.pdf
https://indico.cern.ch/event/1338689/contributions/6010925/attachments/2953041/5191544/CHEP24_CMS_monit-upload.pdf
https://indico.cern.ch/event/1338689/contributions/6010991/attachments/2952841/5191600/CHEP.pdf
https://indico.cern.ch/event/1338689/contributions/6011015/attachments/2951838/5190567/2024-CHEP-Operational-Security-Systems-v0.2.pdf


Tokens

● Tokens are now a reality! The infrastructure is almost token ready
○ time to focus on the operational models!

● DC24, a major milestone: millions of transfers with tokens!
○ Lessons learned: Token implementations of middleware need to improve 

● WLCG updates:
○ Version 2.0 of the WLCG Token Profile is under preparation
○ WLCG is engaging with the Grand Unified Token Profile Working Group
○ Migration of WLCG IAM instances from OpenShift to Kubernetes

■ old services will be reused for stress tests → good for IAM developers
○ Token Management Enhancements: stop storing access tokens in the DB to improve the 

performance. They expect a IAM release before end of 2024. 

Track 4: Distributed computing

󰳕 🔒 ☁



Tokens - Experiments & FTS
● CMS has made strides in token usage:

○ Every CE but 3 use tokens for pilot submissions, analysis to follow
○ CMS is using tokens in production (via Rucio) since early September (in over 30 sites)
○ 1 token per dataset, IAM can handle just fine
○ By the end of 2025 all services should be able to handle both x509 and tokens!

● ATLAS uses tokens in production since late August
○ no tokens during weekends, typical token rates are 1-2 Hz, spikes of 5 Hz, lifetimes currently are 2 weeks, to be reduced 

with more experience
● Use of tokens → focus is on FTS workflows: a new model was proposed for testing purposes

○ scopes per individual file and long-ish lifetimes, no exchanges or refreshing, token expires → transfers will fail → ball back 
to Rucio/DIRAC

○ the process used in DC24 still remains required by communities within and outside of WLCG
● Fermilabs uses a Vault instance to manage tokens since one year (with CILogon OIDC Provider)

○ Vault hides the token complexity from users
○ Vault is paid but there is a very promising open source version (OpenBao)
○ Vault is used to store high-value long-lived refresh tokens → configured with package htvault-config → the combination is 

called HTVault
■ Adds modified OIDC plugin, oauth secrets plugin, and ssh-agent authentication plugin 

○ CMS will do the same, possibly via a CERN instance

Track 4: Distributed computing

󰳕 🔒 ☁
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Tokens - Security

● TTT WG slides → The balance between operability, 
security and performance needs to be found:

○ Audience, lifetime, scopes are the three orthogonal 
parameters that one needs to tweak to meet the operational 
needs without compromising too much security

○ The Token Trust and Traceability WG Aims to form best practices, 
for users, devs, service providers + issuers

■ per workflow → after a process of Risk Analysis
■ “token-aware” incident response procedures

● Designing Operational Security Systems
○ Security operations centre (SOC) fits with an overall cybersecurity 

plan such as the Trusted CI Framework → Be proactive to prevent 
cybersecurity incidents: monitor, detect, respond

○ The pDNSSOC package was suggested as a lightweight way for 
smaller sites to get the benefits of a SOC → focused on 
correlating DNS logs with Threat Intelligence

Track 4: Distributed computing

󰳕 🔒 ☁

https://indico.cern.ch/event/1338689/contributions/6010998/attachments/2949815/5184836/TTTCHEP24-1.0-final.pdf
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Operations/Monitoring

● “Data-flow: or 'death by a thousand 
acronyms!'” from WLCG central 
operations presentation:

○ Focus is on integrating heterogeneous 
resources, while keeping the grid operating

● Dashboard as a code described within 
Unified Experiment Monitoring 
presentation

○ Jsonnet and grafana extension grafonnet

Track 4: Distributed computing

☁ 🚜

https://indico.cern.ch/event/1338689/contributions/6010925/attachments/2953041/5191544/CHEP24_CMS_monit-upload.pdf
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CVMFS: Pushing performance on highly parallel, many-core clients

●

Track 4: Distributed computing

☁ 🚜

https://indi.to/d9fSt


Automazione del supporto utenti 

HEP-Help

Track 8: Collaboration, Reinterpretation, Outreach and Education

✨󰳗 

https://indi.to/MyGwC

