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My research activity

High-energy Astrophysics Quest for New Physics 
Dark Matter searches

1. Phenomenology of Black Holes <—> indirect Dark Matter Searches  
2. Galactic Cosmic-ray phenomenology <—>WIMP searches
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Cosmic-ray propagation in the Galaxy

and variable time step). The main new features for galactic propagation are demonstrated
in Section 5 in a few example applications.

The first large project of this kind, GALPROP2, is a widely used code in the commu-
nity [33–35]. GALPROP is designed to make predictions of direct CR measurements
as well as gamma rays and synchrotron radiation self-consistently. It includes
realistic models for nuclear spallation processes [36–40] and energy losses, but
basic assumptions for the CR transport3. Semi-analytical solutions of the prop-
agation equation are implemented in the USINE code developed since 2010 [41].
Taking advantage of much faster computation methods than numerical models,
the semianalytical approach allowed for a faster scan of the transport parameter
space by using statistical tools [42–44].

Recently, the PICARD numerical code have been developed [45, 46]. PICARD is fully 3D
in concept and implements modern numerical techniques for the numerical solver, handling
high resolutions with reasonable computer resources.

DRAGON2 is part of a complete suite of numerical tools designed to cover most of the
relevant processes involving Galactic CRs and their secondary products over a very wide
energy range. With the help of these tools – in particular the HeSky4 package – it is possible
to compute spectra and sky-maps of radiation emitted by CRs interactions in a huge energy
range, from the synchrotron radio waves up to the PeV neutrinos. On the low-energy side,
the solar modulation can be treated either with auxiliary analytical routines implementing
the force-field approximation [47, 48], or with the HelioProp numerical code featuring a
detailed model of CR charge-dependent interaction with the Heliosphere, including di↵usion,
advection and energy losses due to the solar wind [49].

This paper does not contain a description of spallation processes and of o↵-diagonal
anisotropic di↵usion, which will be covered in forthcoming publications and in the evolving
DRAGON manual (see www.dragonproject.org).

2 Transport of CRs in the Galaxy

DRAGON2 features all relevant processes for CR transport from Galactic acceleration sites
to Earth: in particular, spatial and momentum di↵usion, energy losses, advection, nuclear
spallations and decays.

The combination of all these processes can be described by the following equation [50,
51]:
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where Ni(~r, p) is the density per total momentum p of the CR species i, Dpp(~r, p) is
the momentum di↵usion coe�cient, Q(~r, p) describes the distribution and the energy spectra
of sources, ~vw(~r) is the Galactic wind velocity responsible for CR advection, ṗ(~r, p) accounts
for the momentum losses. The timescale for radioactive decay at rest is given by

2See http://galprop.stanford.edu and http://sourceforge.net/projects/galprop.
3For a detailed comparison between the two codes we refer to the DRAGON2 wiki-page: XXX
4A technical documentation will be released during 2017.
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• Evoli, DG, et al. JCAP 2008  (DRAGON 1) 
• DG, Evoli, et al., PRL 2013    (DRAGON3D) 
• Evoli, DG, et al., JCAP 2016  (DRAGON 2) 
• Evoli, DG, et al., 2017 (DRAGON 2 xsec)
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Cosmic-ray propagation in the GalaxyThe multi-messenger Milky Way

High-energy emissions in the Milky Way 3/31• Synchrotron emission 
(leptonic CRs)

• HI 21 cm line
• Thermal emission from 

stars

• Pion decay (hadronic CRs)
• Inverse Compton 

scattering, Bremsstrahlung 
(leptonic CRs)
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Orthodoxy

Local Charged Cosmic Particles: The Orthodoxy

• The bulk of the CR energy is released by SN explosions in the Galactic disk

• CRs are accelerated via diffusive shock acceleration at work at SNR shocks

• CRs diffuse within an extended, turbulent and magnetized halo in a isotropic and 
homogeneous way 
—> A diffuse, homogeneous CR sea is present through the Galaxy

The three pillars [Gabici et al., 1903.11584]
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Good news: we fit most data

De	La	Torre	et	al	JCAP	03	(2021)	099
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FIG. 7: Same as Fig. 2 but for the DRC scenario (adding two more parameters, vA and dVc/dz).

ergy (! 50 MeV/n) B/C spectrum measured by Voyager-1 is
difficult to be modelled in various models. Further tuning of
the modelling and/or better understanding about the measure-
ments may be necessary. The Voyager-1 data will be included
in future studies.

D. Reacceleration models and antiprotons

The reacceleration models would generally under-estimate
the low energy antiproton fluxes. Several kinds of scenarios
were proposed to explain this. In Ref. [84] it was proposed
that a local and fresh source, probably associated with the Lo-
cal Bubble, might produce additional low energy primaries
and hence decrease the measured secondary-to-primary nu-
clei ratio. The annihilation of several tens of GeV dark matter
particles may also be responsible for the low energy excess of
antiprotons [85–87]. Alternatively, an empirical adjustement
of the velocity-dependence of the diffusion coefficient with a

βη term, i.e., the DR2 model in this work, was suggested to
be able to explain the B/C and antiproton data [18]. In this
treatment a larger δ value and a weaker reacceleration effect is
required, which enables more production of low energy sec-
ondary particles (both Boron and antiprotons). As shown in
Fig. 12, the DR2 model does improve the fitting. However,
the physical motivation for such a term is not well justified.
Finally, the uncertainties of the production cross section of
antiprotons make this problem still inconclusive [88–90].

VI. CONCLUSION

In this work we adopt the precise measurements of the B/C
ratio and the time-dependent proton fluxes by AMS-02 and
PAMELA to constrain the injection and propagation parame-
ters of Galactic CRs. We employ a self-consistent treatment
of the solar modulation by means of a linear correlation of the
modulation potentials with solar activities. We have carried

11

FIG. 8: 2σ bands of the B/C ratios for different PD propagation models. The observational data are from: ACE [58] and AMS-02 [50].

out a comprehensive study of a series of CR propagation mod-
els, including the PD, DR, DC, DRC, and two variants of the
DR and DC models. The predictions of secondary positrons
and antiprotons based on the fitting parameters are calculated
and compared with the data.

We summarize the comparison of various models with dif-
ferent data sets in Table III. It is shown that no model can
match all these data simultaneously, which suggests that the
actual case for the origin, propagation, and interaction of CRs
is more complicated than our current understanding. For the

Yuan, Lin, Fang, Bi, 
1701.06149
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However, we have anomalies!

New information: The proton flux cannot be described by a single power law = CRγ  
Precision measurement of the proton flux 
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M. Aguilar et al., Phys. Rev. Lett. 114, 171103 (2015) 

300	million	protons	

28 

– 67 –

Fig. 17.— Spectra extracted from the inner Galaxy region for model SSZ4R20T150C5 using Pass

7 clean photons. The dip between 10 and 20 GeV is greatly reduced compared to Figure 15. See

Figure 12 for legend.
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Anomalies with respect to what?

• Basic theories used as guidelines for standard parametrizations 
• Set of “conventional models” —> anomalies “w.r.t. conventional model predictions”

tially for high A/Z nuclei (Ellison et al., 1981). Electrons are also accelerated
together with protons and heavier nuclei, while positrons (and antiprotons)
present in CRs have long been considered to be of purely secondary origin,
namely deriving from the nuclear collisions of CR hadrons with the ISM they
encounter during their journey from the sources to Earth.

Many subtle aspects of CR transport have been discussed for many years
and have led the community to the adoption of propagation codes such as
GALPROP (Strong & Moskalenko, 1998), DRAGON (Evoli et al., 2008),
PICARD (Kissmann, 2014) and Usine (Maurin et al., 2001). This section is
not aimed at summarizing all the details of propagation that such codes can
describe, mainly thanks to a detailed description of the gas distribution in
the Galaxy and the collection of accurate data on the relevant cross sections.
Instead we aim at providing a description of the main physical results that
can be derived from simpler descriptions of CR transport.

The simplest implementation of CR transport that still retains the main
physical aspects is one in which the e↵ective transport only takes place in the
z direction perpendicular to the Galactic disc. The formalism can be easily
generalized to 3D. The transport equation for CR nuclei (both primaries and
secondaries) can be written as:
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where we defined:

w(z) = (u+ v̄A)⇥(z)� (u+ v̄A) [1�⇥(z)] , (2)

with ⇥(z) the Heaviside function. Here u is the velocity of a possible Galactic
outflow (if none is present u = 0). The mean Alfvén speed v̄A is the e↵ective
Alfvén speed averaged upon the direction of motion of the waves: if there
is an equal number of waves moving in both directions then v̄A = 0. This
is the situation in which one should expect the highest degree of second
order Fermi acceleration. On the other hand, if waves only move away from
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The Master equation
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Transport Sources/sinks

New information: The proton flux cannot be described by a single power law = CRγ  
Precision measurement of the proton flux 
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M. Aguilar et al., Phys. Rev. Lett. 114, 171103 (2015) 

300	million	protons	
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• 1 source class, universal featureless source 
spectrum (but sometimes breaks are 
introduced)

• Isotropic, homogeneous diffusion (is it 
compatible with QLT?). Power-law in R
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How my research started…

Figure 6: In this figure we compare the electron plus positron spectrum from multiple pulsars plus the
Galactic (GCRE) component with experimental data (dotted line). We consider the contribution of all
nearby pulsars in the ATNF catalogue with d < 3 kpc with age 5 × 104 < T < 107 yr by randomly
varying Ecut, ηe± ∆t and Γ in the range of parameters given in the text. Each gray line represents the
sum of all pulsars for a particular combination of those parameters. The blue dot-dashed (pulsars only)
and blue solid lines (pulsars + GCRE component) correspond to a representative choice among that set
of possible realizations. The purple dot-dashed line represents the contribution of Monogem pulsar in
that particular case. Note that for graphical reasons here Fermi-LAT statistical and systematic errors
are added in quadrature. Solar modulation is accounted as done in previous figures.

• Astrophysical sources (including pulsars and supernova remnants) can account for
the observed spectral features, as well as for the positron ratio measurements
(sec. 3.1): no additional exotic source is thus required to fit the data, although
the normalization of the fluxes from such astrophysical objects remains a matter
of discussion, as emphasized above.

• Generically, dark matter annihilation produces antiprotons and protons in addi-
tion to e±. If the bulk of the observed excess high-energy e± originates from dark
matter annihilation, the antiproton-to-proton ratio measured by PAMELA (Adri-
ani et al. 2009 [55]) sets very stringent constraints on the dominant dark matter
annihilation modes, as first pointed out by Donato et al. 2009 [18] (see also Cirelli
et al. 2009 [19]). In particular, for ordinary particle dark matter models, such as
neutralino dark matter (Jungman 1996 [51]) or the lightest Kaluza-Klein particle of
Universal Extra-Dimensions (Hooper & Profumo 2007 [52]), the antiproton bound
rules out most of the parameter space where one could explain the anomalous
high-energy CRE data.

• Assuming particle dark matter is weakly interacting, and that it was produced

15

Figure 7: The positron fraction corresponding to the same models used to draw Fig. 6 is compared with
several experimental data sets. The line styles are coherent with those in that figure. Solar modulation
is are accounted as done in

in the early Universe via an ordinary freeze-out process involving the same an-
nihilation processes that dark matter would undergo in today’s cold universe, the
annihilation rate in the Galaxy would be roughly two orders of magnitude too small
to explain the anomalous e± with dark matter annihilation; while this mismatch
makes the dark matter origin somewhat less appealing, relaxing one or more of the
assumptions on dark matter production and/or on the pair annihilation processes
in the early Universe versus today can explain the larger needed annihilation rate;
similarly, a highly clumpy Galactic dark matter density profile, or the presence of
a nearby concentrated clump, can also provide sufficient enhancements to the rate
of dark matter annihilation

Notwithstanding the above caveats, the focus of the present study is to assess the impact
of the new Fermi-LAT data on a dark matter interpretation of the excess high-energy
e±.

We assume for the dark matter density profile ρDM an analytic and spherically-
symmetric interpolation to the results of the high-resolution Via Lactea II N-body sim-
ulation (Diemand et al. 2008 [53]), namely:

ρDM(r) = ρ⊙

(

r

R⊙

)−1.24 (R⊙ +Rs

r +Rs

)1.76

, (3)

where ρ⊙ = 0.37 GeV · cm−3 is the local density, R⊙ = 8.5 kpc is the distance between
the Sun and the Galactic center and Rs = 28.1 kpc is a scale parameter. For simplicity,

16

Figure 11: Predictions for the CRE spectrum from two specific dark matter models, compared to current
measurements. The same large-scale Galactic CRE components (dotted line) as in Fig.s 4 and 6 (model
0 in Tab. 1) is used here. Note that the theoretical model curves showed in this plot do not account for
the smearing due the finite experimental energy resolution.

explained). The required boost factor is very large, of the order of 104. In this scenario,
however, the H.E.S.S. data provide rather stringent constraints [10].

We also point out that such large values of the pair-annihilation rate are generically
in contrast with the synthesis of light elements in the early Universe. In particular, the
orange curve in the middle panel of Fig. 10 shows the estimate of (Jedamzik 2004 [64]) for
the constraint from the over-production of the isotope 6Li from dark matter annihilation
during Big Bang Nucleosynthesis. In addition, annihilation in gauge bosons produces
an anomalous background of energetic neutrinos, which exceeds the current constraints
(Yuksel et al. 2007 [65]) in almost all the parameter space compatible with e± data. In
this respect, the gauge boson annihilation mode appears to be disfavored with respect
to the previous two scenarios outlined above. Other constraints on the dark matter pair
annihilation rate from BBN include e.g. limits from measurements of the He3/D ratio.
Ref. [66] recently showed that for the W+W− annihilation final state, the He3/D ratio
gives even more stringent constraints than those from 6Li we quote here and show in
Fig. 10. The results of [66] also indicate that for the e+e− state and for lepto-philic
models bounds from BBN on the dark matter annihilation rate are weaker than those
from the Fermi-LAT data (grey shaded regions in our figures).

For illustrative purposes, we select two reference choices for the mass and pair an-
nihilation rate for a model annihilating into e+e− (fig. 8) and for a “lepto-philic” case
(fig. 9). We quote in Tab. 2 the parameter values for the models we employ. We show the
resulting e± spectra, summed with the conventional background we adopt in the present

21

D.	Grasso	et	al.	2009	[0905.0636]
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The positron fraction now100 101 102 103 104
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Figure 3: Fit to the positron flux for two classes of injection scenarios, where intrinsic features are
added. (a) Burst-like injection with cuto↵, (b) constant-luminosity injection with cuto↵, (c) burst-like
injection with broken power-law, (d) constant-luminosity injection with a broken power-law.

burst-like injection we consider the age and distance of the Monogem pulsar, while for the
constant-luminosity we use the age and distance of Geminga. This is in accordance to what
is shown and discussed in Appendix C, where all the high-energy nearby (within 1.3 kpc)
sources are plotted in both injection scenarios, and the dominant contribution is assessed in
both cases.

The resulting plots are shown in Figure 3, where the source terms entering each fit
function are shown inside each canvas, and the Maximum-a-Posteriori (MAP) parameters of
the fits — (i.e. the maximum values of the posterior distribution functions obtained as an
output in the fitting procedure)— are listed in Tables 2 and 3.

We notice that each of the four combinations is compatible with the positron data.
Nonetheless, comparing the numerical values on the tables, relevant physical aspects have to
be noticed:

• Even though we set a prior for the injection indices to be hard, data seem to favorite
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Figure 1: Comparison between the AMS-02 e+ flux data [1] (black points) and the flux from
secondary production (grey dashed line) and pulsars (blue dashed line) for four realizations
of the different models that we tested with �2

red
< 1. The contributions from each source,

reported with different colors depending on their distance from the Earth, are shown.

tends to trap e+ longer around the pulsar bubble, potentially preventing older sources from
contributing to the 10�40 GeV range. However, the goodness of the fits is somehow dimmed
by the necessity of some up-scaling of the secondary flux (AS =1.5 on average) and a severe
downgrading of the overall pulsar contribution (AP =0.2 on average).

In Figure 1, we display the e+ flux for four illustrative realizations with �2

red
< 1,

across different setups. The plots include contributions from each catalogued pulsar, the
secondary emission, and their sum alongside the AMS-02 data. Overall, the contributions
from pulsars become significant above 10 � 20 GeV, dominate in the 40 � 1000 GeV range,
and show variegated features at unconstrained energies above 1 TeV, depending on the specific
realization. The most intense contributions come from sources located within 1 kpc. However,
statistical variations can occasionally promote more distant sources to produce a large e+ flux,
as shown in the upper left panel of Fig. 1.

– 10 –

[2410.10951]
[1907.03696v2]

• How many sources contribute? 
• How does transport near pulsars work? 
• Is DM still viable? 
• Can future data inform us? 
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Harder CR spectrum in the inner Galaxy?

DG, A. Urbano, M. Valli, P. Ullio, PRD 2015

FERMI galactic interstellar emission model (GEIM)– 47 –
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Fig. 8.— Radial distributions across the Galaxy of (a) the �-ray emissivity per H atom measured at

2 GeV; (b) the proton flux integrated above 10 GV, with the prediction from the GALPROP model
SY Z6R30T 150C2 (solid curve, Ackermann et al. 2012d); (c) the proton spectral index, P2, with

statistical error bars and the prediction for proton rigidities above 1 TV from the same GALPROP

model (solid line) and from Gaggero et al. (2015) (dashed line). In all plots, the horizontal bars

span the radial widths of the gas annuli used for the measurements. The two data points with

smallest Galactocentric radii have large systematic uncertainties (see text). Panel (d) shows the

proton flux integrated above 10 GV, normalized to its value at the Sun Galactocentric radius, with

the star formation rate traced by supernova remnants, H ii regions, and pulsars (Stahler & Palla

2005).

Gaggero et al. (2015)
single-zone model

single-zone model

flat gradient

SNR tracers {

FERMI Collaboration, arXiv:1602.07246
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In table II we list the �2 for our optimized model,
showing a remarkable improvement with respect to the
FB model.

FIG. 6. The same as in fig. 1 but considering the window
|l| < 10�, |b| < 5�.

FIG. 7. The same as in fig. 1 but considering the strip
|l| < 180�, 10� < |b| < 20�. The azure band represents the
contribution of the Fermi bubbles according to ref. [37].

There are in principle alternative scenarios leading to

FIG. 8. Longitudinal profile at fixed energy E� = 10 GeV.
We average in latitude over the interval |b| < 5�.

tilted �-ray fluxes, see e.g. [1, 38–40]. However:

• Following ref. [41], we find that a population of un-
resolved pulsars, consistent with the observed coun-
terpart, gives an extra contribution to the total �-
ray flux more than one order of magnitude smaller
than needed.

• Running a dedicated MC code where the analyti-
cal solution of the di↵usion equation with the cor-
rect boundary is implemented, as described in [42],
we simulate Supernova explosions with a reason-
able rate ' 3/century distributed according to the
source term presented in [36].

We fit each realization with a power-law. We find
that fluctuations in the proton spectrum due to the
stocasticity of the sources never exceed – even in
the inner Galactic region – the few percent level.

• We test the possibility of an enhanced IC emission;
we find that a rescaling of the ISRF by one order
of magnitude, together with a factor of 10 decrease
in the XCO, may solve the discrepancy.

However, we discard this hypothesis since in this
case the bulk of the �-ray flux would have leptonic
origin, in contrast with the obserbed correlation
with the gas distribution as shown in fig. 8.

While the paper was undergoing the review process,
the 4-year Point Source Catalog (3FGL) was released by
the Fermi-LAT collaboration. We checked that our re-
sults are not a↵ected by this update, given the subdom-

A CR hardening in the inner 
Galaxy inferred by gamma-
ray data interpreted as a 
progressively harder scaling 
of the diffusion coefficient
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Harder CR spectrum in the inner Galaxy?

5

In table II we list the �2 for our optimized model,
showing a remarkable improvement with respect to the
FB model.

FIG. 6. The same as in fig. 1 but considering the window
|l| < 10�, |b| < 5�.

FIG. 7. The same as in fig. 1 but considering the strip
|l| < 180�, 10� < |b| < 20�. The azure band represents the
contribution of the Fermi bubbles according to ref. [37].

There are in principle alternative scenarios leading to

FIG. 8. Longitudinal profile at fixed energy E� = 10 GeV.
We average in latitude over the interval |b| < 5�.

tilted �-ray fluxes, see e.g. [1, 38–40]. However:

• Following ref. [41], we find that a population of un-
resolved pulsars, consistent with the observed coun-
terpart, gives an extra contribution to the total �-
ray flux more than one order of magnitude smaller
than needed.

• Running a dedicated MC code where the analyti-
cal solution of the di↵usion equation with the cor-
rect boundary is implemented, as described in [42],
we simulate Supernova explosions with a reason-
able rate ' 3/century distributed according to the
source term presented in [36].

We fit each realization with a power-law. We find
that fluctuations in the proton spectrum due to the
stocasticity of the sources never exceed – even in
the inner Galactic region – the few percent level.

• We test the possibility of an enhanced IC emission;
we find that a rescaling of the ISRF by one order
of magnitude, together with a factor of 10 decrease
in the XCO, may solve the discrepancy.

However, we discard this hypothesis since in this
case the bulk of the �-ray flux would have leptonic
origin, in contrast with the obserbed correlation
with the gas distribution as shown in fig. 8.

While the paper was undergoing the review process,
the 4-year Point Source Catalog (3FGL) was released by
the Fermi-LAT collaboration. We checked that our re-
sults are not a↵ected by this update, given the subdom-

A CR hardening in the inner 
Galaxy inferred by gamma-
ray data interpreted as a 
progressively harder scaling 
of the diffusion coefficient

Lipari et al 2020 (12 
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Neutrino connections

DG, D. Grasso, A. Marinelli, A. Urbano, 
M. Valli, ApjL, 2016

4

Figure 2. Solid and dashed red (blue) lines: expected neu-
trino spectra (all flavors, both neutrinos and antineutrinos) in the
inner Galactic plane region computed for the conventional KRA
(the novel KRAγ) models for two different cutoff values. We also
show the maximal flux, estimated considering three years of Ice-
Cube HESE events as described in (Spurio 2014), the constraint
from the ANTARES experiment (Fusco & ANTARES 2015) (1500
days of experiment livetime between 2007 and 2013) as well as
the deduced sensitivity of the future Mediterranean observatory
KM3NeT (Piattelli & KM3NeT 2015) with four years (∼ 1500
days) of livetime.

sults – we find that the flux corresponding to the KRA
model may require long times of observation even by the
KM3NeT observatory (Adrián-Mart́ınez et al. 2013), our
prediction for the KRAγ model is instead well above the
sensitivity reachable by that experiment in four years and
it is almost within the ANTARES observation capabili-
ties.
Interestingly, our result is in good agreement with the

maximal flux inferred from the fraction of IceCube HESE
events compatible with that region (see Fig. 3). We no-
tice that in that region the expected EG contribution, as
constrained from the muon neutrino flux in the northern
hemisphere (see below) gives a subdominant contribution
with respect to that computed with the KRAγ model.
Therefore the possible detection of a signal in that sky
window would be a smoking gun for the presence of such
Galactic emission.
IceCube should also have the potential to detect that

emission on a larger region. In this context, we also
note that an independent analysis (Neronov & Semikoz
2015a) already found a significant hint of an excess in
the 4-year HESE sample (Aartsen et al. 2015d) along the
Galactic plane.
We now turn our attention to the recently published

IceCube results, both concerning the full-sky and the
northern and southern hemispheres separately.
In Fig. 3 we represent the full-sky total neutrino spec-

trum (all flavors, including antiparticles) computed for
the KRAγ and KRA models, with global CR hardening,
and compare it to the IceCube results.
Our prediction for the conventional setup (KRA

model) is in good agreement with (Ahlers et al. 2015):

Figure 3. Full-sky neutrino spectrum (all flavors, both neutri-
nos and antineutrinos) predicted by the KRAγ and KRA mod-
els (with global CR hardening), adopting two different choices for
the CR high-energy cutoff. We also plot the combination of the
Galactic (KRAγ) and a benchmark EG spectrum. The EG flux
is consistent with that inferred from the IceCube collaboration in
the northern hemisphere (Aartsen et al. 2015b). The models are
compared with the 68% confidence region for the IceCube astro-
physical neutrino flux obtained with a maximum-likelihood (yellow
region) (Aartsen et al. 2015a) and the three years HESE (green
points) (Aartsen et al. 2014).

In that work, the benchmark Galactic model accounts
for 8% of the flux measured by IceCube above 60 TeV,
for a CR spectrum similar to the one used here above 50
PeV.
On the other hand, the KRAγ predicts a ∼ 2 times

larger full-sky flux above 10 TeV: the model prediction
is therefore only ≃ 4 times smaller than the best fit of
the astrophysical flux measured by IceCube on the whole
sky.
We remark that another analysis (Neronov & Semikoz

2015b), based on an extrapolation of Fermi-LAT data,
points toward a non-negligible Galactic contribution to
the full-sky neutrino flux due to a hard diffuse CR spec-
trum. In that scenario the (softer) locally observed CR
spectrum may get a major contribution from one or more
local sources: this interpretation still has to be validated
against Fermi-LAT data, while our model is based on
those measurements.
Setting a threshold energy at 60 TeV and convolving

the KRAγ spectrum (with Ecut = 50 PeV) with the Ice-
Cube HESE effective areas (Aartsen et al. 2013a), the
expected number of neutrino events in three years of
IceCube observation represents ∼ 15% of the published
sample (Aartsen et al. 2014). These rates are well above
those expected due to atmospheric muons and atmo-
spheric neutrinos and confirm the spectral comparison
between KRAγ and IceCube data.
Clearly, another component – most likely of extragalac-

tic (EG) origin – needs to be invoked in order to account
for all of the IceCube events.
Here we assume this EG component to be isotropic

“our model also provides a different interpretation of the 
full-sky neutrino spectrum measured by IceCube with 
respect to the standard lore, since it predicts a larger 
contribution of the Galactic neutrinos to the total flux, 
compared to conventional models. These predictions will 
be testable in the near future by neutrino observatories 
such as ANTARES, KM3NeT, and IceCube itself via 
dedicated analyses that are focused on the Galactic 
plane”

Base (“pi0”/“Conventional”) models VS Gamma (“KRAgamma”) models 
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Neutrino connections

- 10 years of data 
- Cascade events were analyzed (lower background, better energy resolution, and lower energy 

threshold of cascade events compensate for their inferior angular resolution) 
- Neutrino emission from GP is detected. Three models tested.
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Neutrino connections + Multi-messenger

P. De La Torre Luque et al. Prospects for detection of a Galactic diffuse neutrino flux

Figure 4. �-ray diffuse spectra from the �-optimized scenario compared to Tibet AS� (Amenomori et al.,
2021), LHAASO (Zhao et al., 2021) (preliminary), Fermi-LAT (Ackermann et al., 2012) (CLEAN events
from PASS8 data with subtraction of flux from known sources and isotropic background)
and ARGO-YBJ (Bartoli et al., 2015) data in the window |b| < 5�, 25� < l < 100�. The KRA� model
(cutoff energy of Ec = 5 PeV) (Gaggero et al., 2015a) is also included. Here, we account for absorption of
�-rays into CMB photons (see Fig. 7 of Ref. Luque et al. (2022)) and do not include the contribution of
unresolved sources, which may be significant at the highest energies.

Figure 5. HEALPIX maps (NSIDE=512) showing the morphology of the hadronic emission for 100 TeV
�-rays for the �-optimized model (Min configuration). The left map shows the hadronic emission generated
by the interactions of CRs with molecular (H2) gas, while the right map shows the hadronic emission
generated by interactions of CRs with atomic (HI) gas. This distribution will be also followed by the ⌫
emission.

Frontiers 14

• Conventional models or models with hardening? 
Gamma ray may help to find the answer. 

• How to deal with high-energy uncertainties? Position 
of the knee? 

• Role of unresolved sources? New ideas needed!!
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Part II: Black Holes and Dark Matter

Black Holes phenomenology:
- Study of Black Hole inspirals 
- Accretion physics

Dark Matter searches
- Can Black holes of primordial 

origin be a part of the Dark 
Matter? 

- Can we learn something on the 
nature of the Dark Matter by 
studying Black Hole physics?Multi-messenger astronomy

- Gravitational Waves 
- Radio waves/ X-rays/ Gamma rays/ 

Neutrinos
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Black Holes as Portals to new Physics

• Intermediate-Mass Black Holes may exist in the Universe.
• Dark-Matter overdensities can form around them 

[Gondolo&Silk 9906391, Zhao&Silk 0501625, Hannuksela+ 1906.11845].

Dark Matter, Black Holes and Gravitational WavesBradley J. Kavanagh (IFCA, Santander)

Dark Matter ‘Mini-spikes’

12

[astro-ph/9906391, astro-ph/0501555, astro-ph/0501625, astro-ph/0509565, 0902.3665, 1305.2619]
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For 1000 Solar mass IMBH, forming 
at z ~ 20, get typical values: 

�sp = 200 M� pc�3

rsp = 0.5 pc
<latexit sha1_base64="XPARJhLEor2hl0H1C2D0SsKFMJg=">AAACQ3icbVDLSgMxFM3UV62vqks3waK40DJ9+FooBTduhAr2gZ06ZNK0Dc1MhiQjlGH+zY0/4M4fcONCEbeCmbaKbT0QOJxzLvfmOD6jUpnms5GYmZ2bX0guppaWV1bX0usbVckDgUkFc8ZF3UGSMOqRiqKKkbovCHIdRmpO7yL2a/dESMq9G9X3SdNFHY+2KUZKS3b61hJdblsuUl3hhtKP4O4ZzJsmtPbhlW3xFlea/vg+ju7Cg0JkWSkxOWRmD8eTdjpjZs0B4DTJjUgGjFC2009Wi+PAJZ7CDEnZyJm+aoZIKIoZiVJWIImPcA91SENTD7lENsNBBxHc0UoLtrnQz1NwoP6dCJErZd91dDI+UU56sfif1whU+6QZUs8PFPHwcFE7YFBxGBcKW1QQrFhfE4QF1bdC3EUCYaVrTw1KOI1x9PvlaVLNZ3OFbPG6mCmdj+pIgi2wDfZADhyDErgEZVABGDyAF/AG3o1H49X4MD6H0YQxmtkEYzC+vgHTjq/R</latexit>
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Black Holes as Portals to new Physics
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• Dephasing of the waveform w.r.t. GR in vacuum
• Physical process: Dynamical Friction

• Kavanagh+ 2002.12811 (PRD) 
• Coogan+ 2108.04154 (PRD) 
• Cole+ 2211.01362 (Nature 

Astronomy)

3

to assemble the distribution of DM by adding successive
spherical shells of DM of increasing radius r, until the
final distribution ⇢DM(r) is constructed around the BH.
We denote the potential energy of each shell of DM of
radius r by dUsh(r). It is given by

dUsh(r) = �
G[m1 + menc(r)]

r
[4⇡r2⇢DM(r) dr] . (2.6)

After some algebra, we can instead write it as

dUsh(r) = �
G[m1 + menc(r)]mDM(r)(3 � �sp) dr

r2
.

(2.7)
Integrating Eq. (2.7) between the inner radius rin and

a given radius r, we arrive at the total potential energy
in the distribution of DM between the radii rin and r.
When �sp 6= 2 or �sp 6= 5/2, the result is

�UDM(r) = �
GmDM(r)(3 � �sp)

r

⇥


m1 � mDM(rin)

2 � �sp
+

mDM(r)

5 � 2�sp

�
� Uin ,

(2.8)

where the constant Uin is given by

Uin = �
GmDM(rin)(3 � �sp)

rin(2 � �sp)


m1 �

mDM(rin)(3 � �sp)

5 � 2�sp

�
.

(2.9)
The total potential energy of the DM spike can be ob-
tained by evaluating Eq. (2.8) at r = rsp.

Note that we are ignoring the e↵ect of the gravitational
potential of the small compact object on the binding en-
ergy. This will generally lead to relative errors of order
q, which will be small for the systems we are considering.

C. Orbital energy and energy dissipation through
GWs and DF

Next, we will summarize how we compute the orbital
energy and the dissipation of orbital energy through grav-
itational waves and dynamical friction. Our formalism is
similar to that presented in Eda et al. [28, 29]. Since
the system we are considering is characterized by a small
mass ratio between the IMBH and the orbiting compact
object (q ⌧ 1), we will adopt the approximation µ ' m2

(the errors in this approximation are of order q). This as-
sumes that the barycenter position is equal to the IMBH
position. Similarly, assuming M = m1 leads to errors of
order q. We discuss the impact of this approximation in
more detail in Sec. VI. We will also work with circular
orbits, and we will ignore the correction to the Keplerian
frequency arising from the distribution of DM (which will
be a percent-level e↵ect for most of the binaries we study
in this paper). In this approximation, the orbital energy
reduces to the familiar expression

Eorb = �
Gm1m2

2r2
. (2.10)

Since the lighter object moves within the DM mini-
spike and experiences gravitational interactions with the
DM particles, it loses energy via dynamical friction (DF)
[37–39]. In addition, the orbital energy changes through
the emission of gravitational waves. The timescale over
which energy is dissipated through these processes is slow
compared to the orbital timescale for most of the evolu-
tion of the system. Thus, we will treat the dissipation as
an adiabatic process slowly moving the compact object
on a given circular orbit to another circular orbit with a
slightly smaller radius (i.e. a quasi-circular inspiral). In
this process, energy balance is satisfied, in the sense that

dEorb

dt
= �

dEGW

dt
�

dEDF

dt
. (2.11)

Gravitational-wave energy losses (for circular orbits in
the quadrupole approximation) are given by

dEGW

dt
=

32G4M(m1m2)2

5(cr2)5
. (2.12)

Dynamical friction losses are given by

dEDF

dt
= 4⇡(Gm2)

2⇢DM(r2) ⇠(v) v
�1 log ⇤ . (2.13)

The term ⇠(v) denotes the fraction of DM particles mov-
ing more slowly than the orbital speed.1

In Eq. (2.13), log ⇤ is the usual notation for the
Coulomb logarithm, defined in general as [47, App. L]:

⇤ =

s
b2
max

+ b2
90

b2
min

+ b2
90

, (2.14)

where bmin and bmax are the minimum and maximum
impact parameters for which the two-body encounters
that contribute to the phenomenon can be considered
e↵ective. Moreover, b90 is the impact parameter which
produces a 90� deflection of the DM particle:

b90 =
Gm2

v2
0

⇡
m2

m1

r2 = q r2 , (2.15)

with v0 the orbital speed of the compact object. We fix
⇤ =

p
m1/m2, as we discuss in more detail in Sec. III.

It will be convenient to write these losses as a function
of r2 for circular orbits by using the relationship that v =p
GM/r2. Using the chain rule and Eqs. (2.10), (2.12),

and (2.13), we can also write an explicit expression for the
time evolution of the small compact object’s separation:

ṙ2 = �
64G3 M m1 m2

5 c5 (r2)3
�

8⇡G1/2 m2 ⇢sp ⇠ log ⇤ r
�sp
sp

p
Mm1 r

�sp�5/2
2

.

(2.16)

1 This term has typically been neglected in previous studies of DM
dephasing [28, 29]. For the isotropic spike profile with �sp = 7/3
around an IMBH of mass 103 M�, we find ⇠(v) ⇡ 0.58, inde-
pendent of radius. We set ⇠ = 1 in the analytic analysis of this
section, though as we will see in Sec. III, it will be necessary to
include it later to obtain an accurate description of the dynamics.

• Stellar-mass black holes that inspiral around IMBHs can trace 
the presence of either accretion disks or Dark Matter 
overdensities (DM “dresses” or “spikes”)

https://arxiv.org/abs/2108.04154
https://arxiv.org/abs/2211.01362
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m2 � m and velocity v0. The change in velocity parallel to the orbit of the secondary object is then given by

�v = �2v0
m

m2

✓
1 +

b
2

b2
90

◆�1

, (2.2)

where b is the impact parameter between the two particles and b90 is the 90� deflection radius given by GNm2/v0.
We then need to sum over all possible encounters the secondary object has to calculate the total change in velocity.
The number of encounters the secondary object has in the interval [t, t + dt], with impact parameters between b

and b + db is given by

Nencdtdb = 2⇡
⇢DM(r)

m
bdb v0dt , (2.3)

which is simply the local number density times the volume between to cylinders of radius b and b + db and length
v0dt. Integrating over all physical impact parameters would then give us the total rate of change of the velocity,
were it not that the primary contribution to dynamical friction comes from dark matter particles that are moving
slower than the compact object. This e↵ect is captured by ⇠(v0) the fraction of dark matter particles moving more
slowly than the secondary object, and we refer the reader to Galactic Dynamics for the calculation of ⇠(v0). The
total change in velocity of the secondary object is then given by

dv

dt
= 2⇡v0⇢DM(r)⇠(v)

Z bmax

0

db b�v (2.4)

= �2⇡v2
0

⇢DM(r)⇠(v0)

m2

b
2

90
log

�
⇤2

�
, (2.5)

where the Coulomb logarithm log ⇤ is given by

log ⇤ = log

✓
bmax

b90

◆
. (2.6)

The energy losses the secondary object experiences due to dynamical friction are thus given by

dE

dt
= m2v0

dv

dt
= �4⇡(GNm2)2⇢DM(r)⇠(v0)

v0
log ⇤ , (2.7)

where we substituted the value of b90 as well. Comparing with Eq. (2.1), we can see that GW energy losses scale
with r

�5, and should thus be very dominant regardless of environmental e↵ects close to the central black hole.
The e↵ects become less pronounced further away from the black hole, and a su�ciently high ⇢DM should allow for
sizeable contributions to the total energy loss from dynamical friction.

There are some caveats with this treatment of dynamical friction here. First of all, there is a secondary contribu-
tion to dynamical friction from particles moving faster than the secondary object. This contribution has long been
assumed to be negligible, but Ref. [33] showed that this assumption breaks down for densities that roughly follow
⇢DM(r) / r

�� with � < 1. The secondary contribution increases the energy losses significantly, leading to a much
higher dephasing than with the original formulation, up to two order of magnitude even.

A larger caveat is the e↵ect of dynamical friction on the dark matter particles. These particles have their energies
increased and thus their orbits significantly altered, thus altering the density profile. The HaloFeedback code
from Ref. [29] implemented this additional e↵ect, and Fig. 4 shows an example system where they kept the orbital
radius of the secondary object constant. We can see a clear depletion of particles contributing to dynamical friction
at radii smaller than the orbital radius, which would lead to smaller total dynamical friction during an actual
inspiral. This e↵ect should further be modified when angular momentum is taken into account, as the secondary
object exchanges angular momentum with the DM particles as well. This would cause the DM halo to slowly start
co-rotating with the inspiral, further increasing the drag force and thus the total dephasing of the system. This is
an estimate however, and great care should be taken to further research the co-evolution of the secondary object
and the DM halo.

Finally, not all DM models are capable of producing extreme DM densities [27]. If DM is self-interacting, then
collisions between particles modulate the DM density in the inner regions of a halo through Brownian-esque motion,
flattening the DM halo profile. Similarly, self-annihilation between WIMPs (weakly-interacting massive particles)
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Figure 5: An accretion disk being perturbed by an inspiral with mass ratio q = 10�3. Streams of particles from
upstream flow to downstream as they interact with the secondary object, as is further highlighted in the zoom-in
panel. From [49].

on the mass ratio of the system. For Type I torques with q < 10�4, the secondary object can be treated as a
perturbation of the disk and the disk response is linear. When q > 10�4 as with Type II torques, the secondary
object carves out a lower-density gap in the accretion disk, and the disk response becomes highly non-linear [48,
49]. EMRIs have 10�8

< q < 10�5 and thus EMRIs in accretion disks would experience purely Type I gas torques.

Since Type I torque is linear, direct analytical calculations exist that give us [50]

TI = �⌃(r)r4⌦2
q
2M2

, (2.8)

where ⌃(r) is the surface density of the disk, ⌦ is the orbital angular velocity and M the Mach number which
quantifies the thickness of the disk. The energy loss of the secondary object due to torque is given by

dEtorque

dt
=

1

4
m1TI

✓
GN

r3M

◆1/2

, (2.9)

from which we can see that energy losses for Type I torques actually scale with r
1/2⌃(r), meaning that gas torque

losses could actually dominate over gravitational wave losses for su�ciently dense accretion disks. This is obviously
a simplistic argument and fully numerical simulations are needed to get a better grasp on Type I gas torques. A
better understanding of their dependence on disk parameters would then open up the possibility for LISA to probe
AGN disks as never before.

The physics behind accretion disks is a wholly di↵erent beast from the physics behind dark matter halos due to
its baryonic nature. Hydrodynamical simulations are required to resolve large parts of the parameter space, while
dark matter halos can utilise more semi-analytical approaches guided by N-body simulations. The devil now lies
in the details, and more specifically the initial conditions. We will focus on dark matter, where dynamical friction
requires very high densities to have a significant e↵ect on the inspiral. Our main question for this thesis is thus
becomes: what sort of processes would allow for these extreme dark matter densities?

2 BLACK HOLE ENVIRONMENTS 8

Figure 5: An accretion disk being perturbed by an inspiral with mass ratio q = 10�3. Streams of particles from
upstream flow to downstream as they interact with the secondary object, as is further highlighted in the zoom-in
panel. From [49].

on the mass ratio of the system. For Type I torques with q < 10�4, the secondary object can be treated as a
perturbation of the disk and the disk response is linear. When q > 10�4 as with Type II torques, the secondary
object carves out a lower-density gap in the accretion disk, and the disk response becomes highly non-linear [48,
49]. EMRIs have 10�8

< q < 10�5 and thus EMRIs in accretion disks would experience purely Type I gas torques.

Since Type I torque is linear, direct analytical calculations exist that give us [50]

TI = �⌃(r)r4⌦2
q
2M2

, (2.8)

where ⌃(r) is the surface density of the disk, ⌦ is the orbital angular velocity and M the Mach number which
quantifies the thickness of the disk. The energy loss of the secondary object due to torque is given by

dEtorque

dt
=

1

4
m1TI

✓
GN

r3M

◆1/2

, (2.9)
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a simplistic argument and fully numerical simulations are needed to get a better grasp on Type I gas torques. A
better understanding of their dependence on disk parameters would then open up the possibility for LISA to probe
AGN disks as never before.

The physics behind accretion disks is a wholly di↵erent beast from the physics behind dark matter halos due to
its baryonic nature. Hydrodynamical simulations are required to resolve large parts of the parameter space, while
dark matter halos can utilise more semi-analytical approaches guided by N-body simulations. The devil now lies
in the details, and more specifically the initial conditions. We will focus on dark matter, where dynamical friction
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becomes: what sort of processes would allow for these extreme dark matter densities?

• Collisionless DM overdensity 
• Spherical symmetry 
• Dynamical friction at work 
• Feedback on the halo is important
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• Differentially rotating 
baryonic disk 

• Disk is perturbed by 
the inspiralling 
object. Asymmetric 
“wake” 

• Perturbation back-
reacts and exerts 
torques
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Formation of DM overdensities

Gianfranco Bertone, Renske 
Wierda, DG, Bradley 
Kavanagh, Marta Volonteri, 
Naoki Yoshida, 2404.08731
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• Formation of a supermassive 
star: profile is shallower compared 
to GS solution, because the 
potential of the SMS star is more 
extended 

• Direct Collapse Black Hole: mild 
steepening 

Orbits with r < 2rS captured by the BH, as in 
fully relativistic computation 1305.2619  
(radius of the unstable circular orbit in the 
Schwarzschild geometry for a marginally 
bound particle)
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Formation of DM overdensities

•How does 
the nature 
of the DM 
candidate 
change this 
picture?
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Conclusions

•Can CR anomalies point to new physics? or 
interesting new astrophysics? 

•Can BH phenomenology inform us about dark 
matter? 
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New physics searches
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Debate about a GeV excess

- An extended, spherical signal from the inner Galaxy  
- Outlined by a template fitting technique 
- DM interpretation: MDM  ~ 30 GeV; σann close to thermal cross section 
- Very rich literature! 

D. Dixon et al. 1998 [arXiv:9803237]; V. Vitale et al. 2009 [arXiv:0912.3828];
L Goodenough and D. Hooper, 2009; D. Hooper and L. Goodenough, 2010
D. Hooper and T. Linden, 2011; K. N. Abazajian and M. Kaplinghat, 2012
D. Hooper and T. R. Slatyer, 2013; C. Gordon and O. Macias, 2013
T. Daylan, D. P. Finkbeiner, D. Hooper, T. Linden; S. Portillo, N. L. Rodd and T. 
R. Slatyer, 2014 [arXiv:1402.6703]; F. Calore, I. Cholis, C. Weniger, 2014
[arXiv:1409.0042]; F. Calore et al. 2015 [arXiv;1411.4647]
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Figure 1
GC excess differential flux for a 15° × 15° region about the GC. Data from Hooper & Slatyer (8), Gordon & Macias (9), Abazajian
et al. (10), Daylan et al. (11), Calore et al (12), and Ajello et al. (13). Because the analyses of the GC excess shown in this figure are based
on regions of the γ -ray sky of differing sizes, for a direct comparison they have been rescaled to the dark matter content over the 15° ×
15° region for a Navarro–Frenk–White profile with index γ = 1. Abbreviation: GC, Galactic center.

important discriminating factor between a DM or MSP interpretation of the excess. The lower-
energy component of the GC excess spectrum, below ∼1 GeV, is also uncertain and covers large
variations across analyses. Similar to the high-energy component, whether the spectrum steeply
falls below this energy or not is crucial in identifying the origin of the GC excess, as discussed in
Section 4.

Although the peak energy is generally accepted as a robust feature of the GC excess spectrum,
it has been observed that, for a subset of IEM assumptions and parameterization of the GC excess
spectrum, it can shift upward by a few GeV to about 5 GeV (e.g., 13). These results, which are not
shown in Figure 1, do not yield as good an agreement with the data as those included in the figure.
However, because of the uncertainties in the IE modeling, they cannot be conclusively ruled out
at this time (see Section 3 for a discussion).

It also has been argued that the GC excess spectrum is not uniform across the region where
it is detected but, rather, displays a spatial variation. Specifically, the spectrum might be harder in
regions farther from the Galactic plane (16, 17) (see also Section 2.2). Implications of this spatial
variation for the interpretation of the GC excess are presented in Section 4.2.1.

These results are an illustration of the variations in the GC excess spectrum when a DM spatial
morphology that is spherically symmetric is assumed. Variations in the spatial morphology of the
GC excess have been observed and are discussed in Section 2.2. In the context of the spectrum,
it has been observed that when a spatial morphology for the GC excess that follows the Galactic
stellar bulge is considered instead of DM, the flux is somewhat lower in the GeV range compared
with other results but is otherwise compatible (18).
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Figure 2
GC excess intensity at 2 GeV as a function of Galactic latitude from various studies (4, 8–12, 19). The result labeled “Fermi coll.
(preliminary)” corresponds to Reference 13. The horizontal gray band indicates the (uniform) intensity of the Fermi bubbles (20; see
also Section 3.2.5), extrapolated from latitudes above 10°, while the vertical gray band approximately delimits the region where the
gas-related γ -ray emission from the inner Galaxy is significant. Abbreviations: GC, Galactic center; NFW, Navarro–Frenk–White.
Figure adapted with permission from Reference 21.

2.2. Spatial Morphology
The spatial distribution of the GC excess is generally found to be consistent with a spherical
morphology, which is brightest toward the GC. The dependence of the intensity on radial dis-
tance from the GC is shown in Figure 2. While most analyses exclude the data 1–2° from the
GC, others (e.g., 13, 18, 22) include the innermost region. This distribution is consistent with
an emission originating from DM annihilation for a Navarro–Frenk–White (NFW) (23) density
distribution—that is, the γ -rays have a spatial morphology that is consistent with the square of the
NFW distribution. The following parameterization for a generalized NFW profile is employed:

ρ(r) = ρ0

(
r
Rs

)−γ (
1 + r

Rs

)γ−3

, 1.

where γ is the slope of the DM distribution in the innermost region, and, in the context of the
GC excess, its value is constrained by the γ -ray observation of the excess itself.2 As for the other
parameters, commonly assumed values areRs = 20 kpc and ρ0 corresponding to a local DMdensity
in the range ρ! = 0.3–0.4GeV cm−3. A profile in the range γ = 1.1–1.3 is favored bymost analyses
of the GC excess, but a shallower profile with γ = 1 is also allowed. The NFW profile with γ =
1 is predicted by simulations of cold DM, and a steeper distribution, with γ > 1, can arise when
baryonic effects are included (25). The excess extends to approximately 10–15° from the Galactic
plane (encompassing a distance of ∼1.5–2.3 kpc from the GC) (11, 12), and the centroid of the

2Measurements of the Milky Way stellar kinematics do not accurately constrain the NFW inner slope γ

(e.g., 24).
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Debate about a GeV excess

• DM interpretation
tension with constraints from dwarf 
spheroidal galaxies?
connection with other channels?

• MSP interpretation
suggested by wavelet analyses 
and photon statistics. Probably: 
new astrophysics found!
R. Bartels et al. 2016 [1506.05104]
S. Lee et al. 2016 [1506.05124]
F. Calore et al. 2021 [2102.12497]

• Is it really an excess 
(normalization issues)?

D. Gaggero et al. 2015 [1507.06129] 
E. Carlson et al. 2015 [1510.04698]

• Is it really spherically symmetric 
(morphology issues)?

10–26

10–25

10–24

10020
MX (GeV)

σv
   (

cm
3  s–1

)

Thermal relic, Steigman et al. 2012
MW satellites, Albert et al. 2017 Daylan et al. 2014

Calore et al. 2015
Abazajian & Keeley 2016

Karwin et al. 2017

Gordon & Macias 2013

Abazajian et al. 2014

Figure 4
Regions of the parameter space compatible with a dark matter interpretation of the Galactic center excess (contours and points with
error bars). Data from Gordon & Macias (9), Abazajian et al. (10), Daylan et al. (11), Calore et al. (12), Abazajian & Keeley (55), and
Karwin et al. (27) (all corresponding to 2σ , except for References 10 and 55). These are compared with the thermal relic annihilation
cross section (gray dotted line) (56) and with the constraints from dwarf spheroidal galaxies (solid brown line) (54). The tan band illustrates
variations on the dwarf spheroidal constraints by a factor of two (57, 58) related to the assumptions for their dark matter halos, but
larger variations that weaken the constraints up to a factor of seven are also possible (59). Abbreviation: MW,Milky Way.

that are out of reach for direct detection and collider searches. Although the center of the Galaxy
is predicted to be the brightest for a DM annihilation signal, other targets might provide more
reliable detections because they are less susceptible to the limitations in modeling of the IE (for a
recent review, see 49; see also 50–52).Dwarf spheroidal galaxies belong to this category and are ar-
guably the most promising targets for these searches. They are the largest DM clumps predicted
by cold DM N-body simulations of galaxy formation. As they contain stars, they are observed
optically. These systems are not expected to emit γ -rays through conventional astrophysical pro-
cesses. In addition, the determination of the J-factor for dwarf spheroidals is less dependent on
the choice of the DM density profile because it is integrated over the entire volume of the dwarf
spheroidal DM halo, unlike for the GC,where changes in slope can significantly alter the J-factor.
To date, there is no confirmed detection of dwarf spheroidal galaxies in γ -rays.4 Constraints based
on these observations have produced the most robust limits on the DM annihilation cross section
to date. The most recent limits are shown by the solid brown line in Figure 4. Constraints have
been determined for several possible annihilation final states, and those shown in Figure 4 assume
DM annihilating into bottom quarks (54).

4Tentative detections of dwarf spheroidal galaxies with Fermi–LAT have been claimed (53, 54); however, the
detection is faint and is sensitive to the IEM.
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Figure 8
Results from Bartels et al. (92): signal-to-noise ratio of the wavelet transform for a 12° × 12° region about
the Galactic center. Figure adapted with permission from Reference 92.

sources. This method detects small scale structure in the data and separates it from larger-scale
contributions. The fore/background IE primarily contributes power at a larger scale and can be
distinguished from an unresolved point source contribution using this method (92).While NPTF
technique relies on assumptions in the IEM, analyses of the γ -ray data that employ wavelet de-
composition are not as affected. Results from this technique are summarized in Figure 8: The
signal-to-noise ratio of the wavelet transform, which can be interpreted as the local significance
for a point source at that location, is shown for a 12° × 12° region about the GC. The statistics of
the wavelet peaks is found to be compatible with a large number of faint point sources in the data,
with a spatial distribution that is peaked toward the GC. For standard assumptions regarding the
γ -ray luminosity of MSPs, this point source population can explain the full intensity of the GC
excess.

It has, however, been argued that for latitudes higher than 5°, where the GC excess is signifi-
cantly detected, there is not enough power at small angular scales to account for it, and the excess is
diffuse in nature at these latitudes (100). Furthermore, when the Fermi–LAT fourth source catalog
(4FGL) (101) is employed instead of the earlier versions, there is no evidence for sufficient power
at small angular scales to explain the GC excess at lower latitudes as well (102), thus challenging
the conclusions from Reference 92. It has been shown that the wavelet technique is very sensitive
to the source catalog used to model the bright point sources in the region, and some of the point
sources claimed in Reference 92 to contribute to the GC excess are indeed detected with high
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R. Bartels et al. 2017 [1711.04778]
O. Macias et al. 2017 [1611.06644]
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Future prospects (LSST+Fermi, CTA)4.3 Indirect Detection 63
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Figure 19. Constraints on dark matter annihilation to bb̄ from Fermi-LAT observations of Milky Way satellite galaxies
�LAT Dwarfs� Ackermann et al., ����a� and HESS observations of the Galactic Center �HESS GC� Abdallah et al.,
�����. A bracketing range of dark matter interpretations to the Fermi-LAT Galactic Center Excess is shown in red �GCE�
Daylan et al., ����� Gordon & Macías, ����� Abazajian et al., �����. Projected sensitivity to dark matter annihilation
combining LSST discoveries of new Milky Way satellites, improved spectroscopy of these galaxies, and continued Fermi-
LAT observations is shown in gold. This projection assumes �� years of Fermi-LAT data, a factor of � increase in the
integrated J-factor, and a factor of � improvement from improved spectroscopy. Preliminary projected sensitivity for CTA
observations of the GC ����h� no systematics� are shown in gray �CTA GC� Eckner et al., �����.

and additional Fermi-LAT data. We estimate each of these contributions to predict the improved
sensitivity of dark matter annihilation searches in dwarf galaxies in the era of LSST.

To estimate the improvement in the integrated J-factor of the Milky Way satellite galaxy population,
we combine cosmological zoom-in simulations of Milky Way dark matter substructure with a semi-
analytic model to convert subhalo density profiles to J-factor estimates (this approach is is similar to
that of He et al. 2015). Our simulation-based model accounts for modulations to dark matter-only
subhalo populations due to baryonic physics, and we marginalize over the dependence of subhalo
populations on host halo properties by sampling subhalo populations from a large number of hosts
(Nadler et al., 2018a). To obtain an estimate for the increase in the integrated J-factor, we select
a host halo with the largest number of nearby subhalos, consistent with recent observations of
an overabundance of nearby satellites associated with the Milky Way (Kim et al., 2018; Graus
et al., 2018). We exclude subhalos with heliocentric distances < 20 kpc to avoid anomalously
large projections due to a single nearby satellite. We follow the analytic formalism presented by
Evans et al. (2016) and Pace & Strigari (2019) to convert the dark matter profiles of our simulated
subhalos to J-factors. This approach estimates the J-factor of each subhalo based on rmax, Vmax,
and heliocentric distance. We find that the cumulative J-factor within 100 kpc may increase by as
much as a factor of 3 relative to the known dSphs with measured J-factors.
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Fermi dSphs (6 years) + MAGIC Segue 1
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Figure 14: The CTA sensitivity curves derived in this work (black line, see Fig. 5) for the
bb̄ (�left) and W

+
W

� (right) channels, shown together with the current limits from Fermi-
LAT observation of dSph galaxies (cyan) [177] and H.E.S.S. observations of the GC (purple)
[165]. In addition we show the projection [190] of the Fermi-LAT sensitivity where future
dSphs discoveries with LSST are taken into account (dashed green). Note that the projected
sensitivity of CTA shown here includes our estimate of systematic uncertainties (1% overall
normalisation error and a spatial correlation length of 0.1�); for the corresponding results for
the initial construction configuration of CTA, see Appendix A.

DM, and to significantly extend the range of DM masses where we can robustly probe the
theoretically important benchmark that is provided by the thermal annihilation rate. In that
sense CTA will indeed provide a unique opportunity to test the WIMP paradigm, in particular
when keeping in mind that even annihilation rates a factor of a few larger than the ‘thermal’
annihilation rate are not uncommon among proposed models to explain the particle nature of
DM. In Appendix A we demonstrate that much of the discovery space remains available even
for the reduced observational programme associated with the initial construction configuration
of CTA – though of course the baseline array considered in the main text will clearly probe
more of the critical parameter space and hence have a significantly better leverage to test the
WIMP hypothesis. For either of these scenarios we believe that the chance to obtain unique
clues about the nature of DM, newly assessed and confirmed here, makes this part of CTA’s
science programme truly imperative.
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predicted improvements from new dwarfs, better determined J-
factors, and more Fermi-LAT data 


