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Putting it all together: what we can learn from BSM global fits
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1. BSM global fits
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How can we extract the most physics from our data?

4
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Easy! Construct a physics model, test it against data, 
repeat as needed… 

• But what is a model? 

• And how to test it against data?

5
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But what is a model? 
A joint probability distribution for the data

<latexit sha1_base64="f0p6nlj9KJ/EzzF9/jKznRV3YYI=">AAACInicbVDLSgMxFM34rPU16tJNsAgtSpkRnwtBdONKFOwDOqXcSTM1mGTGJCMtxW9x46+4caGoK8GPMa1FtPXAhZNz7uXmnjDhTBvP+3DGxicmp6YzM9nZufmFRXdpuazjVBFaIjGPVTUETTmTtGSY4bSaKAoi5LQSXp/0/MotVZrF8tJ0EloX0JIsYgSMlRruQZRvF/AhhjbewKGtgCaa8Vhu4uAmhebPGweaCXyW9zYtaQkoNNycV/T6wKPEH5AcGuC84b4FzZikgkpDOGhd873E1LugDCOc3mWDVNMEyDW0aM1SCYLqerd/4h1et0oTR7GyJQ3uq78nuiC07ojQdgowV3rY64n/ebXURPv1LpNJaqgk34uilGMT415euMkUJYZ3LAGimP0rJleggBibataG4A+fPErKW0V/t7hzsZ07Oh7EkUGraA3lkY/20BE6ReeohAi6R4/oGb04D86T8+q8f7eOOYOZFfQHzucXOumhGA==</latexit>

f(x) = ax+ b+ ✏, ✏ ⇠ N(0,�)

<latexit sha1_base64="/0XpFflaXDyvhaxIvjkhj9uEtAo=">AAACVnicbZFba9swFMdlZ1mz7OZ2j3s5LAwSMMEO3QVKIWwvexoZLG0hDuZYkRNRyTaSPGLSfMnuZf0ofRlTLrsk2QHBX79zkfRXUgiuTRDcOW7tQf3hUeNR8/GTp8+ee8cnFzovFWVDmotcXSWomeAZGxpuBLsqFEOZCHaZXH9c5S+/MaV5nn01VcHGEqcZTzlFY1HsyaJdxaEPVdzzIRKT3Gi4gfkKzf8iH9CHxO40n0rswDl8bqdtW3WGftL5wyN/g3u7GKLfc2KvFXSDdcChCLeiRbYxiL3baJLTUrLMUIFaj8KgMOMFKsOpYMtmVGpWIL3GKRtZmaFkerxY27KE15ZMIM2VXZmBNf23Y4FS60omtlKimen93Ar+LzcqTfp+vOBZURqW0c1BaSnA5LDyGCZcMWpEZQVSxe1dgc5QITX2J5rWhHD/yYfiotcN33bffDlt9T9s7WiQl+QVaZOQvCN98okMyJBQ8p3cO65Tc344P926e7QpdZ1tzwuyE673C1dgrLc=</latexit>

p(y1, y2, . . . |x1, x2, . . . , a, b,�) = N(f(x1; a, b),�)N(f(x2; a, b),�) . . .
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<latexit sha1_base64="QrPBBsAor5Sis1I0nxLsEELpW4I=">AAACcnicbVHLahsxFNVMkjZ12sRJd+1GiSk4YMyMaR6bQGg3XbpQJwGPGTSa61hYj0G6E2Im86FZFfoN/YDK7izy8AXB4ZxzdcRRVkjhMIoeg3Bjc+vN2+13rZ33H3b32vsHV86UlsOIG2nsTcYcSKFhhAIl3BQWmMokXGfz70v9+g6sE0b/wkUBE8VutZgKztBTaXtRdHUa96hOBz2ayNygow80yVSV4AyQ1cf0giYI91gNjXB1N5H+8pylMe0+dR3TpLfWN1hjW8Wk7U7Uj1ZDX4O4AR3SzDBt/0lyw0sFGrlkzo3jqMBJxSwKLqFuJaWDgvE5u4Wxh5opcJNqVVFNv3gmp1Nj/dFIV+zTjYop5xYq807FcOZeaktynTYucXo+qYQuSgTN/wdNS0nR0GXfNBcWOMqFB4xb4d9K+YxZxtH/yrOUTNUtX0r8soLX4GrQj0/7Jz+/di6/NfVsk8/kiHRJTM7IJflBhmREOPkdbAW7wV7wN/wUHoZNl2HQ7Hwkzybs/QMHcrtl</latexit>

p(n1, n2, . . . |✓) = Pois(�1(✓)) Pois(�2(✓)) . . .

<latexit sha1_base64="dwEdtsu22ZBm0Omhc/9wqiqIB6g=">AAACXHicbZDNThsxFIWdKVAIf6FIbNi4jZDCgmgGFegGCbWbLoPUAFImRB7nDrGwPSP7DiKy/IB9BDYseAG27a5OyKJAjmTp6Jx7da0vK6WwGMcPtejDwuLSx+WV+ura+sZmY+vThS0qw6HLC1mYq4xZkEJDFwVKuCoNMJVJuMxuf0z6yzswVhT6F45L6Ct2o0UuOMMQDRo8RbhH1ymE9a1UhsUha6WZcimOAJnf36enNM0N447Oq6+d9hSu3cG80lPv9Gc/aDTjdjwVfW+SmWmSmTqDxlM6LHilQCOXzNpeEpfYd8yg4BJ8Pa0slIzfshvoBauZAtt3Uxie7oVkSPPChKeRTtP/NxxT1o5VFiYVw5F9203CeV2vwvxb3wldVgiavxzKK0mxoBOydCgMcJTjYBg3IvyV8hEL5DDwf3UlU74eoCRvEbw3F4ft5Lh9dP61efZ9hmeZ7JIvpEUSckLOyE/SIV3CyW/yTP6Qv7XHaCFajdZfRqPabGebvFK08w8hlrgr</latexit>

Pois(�(✓)) =
�(✓)ne��(✓)

n!

<latexit sha1_base64="R0l++e2X4Ep1vytozK2RXnUfQmc=">AAACdXicbVFNTxsxFPRuaRu2HwR6rJDcpqnCgbBb0Y9LJUQvHFOpAaRsiLzOW2Jhe1f2W9TI9Q/tlT/RK07IoUBGsjSaeaP3NC5qKSym6d8ofrLx9Nnz1mby4uWr11vt7Z1TWzWGw5BXsjLnBbMghYYhCpRwXhtgqpBwVlz9WPhn12CsqPQvnNcwVuxSi1JwhkGatP90aY7wG92gEtb3chmiU9bLC+VynAEyv7dHv9O8NIw7us6+cNpTuHD760xPvdPvfNJN1rmTdiftp0vQxyRbkQ5ZYTBp3+TTijcKNHLJrB1laY1jxwwKLsEneWOhZvyKXcIoUM0U2LFbtuRpNyhTWlYmPI10qf6fcExZO1dFmFQMZ/ahtxDXeaMGy29jJ3TdIGh+t6hsJMWKLiqnU2GAo5wHwrgR4VbKZywUiuFj7m0plE9CKdnDCh6T00/97Ev/88/DztHxqp4WeUvekx7JyFdyRE7IgAwJJzdRK9qOdqJ/8W78If54NxpHq8wbcg/xwS3qUL5J</latexit>

�(✓)
• Differential cross-sections, decay rates, …

• Simulate events

• Simulate detector effects

• Mimic the experiment’s data selection procedure

• …   

<latexit sha1_base64="3c4VCJwXjtdkZXUgb8gKDk7YMbQ=">AAACmXicbVFNbxMxFPQuUMryFeDYiyGKlEoQ7SJauCAVuFScgiBtpWwaeZ23iVWvvbLf0kaW/wt/q9f+Epx0D/3ISJZGM2/0rHlFLYXFNL2M4gcPH2093n6SPH32/MXLzqvXR1Y3hsOIa6nNScEsSKFghAIlnNQGWFVIOC7Ofqz8479grNDqDy5rmFRsrkQpOMMgTTv/ejRHuEA31ML6fi5DdMb6eVG5HBeAzO/u0q80Lw3jjm6yT53yFE7dh02mp96ptz7pJb2N4daAEo2YL5AZo8+DdmNk2ummg3QNep9kLemSFsNp5yqfad5UoJBLZu04S2ucOGZQcAk+yRsLNeNnbA7jQBWrwE7cuklPe0GZ0VKb8BTStXoz4Vhl7bIqwmTFcGHveitxkzdusPwycULVDYLi14vKRlLUdHUWOhMGOMplIIwbEf5K+YKF0jEc79aWovJJKCW7W8F9cvRxkO0P9n596h58b+vZJjvkHemTjHwmB+SQDMmI8Ggreh/tRfvxTvwtPox/Xo/GUZt5Q24h/v0ftOHJlA==</latexit>

✓
• Lagrangian parameters

• Experiment parameters

• Expected background rates

• …
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<latexit sha1_base64="j5wsfMibBr/0bd2htaRQqdY7EkY=">AAADyHicjVJdaxNBFJ3s+lHjV6qPvoyGQAI1JGKrL4WCIiI+RDBtMZuG2dm7ydD96szd1jAOiD/Qd1/9JU6ykW2SFbywcOeee87de7h+FgmFvd6vmuPeuHnr9s6d+t179x88bOw+OlZpLjkMeRql8tRnCiKRwBAFRnCaSWCxH8GJf/5mgZ9cglQiTT7jPINxzKaJCAVnaEuT3drPFvUQvqIepEKZthdZbsDanh9rD2eAzHQ69JB6oWRc0yr4TCeGwpl+XgUaanTy1NRb9VYleQVAiFJMZ8ikTK+KWtm0fGdL2ltDvy2gAinYH9tlgXpwkYvLsvuQFslEF1umvjJbGlmpUECbhNKBv8L/1qPeHr0m2DHVHOtMudf/zV5fdI96mVib88VKThrNXre3DLqd9FdJk6xiMGn89oKU5zEkyCOm1Kjfy3CsmUTBIzB1L1eQMX7OpjCyacJiUGO9PDxDW7YS0DCV9kuQLqvXGZrFSs1j33bGDGdqE1sUq7BRjuHrsRZJliMkvBgU5hHFlC6umAZCAsdobhPGpbD/SvmMWZPQ3vraFD82C1P6mxZsJ8cvuv2D7v6nl82jd98Le3bIE/KMtEmfvCJH5D0ZkCHhzr4zcgIH3A9u5l6586LVqa0sfUzWwv3xB/+PNc0=</latexit>

p(✓|Dobs) =
p(Dobs|✓) p(✓)

p(Dobs)

<latexit sha1_base64="2Wdp+gP7PdNqInGw59+GLcmdeos=">AAADyHiclVJdaxNBFJ3s+lHjV6qPvoyGQAI17IpVXwoFRUR8iGDaYjYNs5O7ydD9cuZuaxgHxB/ou6/+Eie7kTTp+uCFhTvn3HPuzmHCPBYKPe9Xw3GvXb9xc+dW8/adu/fut3YfHKmskByGPIszeRIyBbFIYYgCYzjJJbAkjOE4PHu95I/PQSqRpZ9wkcM4YbNURIIztNBkt/GzQwOEr6gHmVCmG8RWO2XdIEx0gHNAZno9ekCDSDKuaR19qlND4VQ/rSMNNTp9bJqdZqdWvCIgQilmc2RSZhcVth4qz3kpe2PotyVVMZX6Q3cN0AC+FOJ8PX1Aq2aiq1tmoTI1HvnaoyK3JesM/lr/25EGe5cNe6ZeY7Oxu/9j8+ZF92iQi40tn63hpNX2+l5Z9Grjr5o2WdVg0vodTDNeJJAij5lSI9/LcayZRMFjMM2gUJAzfsZmMLJtyhJQY10+PEM7FpnSKJP2S5GW6GWFZolSiyS0kwnDudrmlmAdNyowejXWIs0LhJRXi6IippjR5SumUyGBY7ywDeNS2H+lfM5sSGjf+saWMDHLUPztCK42R8/6/ov+/sfn7cO336t4dsgj8oR0iU9ekkPyjgzIkHBn3xk5Uwfc927uXriLatRprCJ9SDbK/fEHxh01zQ==</latexit>

p(✓|Dobs) =
L(✓)⇡(✓)

Z

<latexit sha1_base64="s85UD0fRiMa9DMCbtSx0kINEeVw=">AAAEA3iclVPLbtNAFJ3aPNrwSmHJZiCKlEglshGvTaVKIMSCRZBIWxGn0XgyTkb1i5nrQjSMxIZfYAt7dogtH8KWL2Fsp3KdGgmuZOn6PO4dH3n8NOQSHOfXhmVfuHjp8uZW68rVa9dvtLdv7sskE5SNaBIm4tAnkoU8ZiPgELLDVDAS+SE78I+f5vzBCROSJ/FrWKZsEpF5zANOCRhoum1tdbEH7D2oYcKl7nmh8c5Iz/Mj5cGCAdH9Pt7FXiAIVbiJPlKxxuxI3WsiNdYqvqNb3Va30bwiWACCzxdAhEjelVglKt7TwvZM4w85VTKl+2WvArDH3mb8pFLv4rKZqvIrE1/qtRmn2r9LTqfWNuHqWCVUWtYHVeH9y56dswP7utljQv3f3fWMdrCX8tqeN2bktN1xBk5R+HzjrpoOWtVw2v7tzRKaRSwGGhIpx66TwkQRAZyGTLe8TLKU0GMyZ2PTxiRicqKKf1bjrkFmOEiEeWLABXrWoUgk5TLyjTIisJDrXA42ceMMgicTxeM0AxbTclGQhRgSnF8APOOCUQiXpiFUcHNWTBfEhATmmtS2+JHOQ3HXIzjf7N8fuI8GD1896Ow9/1jGs4luo7uoh1z0GO2hF2iIRohaqfXZ+mJ9tT/Z3+zv9o9Sam2sIr2FamX//AMJREvg</latexit>

p(Dobs|✓) ⌘ L(✓)

How to compare your model against data? 
The likelihood is key

<latexit sha1_base64="GUM2zcBPGdrok8oP6snp+CwGo4M=">AAAEKniclVPLbtNAFJ3aPIp5NIUlm4EoUiKVyEa8NpUqgRALFkEibUWcRuPJOBnVL2auC9EwEn/BT/ALbGHPrmJX9UOYeAJp0iBgJEvX53Hv9ZEnKhIuwfeP1xz3wsVLl9eveFevXb+xUdu8uSvzUlDWpXmSi/2ISJbwjHWBQ8L2C8FIGiVsLzp8OuX3jpiQPM9ew6Rg/ZSMMh5zSsBAg03Hb+AQ2HtQnZxL3QwT4x2SZhilKoQxA6JbLbyNw1gQqvAq+kBlGrMDdW8VqbFW2R3tNbzGSvOMYDEIPhoDESJ/Z7G5qHovKtszjT9MKctY98vmHMAhe1vyo7l6G9tioOxX5pHUyz1+q/8s+tV3YRb2/m6c724BSy5b5gn/yypbZxu29GqPSf5/Zy8GuYXDgi/MeVO1HNTqftuvDj5fBLOijmanM6idhMOclinLgCZEyl7gF9BXRACnCdNeWEpWEHpIRqxnyoykTPZV9Wtr3DDIEMe5ME8GuELPOhRJpZykkVGmBMZymZuCq7heCfGTvuJZUQLLqB0UlwmGHE/vCR5ywSgkE1MQKrjZFdMxMTGBuU0LU6JUT0MJliM4X+zebweP2g9fPajvPP9o41lHt9Fd1EQBeox20AvUQV1EnU/OF+er88397H53j90fVuqszSK9hRaOe/oTxsBbGQ==</latexit>

p(Dobs|✓)

+ assumptions/simulations 
of hypothetical data 

Bayesian frequentist
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Global fits

Many observables 
One theory
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The basic steps of a BSM global fit

• Choose your BSM theory and parameterisation 


• Construct the joint likelihood function including observables from 
collider physics, dark matter, flavor physics, +++


• Use sophisticated scanning techniques to explore the likelihood 
function across the parameter space of the theory


• From likelihood samples, carry out frequentist or Bayesian inference 
(parameter estimation, model comparison, …)

L = LcolliderLDMLflavorLEWPO . . .

10
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θ1

θ2

θ3

• L(θ)

• L(θ)

• L(θ)

• L(θ)

• L(θ)

• L(θ)
• L(θ)

• L(θ)

• L(θ)

• L(θ)

• L(θ)

• L(θ)

• L(θ)
• L(θ)

• L(θ)• L(θ)

• L(θ)

• L(θ)

• L(θ)• L(θ)• L(θ)
• L(θ)

• L(θ)• L(θ)

• L(θ) • L(θ)• L(θ)

• Explore the model parameter space (θ1, θ2, θ3, …)


• At every point θ: compute all predictions(θ) → evaluate likelihood L(θ) 

• Region of highest L(θ):  
the model’s highest predicted joint probability for the observed data 
(but not necessarily a good fit to the data, or the most probable θ…)
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2. What we can learn
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Example: LHC global fits



Anders Kvellestad 14

Understanding the full implications of [experimental] searches 
requires the interpretation of the experimental results in the context 
of many more theoretical models than are currently explored at the 
time of publication.

HEP Software Foundation [arxiv:1712.06982]

See also: 


• Publishing statistical models: Getting the most out of particle physics experiments  
[arxiv:2109.04981] 


• Reinterpretation of LHC Results for New Physics: Status and Recommendations after Run 2 
[arxiv:2003.07868] 

• Simple and statistically sound strategies for analysing physical theories  
[arxiv:2012.09874]
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• Analysis preservation and reuse internally in an experiment 
• High accuracy (full access to analysis details, full detector simulation, …)

• High computational cost per model point 

• Simulation-based reinterpretation by outside groups 
• Medium accuracy

• Medium-to-high computational cost per model point 

• Simulation-less reinterpretation by outside groups 
• Medium accuracy

• Often reduced exclusion sensitivity for a given model point

• Low computational cost per model point 

 

• Wildly optimistic / very incomplete reinterpretations 

• E.g. just checking model points from some many-parameter theory 
against a couple of 2D exclusion contours 

The many interpretations of «reinterpretation»
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• Analysis preservation and reuse internally in an experiment 
• High accuracy (full access to analysis details, full detector simulation, …)

• High computational cost per model point 

• Simulation-based reinterpretation by outside groups 
• Medium accuracy

• Medium-to-high computational cost per model point 

• Simulation-less reinterpretation by outside groups 
• Medium accuracy

• Often reduced exclusion sensitivity for a given model point

• Low computational cost per model point 

 

• Wildly optimistic / very incomplete reinterpretations 

• E.g. just checking model points from some many-parameter theory 
against a couple of 2D exclusion contours 

The many interpretations of «reinterpretation»
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All the hard-won event counts with background estimates from the LHC 
experiments hold a lot of information about BSM theory space.
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What we have learned at 
time of publication

What we have learned 
long after publication

Impossible to 
reinterpret

Possible to 
reinterpret
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Learning more #1:  
We can probe much more of BSM theory space

[2402.01392][1710.11091]

[2303.09082][1705.07917]
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Vector-like quarks [2006.07172]

DM EFTs [2106.02056] B-L gauge model  [1811.11452]

DM w/ vector mediator [2209.13266]

Learning more #1:  
We can probe much more of BSM theory space
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Learning more #2:  
We can identify best-fit scenarios

Explore MSSM EWino sector  [1809.02097] Explore space of simplified models  [2012.12246]
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[1809.02097] [2305.01835]

• Studied benchmark points that survived 36 fb-1 
searches. Example:


• 3 Higgsinos ~200 GeV,  
Δm ~ 40 GeV


• 2 winos ~ 300 GeV 

• Compare to wino/bino simplified model with Δm 
~ 100 GeV


• Main signature is similar:  
on-shell W + Z + MET


• But gives less clean final states, due to 
not-necessarily-soft products from decays 
between higgsinos 

• Replace «simplified model cut» njets = 0 
with a «less simplified» cut HT < X ? 
 

Learning more #3:  
We can learn how to plug «holes» in theory space 
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[1809.02097] [2305.01835]

• Studied benchmark points that survived 36 fb-1 
searches. Example:


• 3 Higgsinos ~200 GeV,  
Δm ~ 40 GeV


• 2 winos ~ 300 GeV 

• Compare to wino/bino simplified model with Δm 
~ 100 GeV


• Main signature is similar:  
on-shell W + Z + MET


• But gives less clean final states, due to 
not-necessarily-soft products from decays 
between higgsinos 

• Replace «simplified model cut» njets = 0 
with a «less simplified» cut HT < X ? 
 

Learning more #3:  
We can learn how to plug «holes» in theory space 

Not so simple

and

Not so simple

and

a

inmate inmate
a

inmate inmateWhen optimising searches on simplified 
models, at what point do we start losing 
rather than gaining sensitivity to volumes 
of «similar» theory space? 



Anders Kvellestad 24

In short: 
Results like these are very interesting and useful…

[ATLAS, 2106.01676]
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…but this is the real gold! :)
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As a community we can learn far more physics from an 
experimental result that is reinterpretable compared to 
one that is not. 
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3. Why it’s difficult
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Is enough information public?

Digitise a graph in Figure 73 c) 
in Appendix B of some PhD 
thesis from 10 years ago…

vs
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Is enough information public?

Digitise a graph in Figure 73 c) 
in Appendix B of some PhD 
thesis from 10 years ago…

vs

And can the information be used?

[2312.14575]
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[2012.09874]

• First, BSM parameter spaces are high-dimensional


• …and theorists have limited CPU resources


• Second, in global fits we seek statistically rigorous 
conclusions about regions of BSM parameter spaces 

• Need properly converged explorations of the 
likelihood function / posterior distribution


• Must use adaptive sampling algorithms, that 
focus on higher-likelihood regions


• So the problem is not trivially parallelisable 
(we can’t just sample first, simulate later)  

Will the scan take forever?
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Computational challenges: 

• Need smart exploration of parameter space


• Need fast theory calculations


• Need fast simulations of experiments (e.g. LHC)


• Need sufficiently detailed likelihoods or 
full statistical models

θ1

θ2

θ3

• L(θ)

• L(θ)

• L(θ)

• L(θ)

• L(θ)

• L(θ)
• L(θ)

• L(θ)

• L(θ)

• L(θ)

• L(θ)

• L(θ)

• L(θ)
• L(θ)

• L(θ)• L(θ)

• L(θ)

• L(θ)

• L(θ) • L(θ)• L(θ)
• L(θ)

• L(θ)• L(θ)

• L(θ) • L(θ)• L(θ)

Some code infrastructure challenges: 

• Need different parameter scanning algorithms 

• Need model-agnostic core framework 

• Need to interface many external physics codes


• Need massive parallelisation…


• …which implies a need for diskless interfacing


• …which implies a need to stop external codes from 
calling STOP and kill your 10,000-CPU scan… :)
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4. GAMBIT

G AM B I T



Anders Kvellestad 33 G AM B I T



Anders Kvellestad 34 G AM B I T



Anders Kvellestad 35

Models Core ScannerBit

CaptnGeneral, DarkSUSY, DDCalc, FeynHiggs, 
FlexibleSUSY, gamLike, gm2calc, HEPLike, 
HiggsBounds, HiggsSignals, MicrOmegas, nulike, 
Pythia, SPheno, SUSYHD, SUSYHIT, SuperIso, 
Vevacious, MontePython, CLASS, AlterBBN, …

Backends

Diver, PolyChord, MultiNest, 
TWalk, Minuit, jswarm, emcee, 
ultranest, scipy.optimize, …

Scanners

ColliderBit DarkBit FlavBit

SpecBit DecayBit PrecisionBit

Physics modules

NeutrinoBit CosmoBit

G AM B I T
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• Collection of state-of-the-art sampling algorithms as 
plug-ins (e.g. evolutionary algorithms, nested sampling, …)


• Model-agnostic core framework


• Run configuration through YAML input file


• Many highly detailed experiment likelihoods
θ1

θ2

θ3

•L(θ)

•L(θ)

•L(θ)

•L(θ)

•L(θ)

•L(θ)
•L(θ)

•L(θ)

•L(θ)
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•L(θ)

•L(θ) •L(θ)•L(θ)
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•L(θ)•L(θ)

•L(θ) •L(θ)•L(θ)

• Fast parallel Monte Carlo simulations of 
experiments (e.g. LHC) 

• Dynamic dependency resolution: order of 
computations not hard-coded, decided at run time

Technical features
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Function: test_sigma
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Fig. 5: An example dependency tree generated in the initial-
isation stage of a GAMBIT scan. Each block corresponds to a
single module function, with the red text indicating its capa-
bility. Arrows indicate resolution of dependencies of di�erent
module functions with the results of others. The functions se-
lected by the dependency resolver to provide the observables
and likelihoods requested in the ObsLikes section of the scan’s
input YAML file are shaded in green. Module functions shown
shaded in purple are nested module functions. These run
in an automatically-parallelised loop managed by a loop man-
ager function, which is shown shaded in blue. This example
is included in the GAMBIT distribution as spartan.yaml; see
Sec. 12.1 for more details. Figures like this can be generated
for any scan by following the instructions provided after calling
GAMBIT with the -d switch; see Sec. 6.1 for details.

6. Adopt the Rules specified in the initialisation file (see
Sec. 6.5), removing non-matching module functions
from the list.

7. If exactly one module function is left on the list,
resolve the quantity requested by the target function
with the capability provided by that module function.
This automatically connects the pipe of the target
function to the result of the resolving function.

8. If the resolving function was not already activated
for the scan, activate it and add its dependencies to
the dependency queue (with the resolving function
as new target function).

9. Resolve backend requirements, as described below.
10. Resolve module function options, as described below.
11. Repeat from step 3 until the dependency queue is

empty.

7.2 Evaluation order

After building up the dependency tree of module func-
tions, the dependency resolver determines the initial
runtime ordering of its chosen module functions. An
obvious minimal requirement is that if the output of

module function A is required by module function B, A
is evaluated before B. We do this by topologically sort-
ing the directed dependency tree, using graph-theoretic
methods from the Boost Graph Library18.

In most cases, the evaluation order of the observables
and likelihoods listed in the ObsLikes section (Sec. 6.4)
remains unconstrained by the topological sorting. The
dependency resolver first orders the likelihoods by es-
timating the expected evaluation time for each one,
including all dependent module functions, along with
the probability that each likelihood will invalidate a
point. (A point may be invalidated if the likelihood is
extremely close to zero, the point is unphysical, etc.)
These estimates are based on the runtime and invalida-
tion frequency of the previously calculated points, and
updated on the fly during the scan. The dependency
resolver then sorts the evaluation order of likelihoods
such that the expected average time until a point is in-
validated is minimised. In practice this means that, for
instance, the relatively fast checks for consistency of a
model with physicality constraints, such as perturbativ-
ity and the absence of tachyons, would be automatically
performed before the often time-consuming evaluation
of collider constraints. This gives a significant e�ciency
gain in a large scan, because expensive likelihoods are
not even evaluated for points found to be invalid or
su�ciently unlikely on the basis of faster likelihoods.

Observables not associated with likelihoods used to
drive a scan (cf. 6.4) are always calculated after the
likelihood components, as they do not have the power to
completely invalidate a model point. Invalid observable
calculations can still be flagged, but they will not trigger
the termination of all remaining calculations for that
point in the way that an invalid likelihood component
will.

7.3 Resolution of backend requirements

Resolving backend requirements is in some sense a lot
easier than resolving module function dependencies, in
that backend requirements cannot themselves have ex-
plicit backend requirements or dependencies, so there is
no equivalent of the dependency tree to build. However,
the ability to specify groups of backend functions from
which only one requirement must be resolved, along
with rules that apply to them (Sec. 3.1.3), especially
the declaration that backend requirements that share a
certain tag must be resolved from the same backend —
without necessarily specifying which backend — makes
backend resolution a uniquely challenging problem.

18http://www.boost.org/doc/libs/1_63_0/libs/graph/doc/
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• Two-level parallelisation: 

• MPI for parameter sampling algorithm

• OpenMP for per-point model computations


• Diskless interface to external (physics) codes. C, C++, Fortran, 
Python and Mathematica codes as runtime plug-ins


• Printer system to store results in different formats, with buffering 
and resume ability for aborted scans


• Logging system for information and debugging


• GAMBIT Universal Model machine (GUM): code auto-generation 
for new physics models

37

[2107.00030]

Technical features
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• Basic building blocks: module functions 

• A physics module: a collection of module 
functions related to the same physics topic


• Each module function has a single capability 
(what it calculates) 


• A module function can have dependencies on 
the results of other module functions


• A module function can declare which models it 
can work with 

• GAMBIT determines which module functions 
should be run in which order for a given scan 
(dependency resolution) 

Dependency resolution
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Dependency resolution
40
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Function: primary_parameters
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Fig. 5: An example dependency tree generated in the initial-
isation stage of a GAMBIT scan. Each block corresponds to a
single module function, with the red text indicating its capa-
bility. Arrows indicate resolution of dependencies of di�erent
module functions with the results of others. The functions se-
lected by the dependency resolver to provide the observables
and likelihoods requested in the ObsLikes section of the scan’s
input YAML file are shaded in green. Module functions shown
shaded in purple are nested module functions. These run
in an automatically-parallelised loop managed by a loop man-
ager function, which is shown shaded in blue. This example
is included in the GAMBIT distribution as spartan.yaml; see
Sec. 12.1 for more details. Figures like this can be generated
for any scan by following the instructions provided after calling
GAMBIT with the -d switch; see Sec. 6.1 for details.

6. Adopt the Rules specified in the initialisation file (see
Sec. 6.5), removing non-matching module functions
from the list.

7. If exactly one module function is left on the list,
resolve the quantity requested by the target function
with the capability provided by that module function.
This automatically connects the pipe of the target
function to the result of the resolving function.

8. If the resolving function was not already activated
for the scan, activate it and add its dependencies to
the dependency queue (with the resolving function
as new target function).

9. Resolve backend requirements, as described below.
10. Resolve module function options, as described below.
11. Repeat from step 3 until the dependency queue is

empty.

7.2 Evaluation order

After building up the dependency tree of module func-
tions, the dependency resolver determines the initial
runtime ordering of its chosen module functions. An
obvious minimal requirement is that if the output of

module function A is required by module function B, A
is evaluated before B. We do this by topologically sort-
ing the directed dependency tree, using graph-theoretic
methods from the Boost Graph Library18.

In most cases, the evaluation order of the observables
and likelihoods listed in the ObsLikes section (Sec. 6.4)
remains unconstrained by the topological sorting. The
dependency resolver first orders the likelihoods by es-
timating the expected evaluation time for each one,
including all dependent module functions, along with
the probability that each likelihood will invalidate a
point. (A point may be invalidated if the likelihood is
extremely close to zero, the point is unphysical, etc.)
These estimates are based on the runtime and invalida-
tion frequency of the previously calculated points, and
updated on the fly during the scan. The dependency
resolver then sorts the evaluation order of likelihoods
such that the expected average time until a point is in-
validated is minimised. In practice this means that, for
instance, the relatively fast checks for consistency of a
model with physicality constraints, such as perturbativ-
ity and the absence of tachyons, would be automatically
performed before the often time-consuming evaluation
of collider constraints. This gives a significant e�ciency
gain in a large scan, because expensive likelihoods are
not even evaluated for points found to be invalid or
su�ciently unlikely on the basis of faster likelihoods.

Observables not associated with likelihoods used to
drive a scan (cf. 6.4) are always calculated after the
likelihood components, as they do not have the power to
completely invalidate a model point. Invalid observable
calculations can still be flagged, but they will not trigger
the termination of all remaining calculations for that
point in the way that an invalid likelihood component
will.

7.3 Resolution of backend requirements

Resolving backend requirements is in some sense a lot
easier than resolving module function dependencies, in
that backend requirements cannot themselves have ex-
plicit backend requirements or dependencies, so there is
no equivalent of the dependency tree to build. However,
the ability to specify groups of backend functions from
which only one requirement must be resolved, along
with rules that apply to them (Sec. 3.1.3), especially
the declaration that backend requirements that share a
certain tag must be resolved from the same backend —
without necessarily specifying which backend — makes
backend resolution a uniquely challenging problem.

18http://www.boost.org/doc/libs/1_63_0/libs/graph/doc/
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Dependency resolution
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Fig. 3: Left: Joint profile likelihoods in the µ–M1 (top) and M2–m
f̃

planes (bottom). Stars indicate the point of highest likelihood
in each plain, and white contours correspond to the 1‡ and 2‡ CL regions with respect to the best-fit point. Right: Coloured regions
indicating in which parts of the 2‡ best-fit region di�erent co-annihilation and funnel mechanisms contribute to keeping the relic
density low. The best-fit point in each region is indicated by a star with the corresponding colour.

of Fig. 3). Because the MSSM7 employs a common
sfermion soft-mass parameter m

2
f̃

at the input scale
(Q = 1 TeV in our case), mass splittings among di�er-
ent sfermions are mostly generated by varying amounts
of mixing. In comparison, the contribution from RGE
running from Q = 1 TeV to Q = MSUSY, which splits
m

2
f̃

into individual soft masses, is generally subdomi-
nant.

In the tree-level stop mass matrix the o�-
diagonal element is vyt(Au3 sin — ≠ µ cos —), while it
is vyb,· (Ad3 cos — ≠ µ sin —) in the sbottom and stau
mass matrices, where yt,b,· are the fermion Yukawa cou-
plings and v ¥ 246 GeV. Because increased left-right
mixing reduces the mass of the lighter of the two mass
eigenstates, the large top Yukawa ensures that t̃1 is the

lightest sfermion across most of the allowed parameter
space (including for models that exhibit sbottom co-
annihilation). With 3 Æ tan — Æ 70 the terms Au3 sin —

(stop) and µ sin — (sbottom and stau) dominate the
sfermion mixing in large regions of parameter space.
The dependence on large µ to obtain a sbottom mass
significantly lower than the mass set by the common
m

f̃
parameter explains why the sbottom co-annihilation

region does not extend as far to small µ as the stop co-
annihilation region in Fig. 3. Also, since yb ¥ 2.5y· , the
lightest stau remains heavier than the lightest sbottom
in the regions of parameter space with large mixing for
the down-type sfermions, which explains the absence
of any region dominated by stau co-annihilation in our
results.
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Fig. 2: Left: The profile likelihood ratio in the CMSSM, for m0 and m1/2 (top) and tan — and A0 (bottom), with explicit 68%
and 95% CL contour lines drawn in white, and the best fit point indicated by a star. Right: Colour-coding shows the mechanisms
active in models within the 95% CL contour for avoiding thermal overproduction of neutralino dark matter, through either
chargino co-annihilation, resonant annihilation via the A/H funnel, or stop co-annihilation. Other potential mechanisms (e.g. stau
co-annihilation) are not present, as they do not lie within the 95% CL contour.

We now see that relaxing the relic density con-
straint to an upper limit opens up a much richer set of
phenomenologically-viable scenarios, with lighter Hig-
gsino or mixed Higgino-bino LSPs. From the perspective
of global fits, treating the relic density as an upper bound
is a conservative approach, and allows us to test whether
the preference for heavy spectra found in recent studies
[115, 146, 308] persists even when a greater variety of
light LSPs is permitted.

The right panel of Fig. 1 shows that at 95% CL,
all of the identified annihilation mechanisms (stop co-
annihilation, A/H-funnel and chargino co-annihilation)
permit solutions where the measured relic density is fully
accounted for, as well as scenarios where only a very

small fraction of the DM relic abundance is explained
in the CMSSM. The fit does not demonstrate any clear
preference for the relic density to be under-abundant or
very close to the measured value. Looking at the top
of this plot, we indeed see the established picture for
chargino co-annihilation discussed above, where a pure
Higgsino DM candidate should have a mass of around
1 TeV to fit the observed relic density.

In Fig. 2, we show 2D CMSSM joint profile likeli-
hoods for m0 and m1/2, as well as for tan — and A0.
Here the plots include both positive and negative µ, and
are again coloured by relic density mechanism. We see
a large region of high likelihood at large m0 and m1/2,
consisting of overlapping chargino co-annihilation and

Scalar Higgs portal DM: 1705.07931 Scalar Higgs portal DM w/ vac. 
stability: 1806.11281

Vector and fermion Higgs portal DM: 
1808.10465

EW-MSSM: 1809.02097 Axion-like particles: 1810.07192 Right-handed neutrinos: 1908.02302

Flavour EFT: 2006.03489 More axion-like particles: 2007.05517 Neutrinos and cosmo: 2009.03287 Dark matter EFTs: 2106.02056

Cosmo ALPs: 2205.13549 Simplified DM, scalar/fermion: 
2209.13266

Simplified DM, vector: 2303.08351 EW-MSSM w/ light gravitino: 
2303.09082

Plus new results 
on sub-GeV DM! 
[2405.17548]
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Fig. 3: Left: Joint profile likelihoods in the µ–M1 (top) and M2–m
f̃

planes (bottom). Stars indicate the point of highest likelihood
in each plain, and white contours correspond to the 1‡ and 2‡ CL regions with respect to the best-fit point. Right: Coloured regions
indicating in which parts of the 2‡ best-fit region di�erent co-annihilation and funnel mechanisms contribute to keeping the relic
density low. The best-fit point in each region is indicated by a star with the corresponding colour.

of Fig. 3). Because the MSSM7 employs a common
sfermion soft-mass parameter m

2
f̃

at the input scale
(Q = 1 TeV in our case), mass splittings among di�er-
ent sfermions are mostly generated by varying amounts
of mixing. In comparison, the contribution from RGE
running from Q = 1 TeV to Q = MSUSY, which splits
m

2
f̃

into individual soft masses, is generally subdomi-
nant.

In the tree-level stop mass matrix the o�-
diagonal element is vyt(Au3 sin — ≠ µ cos —), while it
is vyb,· (Ad3 cos — ≠ µ sin —) in the sbottom and stau
mass matrices, where yt,b,· are the fermion Yukawa cou-
plings and v ¥ 246 GeV. Because increased left-right
mixing reduces the mass of the lighter of the two mass
eigenstates, the large top Yukawa ensures that t̃1 is the

lightest sfermion across most of the allowed parameter
space (including for models that exhibit sbottom co-
annihilation). With 3 Æ tan — Æ 70 the terms Au3 sin —

(stop) and µ sin — (sbottom and stau) dominate the
sfermion mixing in large regions of parameter space.
The dependence on large µ to obtain a sbottom mass
significantly lower than the mass set by the common
m

f̃
parameter explains why the sbottom co-annihilation

region does not extend as far to small µ as the stop co-
annihilation region in Fig. 3. Also, since yb ¥ 2.5y· , the
lightest stau remains heavier than the lightest sbottom
in the regions of parameter space with large mixing for
the down-type sfermions, which explains the absence
of any region dominated by stau co-annihilation in our
results.
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and 95% CL contour lines drawn in white, and the best fit point indicated by a star. Right: Colour-coding shows the mechanisms
active in models within the 95% CL contour for avoiding thermal overproduction of neutralino dark matter, through either
chargino co-annihilation, resonant annihilation via the A/H funnel, or stop co-annihilation. Other potential mechanisms (e.g. stau
co-annihilation) are not present, as they do not lie within the 95% CL contour.

We now see that relaxing the relic density con-
straint to an upper limit opens up a much richer set of
phenomenologically-viable scenarios, with lighter Hig-
gsino or mixed Higgino-bino LSPs. From the perspective
of global fits, treating the relic density as an upper bound
is a conservative approach, and allows us to test whether
the preference for heavy spectra found in recent studies
[115, 146, 308] persists even when a greater variety of
light LSPs is permitted.

The right panel of Fig. 1 shows that at 95% CL,
all of the identified annihilation mechanisms (stop co-
annihilation, A/H-funnel and chargino co-annihilation)
permit solutions where the measured relic density is fully
accounted for, as well as scenarios where only a very

small fraction of the DM relic abundance is explained
in the CMSSM. The fit does not demonstrate any clear
preference for the relic density to be under-abundant or
very close to the measured value. Looking at the top
of this plot, we indeed see the established picture for
chargino co-annihilation discussed above, where a pure
Higgsino DM candidate should have a mass of around
1 TeV to fit the observed relic density.

In Fig. 2, we show 2D CMSSM joint profile likeli-
hoods for m0 and m1/2, as well as for tan — and A0.
Here the plots include both positive and negative µ, and
are again coloured by relic density mechanism. We see
a large region of high likelihood at large m0 and m1/2,
consisting of overlapping chargino co-annihilation and
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1808.10465

EW-MSSM: 1809.02097 Axion-like particles: 1810.07192 Right-handed neutrinos: 1908.02302

Flavour EFT: 2006.03489 More axion-like particles: 2007.05517 Neutrinos and cosmo: 2009.03287 Dark matter EFTs: 2106.02056

Cosmo ALPs: 2205.13549 Simplified DM, scalar/fermion: 
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Simplified DM, vector: 2303.08351 EW-MSSM w/ light gravitino: 
2303.09082

Plus new results 
on sub-GeV DM! 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Simulation-based EWino fits with GAMBIT
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Question:  
What are the 13 TeV collider constraints on the  

chargino/neutralino sector of the MSSM? 
(MSSM ≠ simplified model)


Method:  
—  Scan 4D EWino parameter space w/ adaptive sampler

—  At every point: Run MC simulations of 13 TeV searches


— Calculate joint likelihood function for all searches 
— Produce profile likelihood plots


Main challenges: 
— Computational cost


— Reproduce ATLAS/CMS searches w/ sufficient accuracy 

G AM B I T
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• For each parameter point in a scan:  

• Run Pythia simulations of all relevant SUSY processes

• Pass events through fast detector simulation  

(four-vector smearing + efficiencies)

• Pass events through our implementations of ATLAS 

and CMS searches

• → signal predictions for all SRs


• Compute a combined likelihood for the parameter point

• We combine as many analyses and SRs as we 

reasonably can, given available info 

• Plus an analogous pipeline for measurements, using  
Rivet + Contur


ColliderBit
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EWMSSM 

• MSSM w/ neutralinos and charginos 
within LHC reach


• 6 SUSY particles below 1.5 TeV:  
4 neutralinos, 2 charginos


• 4D theory parameter space:  
M1, M2, mu, tan beta

Two models: EWMSSM and G-EWMSSM

G-EWMSSM 

• EWMSSM + near-massless gravitino 
(1eV gravitino, for prompt decays)


• 7 SUSY particles below 1.5 TeV: 
4 neutralinos, 2 charginos, 1 gravitino


• Same 4D parameter space, quite 
different collider pheno

G AM B I T
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Back in 2019: EWMSSM 

★

EWMSSM. 1σ and 2σ CL regions. GAMBIT 1.2.0
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Identified a possible explanation for a   
pattern of (at the time interesting) excesses  
across multiple ATLAS searches  

Comparing to SM rather than to the best-fit point: 
Found that no point in the chargino-neutralino 
mass plane was conclusively ruled out at that time

[1809.02097] 
- 12 ATLAS/CMS searches 
- LEP cross-section limits

G AM B I T
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2023: G-EWMSSM

Scenario with light higgsinos →  Z/H + gravitino 
could partly fit small excesses in searches for 
leptons + MET and b-jets + MET

Comparing to SM rather than to the best-fit point: 
Strong constraints, but several scenarios survive

[2303.09082] 
- 27 ATLAS/CMS searches 
- Many «SM measurements» 
- LEP cross-section limits

G AM B I T
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2023: G-EWMSSM

Profile likelihoods can be complicated:  
Neighbouring points in e.g. a mass plane can 
belong to very different theoretical scenarios  

[2303.09082] 
- 27 ATLAS/CMS searches 
- Many «SM measurements» 
- LEP cross-section limits

G AM B I T
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[2402.01392] Quite similar scenarios

G AM B I T
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Ongoing work: EWMSSM and G-EWMSSM after Run 2

G AM B I T
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G-EWMSSM: Preliminary 

Compared to 2023 G-EWMSSM study:

[2303.09082]

PRELIMINARY
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Summary
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• How can we maximise the scientific impact of experimental results? 
• Reinterpret experimental results in terms of many (realistic) theories

• Combine constraints from many experiments in a statistically sound way

• → Do global fits! 


• GAMBIT is an open-source tool for large-scale BSM global fits

• Most recent GAMBIT results: 


• Here: LHC impact on SUSY w/ light gravitino [2303.09082]

• Sub-GeV dark matter [2405.17548]  


• More results in the pipeline  
• Neutrinos, DM, SUSY after LHC Run 2, THDMs, …


• Got a neat idea for a global fit study? Got a new, shiny code for computing some 
theory prediction or likelihood? Do get in touch :)


• gambitbsm.org

http://gambitbsm.org
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Models Core ScannerBit

Simple C, C++, Fortran, Python 
interface libraries

A single interface module

Your objective function here

Soon public: GAMBIT-light

Diver, PolyChord, MultiNest, 
TWalk, Minuit, jswarm, emcee, 
ultranest, scipy.optimize, …

G AM B I T
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G-EWMSSM: Preliminary 
- 34 ATLAS/CMS searches 
- LEP cross-section limits 
- TODO: SM measurements

Lowest-mass non-excluded higgsino scenarios violate the common  
simplified model assumption that N2/C1 always decay to N1 + soft stuff  

PRELIMINARYPRELIMINARYPRELIMINARY
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G-EWMSSM: Preliminary 
- 34 ATLAS/CMS searches 
- LEP cross-section limits 
- TODO: SM measurements

…and these scenarions are higgino-bino mixture scenarios (M1 ~ mu)   

PRELIMINARYPRELIMINARY
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Reminder:  
Theory space is a strange, implausible place 

[hep-ph/9709356]

• «Everyone» would assign negligible prior belief to almost 
all points in the low-scale MSSM parameter space 

• MSSM expresses our ignorance of SUSY breaking


• Any «elegant»/«economic»/«reasonable» high-scale model 
maps to some tiny subspace of the low-scale MSSM


• And any simplified model plane maps to some strange 
hypersurface through low-scale MSSM 
 


• A «large» exclusion in simplified model space:


• Maybe large, maybe small impact on MSSM 

• A «large» exclusion in low-scale MSSM


• Maybe decisive, maybe negligible impact on the 
space of plausible high-scale models 
  



60

3

methodology, adopted priors and statistical framework.
In Sec. 3, we then give a brief summary of the observ-
ables and likelihoods that we employ. We present our
main results in Sec. 4 and briefly consider the implica-
tions for DM in Sec. 5 before presenting final conclusions
in Sec. 6. All GAMBIT input files, generated likelihood
samples and best-fit benchmarks for this paper are pub-
licly available online through Zenodo [62].

2 Model and fitting framework

2.1 Model definition

In this study we investigate the electroweakino sector
of the MSSM. This sector is composed of Higgsinos
(H̃0

u
, H̃

+
u

, H̃
≠
d

, H̃
0
d
) and electroweak gauginos: the bino

(B̃) and winos (W̃ 0
, W̃

+
, W̃

≠). The neutral states mix
together to form neutralinos, while the charged states
mix to form charginos. The Lagrangian density therefore
includes

LEWino = ≠
1
2(Â0)T

MN Â
0

≠
1
2(Â±)T

MCÂ
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where
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0
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± = (W̃ +
, H̃

+
u

, W̃
≠

, H̃
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and the neutralino mass matrix is

MN =

Q
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1
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vs—
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1
2 gvc— 0 ≠µ

1
2 g

Õ
vs— ≠

1
2 gvs— ≠µ 0

R

ddb . (3)

Here s— = sin — and c— = cos —, and the SU(2) and
U(1)Y gauge couplings, g and g

Õ, and the electroweak
VEV, v are fixed from data while the ratio tan — = vu/vd

is a free parameter.
Similarly, the chargino mass matrix may be written

as

MC =
3

0 X
T

X 0

4
, where X =

A
M2

gvs—Ô
2

gvc—Ô
2 µ

B
. (4)

Therefore the electroweakinos can be described using
just the four electroweakino parameters mentioned in
the introduction: M1, M2, µ and tan —.

An electroweakino e�ective field theory (EFT) can be
constructed by including additional light states, namely
the SM fermions, gauge bosons and a SM-like Higgs
boson. As with g and g

Õ, the SU(3) gauge coupling and
SM Yukawa couplings can be fixed from data. The Higgs
potential parameters can be fixed by imposing the min-
imisation condition and requiring that the Higgs mass
is fixed to its measured value mh = 125.09 GeV [63].

Note that in the MSSM, the quartic couplings in
the Higgs potential are fixed by SM gauge couplings,
allowing the Higgs mass to be calculated given a value
of tan —. To find mh ƒ 125 GeV over a range of input
tan —, one would then have to vary additional MSSM
parameters. We choose to instead fix the Higgs mass, in
the spirit of interpreting the results in an electroweakino
EFT rather than any specific MSSM ultraviolet com-
pletion. This avoids introducing additional degrees of
freedom that are not part of the electroweakino sector.

In principle it is possible to perform all calculations
in such an electroweakino EFT. In practise, it is simpler
to use an MSSM model where the rest of the states
are heavy and decoupled, and make use of existing
MSSM tools for computing e.g. electroweakino decays.
We implement this model within the GAMBIT MSSM
model hierarchy, in which the user may define child
models of more general scenarios. The GAMBIT SUSY
models include a chain of scenarios in which the MSSM
soft SUSY-breaking Lagrangian parameters are defined
at some scale Q, which one typically sets to be near
the weak scale. The most general model has 63 free
parameters: the gaugino masses M1, M2, and M3, the
trilinear coupling matrices Au, Ad and Ae (9 parameters
each), the squared soft sfermion mass matrices m2

Q
,

m2
u
, m2

d
, m2

L
and m2

e
(6 parameters each), and three

additional parameters describing the Higgs sector.
In this work we define the dimensionful parameters

at the SUSY scale Q = MSUSY = 3 TeV. We set all
trilinear couplings to zero. We take all diagonal entries
of the squared soft sfermion mass matrices to be M

2
SUSY,

and all o�-diagonal entries to be zero. We adopt a value
of 5 TeV for both the pseudo-scalar Higgs mass mA and
the gluino mass parameter M3. We choose these values in
order to e�ectively decouple all sparticles except for the
electroweakinos. Their precise values are not significant,
and simply serve to push the model into the decoupling
regime. In this way, we fix all MSSM parameters except
the four free parameters of the EWMSSM given in
Table 1.

In this model we also assume that R-parity is either
conserved or broken su�ciently weakly that the lightest
supersymmetric particle (LSP) is metastable on detector
timescales; we thus discard all parameter combinations
where the LSP is not a neutralino.

2.2 Global fitting framework

The fits that we present in this paper are done with
GAMBIT [64–69] 1.2.0. The LHC and LEP constraints
that we apply come from ColliderBit [65] and the invisible
width constraints are from DecayBit [68]. Both rely on
spectrum calculations carried out with SpecBit [68]. All
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electroweakinos. Their precise values are not significant,
and simply serve to push the model into the decoupling
regime. In this way, we fix all MSSM parameters except
the four free parameters of the EWMSSM given in
Table 1.

In this model we also assume that R-parity is either
conserved or broken su�ciently weakly that the lightest
supersymmetric particle (LSP) is metastable on detector
timescales; we thus discard all parameter combinations
where the LSP is not a neutralino.

2.2 Global fitting framework

The fits that we present in this paper are done with
GAMBIT [64–69] 1.2.0. The LHC and LEP constraints
that we apply come from ColliderBit [65] and the invisible
width constraints are from DecayBit [68]. Both rely on
spectrum calculations carried out with SpecBit [68]. All

M1 M2 µ tan�

Neutralinos

Charginos

Parameter space
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Fig. 1: Profile likelihood in the (mV , ⁄hV ) plane for vector DM. Contour lines show the 1 and 2‡ confidence regions. The left panel
gives an enhanced view of the resonance region around mV ≥ mh/2. The right panel shows the full parameter space explored in our
fits. The greyed out region shows points that do not satisfy Eq. (30), the white star shows the best-fit point, and the edges of the
preferred parameter space along which the model reproduces the entire observed relic density are indicated with orange annotations.

∆ ln L
Log-likelihood contribution Ideal Vµ Vµ + RD ‰ ‰ + RD Â Â + RD
Relic density 5.989 0.000 0.106 0.000 0.107 0.000 0.109
Higgs invisible width 0.000 0.000 0.000 0.000 0.001 0.000 0.000
“ rays (Fermi-LAT dwarfs) ≠33.244 0.105 0.105 0.102 0.120 0.129 0.136
LUX 2016 (Run II) ≠1.467 0.003 0.003 0.020 0.000 0.028 0.033
PandaX 2016 ≠1.886 0.002 0.002 0.013 0.000 0.018 0.021
PandaX 2017 ≠1.550 0.004 0.004 0.028 0.000 0.039 0.046
XENON1T 2018 ≠3.440 0.208 0.208 0.143 0.211 0.087 0.072
CDMSlite ≠16.678 0.000 0.000 0.000 0.000 0.000 0.000
CRESST-II ≠27.224 0.000 0.000 0.000 0.000 0.000 0.000
PICO-60 2017 0.000 0.000 0.000 0.000 0.000 0.000 0.000
DarkSide-50 2018 ≠0.090 0.000 0.000 0.002 0.000 0.005 0.006
IceCube 79-string 0.000 0.000 0.000 0.000 0.000 0.001 0.001
Hadronic elements ‡s, ‡l ≠6.625 0.000 0.000 0.000 0.000 0.000 0.004
Local DM density fl0 1.142 0.000 0.000 0.000 0.000 0.000 0.001
Most probable DM speed vpeak ≠2.998 0.000 0.000 0.000 0.000 0.000 0.003
Galactic escape speed vesc ≠4.382 0.000 0.000 0.000 0.000 0.000 0.001
–s 5.894 0.000 0.000 0.000 0.000 0.000 0.001
Higgs mass 0.508 0.000 0.000 0.000 0.000 0.000 0.000
Total ≠86.051 0.322 0.428 0.308 0.439 0.307 0.434

Table 6: Contributions to the delta log-likelihood (∆ ln L) at the best-fit point for the vector, Majorana and Dirac DM, compared
to an ‘ideal’ case, both with and without the requirement of saturating the observed relic density (RD). Here ‘ideal’ is defined
as the central observed value for detections, and the background-only likelihood for exclusions. Note that many likelihoods are
dimensionful, so their absolute values are less meaningful than any o�set with respect to another point (for more details, see Sec.
8.3 of Ref. [81]).

5 Results

5.1 Profile likelihoods

In this section, we present profile likelihoods from the
combination of all Diver and T-Walk scans for the vec-
tor, Majorana and Dirac models. Profile likelihoods
in the vector model parameters are shown in Fig. 1,
with key observables rescaled to the predicted DM relic
abundance in Fig. 2. Majorana model parameter profile

likelihoods are shown in Figs. 3 and 4, with observables
in Fig. 5. For the Dirac model, we simply show the
mass-coupling plane in Fig. 6, as the relevant physics
and results are virtually identical to the Majorana case.

5.1.1 Vector model

Fig. 1 shows that the resonance region is tightly con-
strained by the Higgs invisible width from the upper-left
when mV < mh/2, by the relic density constraint from
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Fig. 7: Marginalised posterior distributions in the (mV , ⁄hV ) plane for vector DM. Contour lines show the 1 and 2‡ credible
regions. The left panel gives the result of a scan restricted to the resonance region around mV ≥ mh/2. The right panel shows
a full-range parameter scan. The low-mass mode is su�ciently disfavoured in the full-range scan that it does not appear in the
righthand panel. The greyed out region shows points that do not satisfy Eq. (30). The posterior mean is shown by a white circle,
while the maximum likelihood point is shown as a white star. The edges of the preferred parameter space along which the model
reproduces the entire observed relic density are indicated with orange annotations.

to be within 1‡ of the Planck value, the p-value be-
comes p ¥ 0.35–0.65. For both the Majorana and Dirac
fermion models, we also find p ¥ 0.4–0.7, falling to 0.35–
0.65 with the relic density requirement. All of these are
completely acceptable p-values.

5.2 Marginal posteriors

The marginal posterior automatically penalises fine-
tuning, as upon integration of the posterior, regions
with a limited ‘volume of support’ over the parameters
that were integrated over are suppressed.11 As usual,
the marginal posteriors depend upon the choice of priors
for the free model parameters, which are summarised in
Tables 3 and 4. We choose flat priors where parameters
are strongly restricted to a particular scale, such as the
mixing parameter and the DM mass in scans restricted
to the low-mass region. For other parameters, in order
to avoid favouring a particular scale we employ logarith-
mic priors. Note that in this treatment for the fermionic
DM models we have not chosen priors that favour the
CP-conserving case. We instead present posteriors for
this well motivated case separately, and later in section
6 we perform a Bayesian model comparison between a
CP-conserving fermionic DM model and the full model
considered here.

11By ‘volume of support’, we mean the regions of the parameter
space that have a non-negligible likelihood times prior density.

5.2.1 Vector model

To obtain the marginal posterior distributions, we per-
form separate T-Walk scans for the low and high mass
regimes, shown in Fig. 7. Within each region we plot
the relative posterior probability across the parameter
ranges of interest.

In the left panel of Fig. 7, the scan of the resonance
region shows that the neck region is disfavoured after
marginalising over the nuisance parameters, particularly
mh, which sets the width of the neck. This dilutes the
allowed region due to volume e�ects.

In the full-mass-range scan, the fine-tuned nature
of the resonance region is clearly evident. Although
the best-fit point in the profile likelihood lies in the
resonance region, the posterior mass is so small in the
entire resonance region that it drops out of the global
2‡ credible interval.

5.2.2 Majorana fermion model

As already seen in the profile likelihoods, for the case
of Majorana fermion DM, the presence of the mixing
parameter › leads to a substantial increase in the pre-
ferred parameter region (see Fig. 8). In the resonance
region (left panel), there is now a thin neck-like region
at m‰ ¥ mh/2. This neck region is the same one seen
in both the scalar and vector profile likelihoods, but
falls within the 2‡ credible region of the Majorana pos-
terior, as the admittance of › reduces direct detection
constraints (Eq. 25), softening the penalisation from in-

[arxiv:1808.10465]

Typical result: 
Parameter estimation, presented as profile likelihood and/or posterior density plots
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Back in 2019: EWMSSM
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Identified a possible explanation for a   
pattern of (at the time interesting) excesses  
across multiple ATLAS searches  

Found that no point in the low-mass chargino-
neutralino mass plane was conclusively ruled out at 
that time. 

EWMSSM. 1σ and 2σ CL regions. GAMBIT 1.2.0
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Interpretation: For every point in the mass plane, there is at least one point in the  
MSSM parameter space that fits the data as well as (or better than) the SM expectation.  
 
This does not tell us anything about the size of the viable parameter space…
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