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hard scattering processes in hadronic collisions
the cross section for the production of a back-to-back pair of hard partons in a hadronic collision can be written
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•high-pt processes result from interaction between parton 
constituents [quarks and gluons] of the incoming hadrons
•parton content of hadrons described by parton distribution 
functions [PDFs]

๏non-perturbative objects
๏scale [Q2] dependence driven [perturbatively] by DGLAP 

evolution
๏universal, determined from global data fits
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•partonic cross section 
๏does not depend on the details of the hadronic wave 

functions [factorization]
๏only involves high momentum transfers [short distance 

and time scales]; all low momentum scales in the PDFs
๏can be calculated to any order in perturbation theory
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hard scattering processes in hadronic collisions

� what is factorized into the PDFs depends on the perturbative order to which partonic cross-section is calculated 
[must be done consistently :: always be suspicious of calculations that mix perturbative orders – most likely they 
do not make sense]

� in principle three momentum scales [of the same order] are involved

�� factorization scale μF [separation between long- and short-distance physics] at which PDFs are evaluated

�� renormalization scale μR at which the coupling is calculated

�� hard scale Q2 that characterizes parton-parton scattering
� the relation between these scales is fixed by higher order calculations :: to all orders the cross section does not 

depend on μF and μR

� a standard approximation is to take [at LO] μF = μR = Q2 :: their relative variation [by a factor 2, say] estimates 
theoretical uncertainty

the cross section for the production of a back-to-back pair of hard partons in a hadronic collision can be written
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•fragmentation function [generic]
๏probability distribution for parton k to result in ‘state’ X 

carrying fraction z of parton’s momentum
๏encodes [perturbative] branching and [non-perturbative] 

hadronization 
๏in principle depends on separate scale μfrag [set here to Q2] 

branching of hard parton
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outgoing [virtual] high-pt parton relaxes virtuality down to hadronization scale by branching

branching independent of parton’s previous history [i.e. it also factorizes]

•X=parton
๏fragmentation function only includes parton branching
๏[perturbative] DGLAP-like evolution towards lower Q2  

•X=hadrons [or jets]
๏fragmentation function includes hadronization
๏constrained from global fits to data [since factorizable and universal] with evolution 

still driven by DGLAP [analogous to PDFs]
๏different in MC event generators

➡evolution [branching] down to hadronization scale followed by hadronization 
prescription [Lund strings, cluster, local parton-hadron duality]



[perturbative] partonic branching

evolution of the momentum fraction distribution of partons produced from original parton i
resums multiple branchings to leading logarithmic order O[(αs log Q2)n]

parton splitting function :: probability of parton i to come from splitting of  parton j

probabilistic interpretation clearer from integral formulation [also useful for numerical MC implementation]
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where a summation over flavors is implicit – see e.g. [50] for an explicit
expression including kinematical limits, etc. For proton-proton collisions,
parton distribution functions, fi/p(x,Q2), and vacuum fragmentation func-
tions, Dvac

k→h(z, µ2
F ), are known from global fits to experimental data using

the DGLAP evolution equations [12]. In the nuclear case, the PDFs are
known from similar global fits [22, 23, 24, 25, 26, 27, 28]. On the other
hand, the FF, Dmed

k→h(z, µ2
F ), contain the information about the medium we

want to study. In the following we explain how the formalism of medium-
induced gluon radiation can be implemented in (99) to compute the medium
modification of the fragmentation functions and how to use them to char-
acterize the medium properties.

6.1. Medium-modified fragmentation functions

The theoretical description of the fragmentation of a high-pT particle
in the presence of a medium is not completely known from first principle
calculations and some degree of modeling is needed. One possibility is to
include all the modifications of the fragmentation functions into a modi-
fied splitting function in the DGLAP evolution equations. For a simplified
discussion let us take into account only gluon FF – including other flavors
translate into a summation over flavors – whose DGLAP evolution is

t
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where t ≡ µ2
F and Pgg(z) is the splitting function describing the probability

that a daughter gluon has been radiated from a parent gluon with fraction
of momentum z. The probabilistic interpretation of the DGLAP evolution
is more clear from its equivalent (at LO) integral formuation (see e.g. [13])

D(x, t) = ∆(t)D(x, t0) + ∆(t)
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The first term on the right-hand side in this expression corresponds to the
contribution with no splittings between t0 and t while the second one gives
the evolution when some finite amount of radiation is present. The evolution
is controlled by the Sudakov form factors

∆(t) = exp

[

−
∫ t

t0

dt′

t′

∫

dz
αs(t′, z)

2π
P (z, t′)

]

, (102)

with the interpretation of the probability of no resolvable branching between
the two scales t and t0. The definition of the Sudakov form factors and
its probabilistic interpretation depend on the cancellation of the different
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Sudakov form factor
•probability of no resolvable splitting between scales t0 and t  
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branching + hadronization [pathway #1]
include hadronization in the definition of fragmentation functions h

•scale evolution still DGLAP-like driven [as before]
•hadronization not understood from first principles

๏non-perturbative information in evolution initial conditions
๏constrained from data global fit
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branching + hadronization [pathway #2]
Monte Carlo event generators [PYTHIA, HERWIG] proceed differently

•probabilistic implementation of evolution [parton shower] with the Sudakov form factors 
๏down to hadronization scale [∼ 1 GeV]

•identification of colour singlet objects [strings, clusters]
๏colour information tracked to 1/Nc accuracy [gluon = quark–antiquark pair]
๏hadronization by string-breaking/cluster decay
‣ long strings/large mass clusters lead to increased and softer multiplicity
‣ tuned to data :: ‘reproduces’ data extracted fragmentation functions
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coherent branching
so far we have assumed that successive branchings are independent

⊗

however, interferences play an important role

k1 k2 k2 k1 k1

k2

•coherence between successive splittings results in suppression of radiation of 2nd gluon at angles larger than 1st emission 
angle :: angular ordering

๏large angle 2nd gluon emissions cannot resolve quark and gluon separately :: emitted as if from initial quark 
๏gluon emission is colinearly singular :: dominated by strong hierarchy in emission angles
๏not the full story [also need energy-momentum conservation for full description] but qualitatively right



jet definition

:: properties of a good jet definition ::
• the same for experimental analysis, analytical partonic calculations and 

Monte Carlo simulations
• collinear safe [the emission of a collinear gluon does not change what is 

identified as a jet]
• IR safe [the emission of a soft gluon does not change the jet]
• is not sensitive to hadronization details

the collimated spray of particles that results from the branching of the 
original hard parton and subsequent hadronization of the fragments

in order to define a jet, a set of rules on how to group particles into 
a jet and how to assign a momentum to the jet must be specified

[Salam 2009]
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Figure 1: Illustration of collinear safety (left) and collinear unsafety in an IC-PR type algorithm
(right) together with its implication for perturbative calculations (taken from the appendix of
[33]). Partons are vertical lines, their height is proportional to their transverse momentum, and
the horizontal axis indicates rapidity.
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Figure 2: Configurations illustrating IR unsafety of IC-SM algorithms in events with a W and
two hard partons. The addition of a soft gluon converts the event from having two jets to just
one jet. In contrast to fig. 1, here the explicit angular structure is shown (rather than pt as a
function of rapidity).

to find a new stable cone. Once passed through the split–merge step this can lead to the
modification of the final jets, thus making the algorithm infrared unsafe. This is illustrated
in fig. 2: in an event (a) with just two hard partons (and a W , which balances momentum),
both partons act as seeds, there are two stable cones and two jets. The same occurs in the
(negative) infinite loop diagram (b). However, in diagram (c) where an extra soft gluon
has been emitted, the gluon provides a new seed and causes a new stable cone to be found
containing both hard partons (as long as they have similar momenta and are separated
by less than 2R). This stable cone overlaps with the two original ones and the result of
the split–merge procedure is that only one jet is found. So the number of jets depends
on the presence or absence of a soft gluon and after integration over the virtual/real soft-
gluon momentum the two-jet and one-jet cross sections each get non-cancelling infinite
contributions. This is a serious problem, just like collinear unsafety. A good discussion of
it was given in [39].
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jet resolution scale
the jet definition is completed by specifying a resolution scale [jet size]
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� define distance measures [R= ‘jet cone radius]

� sequentially recombine particles:

1. compute all dij and diB
2. find the minimum of the dij and diB
3. if it is a dij, recombine i and j into a single new particle and return to step 1.
4. otherwise, if it is a diB, declare i to a [final state] jet, and remove it from the list
5. stop when no particles remain

anti-kt jets Cacciari, Salam, Soyez, JHEP 0804 (2008) 063

most commonly used [at present] jet algorithm [also in HIC]

dij = min(1/p2
ti, 1/p2

tj)
�R2

ij

R2

diB = 1/p2
ti

�R2
ij = (yi � yj)2 + (�i � �j)2

�� jet grows around hard seeds
�� collinear branchings clustered at the beginning
�� gives circular hard jets
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Jets in collider experiments
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Optimum jet finder algorithm

Tevatron)1990)



Jet finding - jet finders
C
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MC: proton-proton - single event



Jets in collider experiments
Jets are fairly well 
known by now... and 
well described by 
theory and MC 



JET composition

Francesco Pandolfi Jet Results from CMS, 24.03.11

Particle Flow Jet Reconstruction
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14 5 Total Jet Energy Correction Factors and Uncertainties

C(praw
T , �) = CMCtruth (praw

T , �)� CResidual (praw
T · CMCtruth(praw

T , �), �) (7)

The overall jet energy correction factor and its uncertainty is shown in Fig. 12 as a function
of � for fixed jet pT values. As expected, CALO jets require a much larger correction factor
compared to the track-based algorithms. In the region beyond the tracker coverage, all jet types
are in agreement within the systematic uncertainties. Figure 13 shows the correction factors and
their uncertainty as a function of the jet pT for fixed � values. The systematic uncertainty of the
overall calibration factor is the sum in quadrature of the relative scale and the absolute scale
uncertainties. Figure 14 shows the combined uncertainty of the jet energy scale in CMS as a
function of jet pT while Fig. 15 shows the same quantity as a function of �.
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Figure 12: Total jet energy correction factor and its uncertainty (band) as a function of jet � for
two jet pT values.
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calorimeter in the data (Section 2.2), which affects both neutral and charged hadrons in the re-
gion not covered by the tracker, and of the jet pT cut applied to a steeply falling spectrum. The
next-to-most-significant deviation is a half-a-unit shift in the distribution of the number of jet
constituents. As this variable is sensitive to the details of the fragmentation modelling, such a
small deviation can actually be seen as a remarkable achievement.

The jet constituent particles were classified into seven types: charged hadrons, photons, neutral
hadrons, electrons, muons, and electromagnetic and hadronic energy deposits in the HF. For
each reconstructed jet, the jet-component energy EX is the total energy carried by the particles of
type X contained in this jet, and the jet energy fraction RX is the fraction of the jet energy carried
by the particles of type X, RX = EX/Ejet. Figures 11a and 11b show the mean jet energy fractions
for the various particle types across detector boundaries. In the tracker-covered region, charged
hadrons were found to carry on average 65% of the jet energy, photons 25% and neutral hadrons
10%. The capability of the forward calorimeter to separate the electromagnetic and hadronic
energy deposits is not yet exploited in the particle-flow algorithm, and studies show that the
fraction of hadronic energy observed in reconstructed jets is currently overestimated, both in
the data and in the simulation.

(a) (b)

Figure 11: Reconstructed jet energy fractions as a function of pseudorapidity (a) in the data
(b) and in the simulation. From bottom to top in the central region: charged hadrons, photons,
electrons, and neutral hadrons. In the forward regions: hadronic deposits, electromagnetic
deposits.

The distributions of the jet-component energies for charged hadrons, photons, and neutral
hadrons are shown in Fig. 12, separately in the barrel and in the end-caps. The small, but
visible discrepancy in the neutral-hadron-fraction distributions, especially in the endcaps, is
yet another manifestation of the over-calibration of the hadron calorimeter in the data with
respect to the simulation.

Charged Hadrons Electrons

Photons HF Hadrons

Neutral Hadrons HF EM particles

65% charged hadrons

A Typical Jet

25% photons

15% neutral 
hadrons

1-2% electrons
(conversions)

Total JES 
Correction Factor

Measure a jet?
Need to have control over all components...

Measure or “know” 
the [unknown] rest from DATA + MC



Jet: from parton to 
detector

the physics event generation
47

LHC

detector

generate hard process

add initial and final 
state radiations

add the parton 
showers

hadronize partons

let hadronic decay

add the underlying 
event

Jets

At Hadronic Colliders, quarks & gluons 
produced, evolves (parton shower, 
hadronisation) to become jets

In a cone around the initial parton: 
high density of hadrons

LHC calorimeters cannot separate all 
the incoming hadrons

Use dedicated calibration schemes 
(based on simulation in ATLAS)

Use tracking system to identify 
charged hadrons (Particle Flow in 
CMS)

4
!"#$%&'()&*+,&-.// 01&23+456%&7$*$(#548 ))

9:;<3=< 5,>+=?<

!5@?A3,B?35@&CA54

D 9:;<3=<E&

D 98A?5@&<:5F+A&G&CA8H4+@?8?35@

D I@J+AK;3@H&+L+@?<

D 7@3?38K&M?8?+&#8J38?35@&G&*3@8K&M?8?+&

#8J38?35@

D 93K+BN&C5A4&43@34B4&,38<&+L+@?<

D 2+?+=?5AE&

D #+<5KB?35@

D OA8@BK8A3?;

D !KB<?+A3@HE&

D PB?&5C&Q=5@+R +@+AH;&K5<<+<

S+ 8A+&@5? H53@H ?5 4+8<BA+ <3@HK+&:8JA5@<T

I<+ N:;<3=< +L+@?< ?5 B@J+A<?8@J >+?&+@+AH; A+=5@<?AB=?35@E

!"U&V&W! KKX&Y&>+?%&S&! >+?&>+?%&111

J(�⇤p partons) ⇥ J(�⇤p shower) ⇥ J(�⇤p hadrons) ⇥ J(�⇤p cells/tracks)



A Jet DetectorThe CMS Detector 

Matthew Nguyen (CERN)                    Jet Reconstruction with Particle Flow in HI Collisions  2 

CMS can distinguish stable particles as:  h+/-, γ, h0, µ, e 

Primary sub-detectors:  Silicon tracker, ECAL, HCAL, muon chambers 



Improvements in jet reconstruction on 
detector level => Particle flowWhat is Particle Flow? 

Matthew Nguyen (CERN)                    Jet Reconstruction with Particle Flow in HI Collisions  4 

Hint:  It’s got nothing to do with hydrodynamics 

Particle flow reconstructs all stable particle in the event:  h+/-, γ, h0, e, µ$

•  On average jets are:  
       ~ 65% charged hadrons, ~ 25% photons, ~ 10 % neutral hadrons   
•  Using the silicon tracker (vs. HCAL) to measure charged hadrons 

o  Improves resolution, avoids non-linearity  
o  Decreases sensitivity to the fragmentation pattern of jets 

•  Used extensively in ALEPH, CMS and proposed for the ILC 

Purely calorimeter jet 
vs. Particle Flow jetPerformance of PF Jets in pp 

Matthew Nguyen (CERN)                    Jet Reconstruction with Particle Flow in HI Collisions  12 

Generator-level 

Mean of  
Gaussian fit to  
 

 PF reconstructs > 95% of the jet pT 

Barrel:  |η| < 1.5 

CMS-PAS-PFT-09-001 

     Better response w.r.t. calorimeter measurement 
     ! smaller jet-energy corrections 
 

Reco pT - Gen pT

Gen pT

PYTHIA 
Better response w.r.t. 
calorimeter measurement 
=> smaller jet-energy

 corrections



Jet: energy scale & 
resolution

Bias == Scale
Width == Resolution

Control over 
the two 
crucial 

in p-p and AA 
collisions



JET: From Measured to 
meaningful...

Francesco Pandolfi Jet Results from CMS, 24.03.11

Jet Calibration: Factorized Approach

9

Raw
Jet

Calibrated
Jet

×
Offset

Correction
(pile up)

Relative
Response

(vs. η)

Absolute
Response

(vs. pT)
× × =

Additional corrections (e.g. flavour) 
are analysis dependent

Physics Object

Response =
Reco Jet pT

Response =
True Jet pT

This is an experimental enterprise!
It is a substantial effort...

Underlying event!



ATLAS Linearity with data

34

Control of the energy scale - ATLAS - linearity

ATLAS Linearity with data

34

40



Jet energy resolution
An example: proton-proton collisions

Francesco Pandolfi Jet Results from CMS, 24.03.11

Jet Resolution Measurement

❖ Dijet asymmetry method:

13
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jet-medium interactions

Casalderrey-Solana, Salgado, Introductory lectures on jet quenching, arXiv:0712.3443 [hep-ph] 
JGM, High-pt in heavy ion collisions: an abridged overview,arXiv:1202.0646 [hep-ph] 



high-pt processes in heavy ion collisions
� factorized description of hadron production at high-pt in heavy ion collisions is a, 

phenomenological consistent, working assumption
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PDFs [initial state]
•universal, non-perturbative
•scale dependence from DGLAP evolution
•determined from global fits [eA, pA]
•control of nuclear modifications essential 

[cold nuclear matter effects]
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hard partonic collision process [pQCD]
•localized on point-like scale [∼ 1/ET] 

and thus oblivious to the surrounding 
QCD medium
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FF [final state]
•high-pt partons traverse in-medium 
path length O(10 fm/c) and thus have a 
long QCD time to interact
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FF [final state]
•high-pt partons traverse in-medium 
path length O(10 fm/c) and thus have a 
long QCD time to interact
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•universal, non-perturbative
•scale dependence from DGLAP evolution
•determined from global fits [eA, pA]
•control of nuclear modifications essential 

[cold nuclear matter effects]

high-pt processes in heavy ion collisions
� factorized description of hadron production at high-pt in heavy ion collisions is a, 

phenomenological consistent, working assumption

�
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jet quenching :: the modifications effected on the propagating parton, and on its shower, by the QCD medium it traverses



dual role of jet quenching studies



dual role of jet quenching studies
� ultimately jet quenching studies [medium induced modifications of observed 

properties of high-pt properties] allow for detailed characterization of produced 
medium

�� high-pt probes are created early

�� their production mechanism is under good theoretical control

�� they can traverse a significant in-medium path length 

�� the observable consequences of probe-medium interactions encode detailed 
information on medium properties
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information on medium properties

HOWEVER 

� full potential as medium probes limited by theoretical understanding of the 
microscopic dynamics responsible for the observed modifications

�� jet quenching studies provide the necessary constraints on the dynamics 



dual role of jet quenching studies
� ultimately jet quenching studies [medium induced modifications of observed 

properties of high-pt properties] allow for detailed characterization of produced 
medium

�� high-pt probes are created early

�� their production mechanism is under good theoretical control

�� they can traverse a significant in-medium path length 

�� the observable consequences of probe-medium interactions encode detailed 
information on medium properties

HOWEVER 

� full potential as medium probes limited by theoretical understanding of the 
microscopic dynamics responsible for the observed modifications

�� jet quenching studies provide the necessary constraints on the dynamics 

what can conceivably happen to a jet that develops in the presence of a hot, dense and coloured medium?



A.Beraudo[Tue 11.45]

K.Tywoniuk [Tue 12.15]

induced radiation
•medium transfers momentum to jet components 

:: increases splitting probability and broadens radiation
:: finite quark mass vetos small angle radiation [dead cone]

•medium disturbs coherence between successive splittings
::  modified angular pattern

jet-medium interactions [jet quenching]

dynamics of emitted quanta
•transverse transport of all jet components

color exchanges with medium
•modified colour flow in the jet

:: affects hadronization irrespectively of where it occurs

modelling
•piecewise description
•first principle probabilistic or effective formulation for Monte Carlo implementation
•embedding in medium 

medium response to jet propagation
•recoil, ...

dynamics of emitted quanta
•transverse transport of all jet components

T.Renk [Tue 9.00]



observables

� jet quenching without jets

�� hadronic spectra [RAA, correlations, etc...]

�� in principle very sensitive to hadronization effects

� jet quenching with reconstructed jets

�� in principle less sensitive to hadronization details

�� mechanisms irrelevant for parton energy loss may play significant role

• a gluon radiated from the hard parton is energy lost for that parton, but not 
necessarily so for that parton’s jet

E
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<E
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� Brownian motion

� accumulated phase

� number of coherent scatterings

� gluon energy distribution

� average energy loss

parton energy loss [schematic]
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in-medium parton propagation
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h p+ p+ − k+ = (1 − z)p+

k+ = zp+

Fig. 5. The medium-induced gluon radiation diagram.

with x̄⊥ = (x⊥ + x′
⊥)/2. If the medium is large in the transverse direction,

the dependence in x̄⊥ drops.
The expression derived above is general. In the particular case of the

multiple soft scattering, we find

〈

p2
⊥
〉

=
1√
2

∫

dx+q̂(x+) (53)

Thus, we can interpret the q̂ parameter as the momentum broadening per
unit length [37].

Note also that within this approximation, in a homogeneous medium the
number particle distribution at a certain transverse position after passing
though a medium of lenght L is

N (x⊥) =

∫

dp⊥
2π

e−ix⊥p⊥N (p⊥) ∝ Tr
〈

W †(0)W (x⊥)
〉

(54)

Thus, the particle distribution follows a diffusion equation in transverse
space:

∂+N =
1

4
√

2
q̂∇2

p⊥
N . (55)

From this fact, the interpretation of q̂ as a jet transport parameter is clear.

5. The medium–induced gluon radiation

With the formalism developed in the last sections we can now compute
the medium-induced gluon radiation needed for jet quenching studies. In
this formalism, the fast particle is produced at a given point inside the
medium where the hard process, h, takes place, see Fig. 5. Then this
particle and the emitted gluon suffer multiple scattering described by the
path integral propagators (26). We will work in the approximation p+ %
k+ % k⊥ but keep terms in k2

⊥/k+ as explained in the previous section.
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x1 x2 x3 x4 xn

p p′p1 p2 p3 pn

Fig. 3. A multiple scattering eikonal trajectory

Consider the diagram of Fig. 3, where static centers of scattering are placed
at x1, x2, ... xn. Let us fix that the quark is moving in the positive x3

direction, i.e. the large component of the momentum is p+.
The contribution to the S-matrix of one scattering is

S1(p
′, p) =

∫

d4x ei(p′−p)·x ū(p′) igAa
µ(x)T aγµ u(p) (10)

Taking the eikonal limit, p ! p′, 1
2

∑

λ ūλ(p)γµuλ(p) = 2pµ and pµAa
µ !

2p+Aa
−. In order to proceed, we will assume that the fields have a small

dependence on the small coordinate x−: due to the Lorenz contraction, the
medium can be seen as a small sheet in this coordinate. Putting all together
one obtains 4

S1(p
′, p) ! 2πδ(p′+ − p+)2p+

∫

dx⊥e−ix⊥(p′
⊥−p⊥)

[

ig

∫

dx+A−(x+,x⊥)

]

,

(11)
where we have singled out with brackets the contribution of the field which
will exponentiate to give the Wilson line and the color matrix has been
omitted for clarity.

The contribution with two scatterings is given by

S2(p
′, p) =

∫

d4p1

(2π)4
d4x1d

4x2 ei(p1−p)·x1ei(p′−p1)·x2ū(p′) igAa1
µ1

(x1)T
a1γµ1 ×

× i
/p1

p2
1 + iε

igAa2
µ2

(x2)T
a2γµ2 u(p) (12)

4 Note that we neglect the p− component. In the eikonal approximation p′
− << |p⊥|,

however, the phase factor ip′
−x+ is potentially enhanced by the medium lenght. Thus,

we are implicitilly assuming that the medium is smaller than the coherence length
p−L ≈ µ2L/2p+ << 1. In the next section we will see how this assumption can be
relaxed.
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Large errors
Total errors
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1.2 strong gluon

shadowing

10-4 10-3 10-2 10-1 1
0.0
0.2
0.4
0.6
0.8
1.0
1.2

R
A V

R
A S

R
A G

R
A F

2

A = 208, Q2
0 = 1.69 GeV2

Fig. 2. Ratios of nuclear to free proton PDFs for different flavors at the initial scale
Q2

0=1.69 GeV2 from [27] with error estimates. The green line in the gluon panel is
an attempt to check the strongest gluon shadowing supported by present data.

due to the passage of the fast particle – recoil – are neglected. In this
approximation the medium can be considered as a background field.

A convenient formulation of the problem is in terms of Wilson lines

W (x) = P exp

[

ig

∫

dx+A−(x+,x)

]

(6)

describing the propagation of a particle through a medium field A−(x+x).
Its origin will be explained in the next subsection. Here we introduce the
light cone variables

x± =
1√
2

(x0 ± x3) p± =
1√
2

(p0 ± p3) (7)

So that the scalar product is

p · x = p+x− + p−x+ − p⊥ · x⊥ (8)

and the rapidity

y =
1

2
ln

[

p0 + p3

p0 − p3

]

=
1

2
ln

[

p+

p−

]

(9)

4.1. Wilson lines, eikonal approximation

A simple derivation of the Wilson line is obtained in terms of multiple
scatterings, providing a clear physical picture of the eikonal propagation.

medium as set of static localized scattering centres 

eikonal propagation [parton energy much larger than medium kicks]
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Consider the diagram of Fig. 3, where static centers of scattering are placed
at x1, x2, ... xn. Let us fix that the quark is moving in the positive x3

direction, i.e. the large component of the momentum is p+.
The contribution to the S-matrix of one scattering is

S1(p
′, p) =

∫

d4x ei(p′−p)·x ū(p′) igAa
µ(x)T aγµ u(p) (10)

Taking the eikonal limit, p ! p′, 1
2

∑

λ ūλ(p)γµuλ(p) = 2pµ and pµAa
µ !

2p+Aa
−. In order to proceed, we will assume that the fields have a small

dependence on the small coordinate x−: due to the Lorenz contraction, the
medium can be seen as a small sheet in this coordinate. Putting all together
one obtains 4

S1(p
′, p) ! 2πδ(p′+ − p+)2p+

∫

dx⊥e−ix⊥(p′
⊥−p⊥)

[

ig

∫

dx+A−(x+,x⊥)

]

,

(11)
where we have singled out with brackets the contribution of the field which
will exponentiate to give the Wilson line and the color matrix has been
omitted for clarity.

The contribution with two scatterings is given by

S2(p
′, p) =

∫

d4p1

(2π)4
d4x1d

4x2 ei(p1−p)·x1ei(p′−p1)·x2ū(p′) igAa1
µ1

(x1)T
a1γµ1 ×

× i
/p1

p2
1 + iε

igAa2
µ2

(x2)T
a2γµ2 u(p) (12)

4 Note that we neglect the p− component. In the eikonal approximation p′
− << |p⊥|,

however, the phase factor ip′
−x+ is potentially enhanced by the medium lenght. Thus,

we are implicitilly assuming that the medium is smaller than the coherence length
p−L ≈ µ2L/2p+ << 1. In the next section we will see how this assumption can be
relaxed.

beyond, but close to, eikonal propagation [allow for transverse brownian  motion] of radiated gluon
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4.2. Relaxing the eikonal approximation

In some cases, the restrictions applied in the above formulation need to
be relaxed to allow small changes in the transverse position of the prop-
agating particle. This is the case, for instance, of the medium–induced
gluon radiation, where the gluon position follows Brownian motion in the
transverse plane. The eikonal Wilson line is now replaced by the propagator

G(b, a) =

∫

Dr(x+) exp

{

i
p+

2

∫

dx+

[

dr

dx+

]2
}

W (r) (26)

This change can be derived in the multiple soft scattering presented in the
previous section. In order to do that, we have to keep the subleading p2

⊥
terms in the poles of the propagators. So, now the integration in pi− reads

∫

dp−
eip−(xi+−x(i+1)+)

2p+p− − p2
⊥ + iε

= −i
2π

2p+
Θ(x(i+1)+ − xi+)e

i
p2
⊥

2p+
((xi+−x(i+1)+)

(27)

and instead of (16) the integration in pi⊥ is gaussian, giving

∫

d2pi⊥
(2π)2

e
i

p2
⊥

2p+
((xi+−x(i+1)+)

e−ipi⊥(xi⊥−x(i+1)⊥) =

=
p+

2πi(xi+ − x(i+1)+)
exp

{

−i
p+

2

(xi⊥ − x(i+1)⊥)2

xi+ − x(i+1)+

}

(28)

Eq.(28) is the Feymann propagator of a free particle that propagates in the
transverse plane from xi⊥ at time xi+ to x(i+1)⊥ at time x(i+1)+ (see e.g.
[33]) G0(x(i+1)⊥ − xi⊥;x(i+1)+ − xi+). Thus, Eq. (28) can be expressed as

G0(x(i+1)⊥ − xi⊥;x(i+1)+ − xi+) =

∫

Dx⊥(xp) exp

{

i
p+

2

∫

dx+

[

dx⊥
dx+

]2
}

(29)
where the paths x⊥(x+) connect the two endpoints of the propagator.

The scattering matrix now reads

S(p′, p) = 2πδ(p′+ − p+)2p+

∞
∑

n=0

∫

P
n
∏

i=0

dxi+dxi⊥igA(xi+,xi⊥) ×

×G0(∆x(i+1)⊥;∆x(i+1)+)igA(x(i+1)+,x(i+1)⊥) (30)

where ∆x(i+1)⊥ = x(i+1)⊥−xi⊥, ∆x(i+1)+ = x(i+1)+−xi+. This expression
can be reorganized as

S(p′, p) = 2πδ(p′+ − p+)2p+

∫

dx⊥e−ix⊥(p′
⊥−p⊥) ×



single gluon emission [BDMPS]

building block for parton energy loss calculation [modified splitting kernel] 
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+ +

Fig. 8. The three contributions to the squared amplitude of the medium-induced
gluon radiation. The dashed line is the cut indicating the final outgoing particles.

We have made explicit the color matrix T b at the radiation vertex while it
is included as a redefinition of the external fields in the rest of the cases as
done in previous sections. We are interested in the case where the quark is
completely eikonal, so, we fix y⊥ = 0 to get

Mrad
g = − 2g

k+

∫ L+

x0+

dx+

∫

dx2
⊥e−ik⊥·x⊥W (0;x0+, x+) ×

×T bε⊥ · ∂

∂y⊥
Gb(y⊥ = 0, x+;x⊥, L+)W (0;x+, L+) (68)

The total amplitude for the medium-induced gluon radiation is then the
sum of (60) and (68)

Mrad = Mrad
q + Mrad

g . (69)

We will now compute the spectrum of radiated gluons in the presence of
a medium, including all the relevant color factors to perform the medium
averages.

5.2. The medium-induced gluon radiation

The locality of the medium averages – see also below – allows for a simple
diagramatical interpretation, in which three different cases appear when
the amplitude (69) is squared depending on the position of the radiation
vertex: when the gluon is emitted inside the medium in both amplitude and
conjugate amplitude; when it is emitted inside the medium in amplitude and
outside the medium in conjugate amplitude; and finally when the gluon is
emitted outside the medium in both amplitude and conjugate amplitude –
see Fig. 8. We take the case that x+ < x̄+ to obtain – see eqs. (71)–(76)

〈|Ma→bc|2〉 =
g2

N2 − 1
2Re

[

1

k2
+

∫ L+

x0+

dx+

∫ L+

x+

dx̄+

∫

dxdx̄ eik⊥(x−x̄) ×
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Fig. 8. The three contributions to the squared amplitude of the medium-induced
gluon radiation. The dashed line is the cut indicating the final outgoing particles.
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Fig. 9. The color structure of the medium averages in eq. (70).

〈

Waa1(0, x0+, x+)T c1
a1b1

∂

∂y
Gc1c(y = 0, x+;x, L+)Wb1b(0, x+, L+) ×

W †
bb̄1

(0, x̄+, L+)
∂

∂ȳ
Gcc̄1(x̄, L+; ȳ = 0, x̄+)T c̄1

b̄1ā1
W †

ā1a(0, x0+, x̄+)
〉

−

− 2

k+

k⊥
k2
⊥

∫ L+

x0+

dx+

∫

dxeik⊥x
〈

Waa1(0, x0+, x+)T c1
a1b1

×

∂

∂y
Gc1c(y = 0, x+;x, L+) × Wb1b(0, x+, L+)T c1

bā1
W †

ā1a(0, x0+, L+)
〉

]

+

+
4g2CR

k2
⊥

(70)

Where we have written an eikonal Wilson line W (x⊥, x1+, x2+) for each
quark propagation between positions x1+ − x2+, the gluon propagators9 by
G(x⊥, x1+;y⊥, x2+) and the corresponding vertex factors as determined in
the previous section. We have also explicitly included the color indices.

All the medium averages can be written in terms of the Wilson loop
average (43) for gluons. To see how this works, it is useful to draw the
conjugate amplitude as the Wilson line for the corresponding antiparticle
in the amplitude – see Fig. 9.

Taking into account the composition of propagators with x+ < z+ < y+

G(x⊥, x+;y⊥, y+) =

∫

dz⊥G(x⊥, x+; z⊥, z+)G(z⊥, z+;y⊥, y+) (71)

One can make the substitutions

Waa1(0, 0, x+)W †
ā1a(0, 0, x̄+) −→ W †

ā1a1
(0, x+, x̄+) (72)

9 Notice a small change of notation here on the order of the variables for the propagators
G to more easily follow the lines in the figures.



medium averages
local in longitudinal space [scattering centres are independent, no colour in between them], only 2-point 
field correlator is relevant
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×
∫

Dr(x+) exp

{

i
p+

2

∫

dx+

[

dr

dx+

]2
}

W (r) (31)

with W (x⊥) given by (6).
Eq. (31) describes the propagation of a highly energetic particle through

a medium when changes in the transverse position are allowed. The prop-
agation takes phases both from the motion in the transverse plane and the
color rotation by interaction with the medium field.

4.3. The medium averages

The S-matrices derived in the previous sections are valid for a given
configuration of the fields and should be averaged over the proper ensemble
of the medium field configurations. Several prescriptions have been used in
the literature. Here we will present two of them used for the calculation
of the jet quenching. Notice first that any physical quantity must contain,
at least, the medium average of two Wilson lines since the average is done
at the level of the cross section where only colorless states are allowed. In
general, we will be interested in quantities like

1

N
Tr〈W †(x⊥)W (y⊥)〉. (32)

Where the trace and the 1/N term correspond to average the initial color
indices – correspondingly, a factor 1/(N2−1) would appear in case of Wilson
lines in the adjoint representation.

Two main approximations to the averages (32) are used in jet quenching
phenomenology, the multiple soft scattering approximation and the opacity
expansion. Both can be understood in the multiple scattering picture we
are employing. The main assumption is that the centers of scattering are
independent, i.e. no color flow appears between scattering centers separated
more than a distance λ ∼ 1/µ, µ being a typical scale in the medium as the
Debye screening length. So, we want to calculate

1

N
Tr〈W †(x⊥)W (y⊥)〉 =

1

N
Tr
〈

exp{−ig

∫

dx+A†
−(x+,x⊥)}×

× exp{ig
∫

dx+A−(x+,y⊥)}
〉

(33)

Expanding the exponents and taking the contribution from one scattering
center, the leading contribution is quadratic in the fields – the linear con-
tributions cancels due to the color trace

P
〈

1 +
1

2
(ig)2

[
∫

dx+A†
−(x+,x⊥)

]2

+
1

2
(ig)2

[
∫

dx+A−(x+,y⊥)

]2

lectures˙jq printed on February 2, 2008 15

Fig. 4. Different contributions to the dipole cross section

Eq. (39) is the first order in an opacity expansion of the medium, the sum
of all orders exponentiate and the average (33) can be written as

1

N
Tr〈W †(x⊥)W (y⊥)〉 # exp

{

−CF

2

∫

dx+n(x+)σ(y⊥ − x⊥)

}

(40)

Eqs. (39) and (40) are the two main medium averages used in the literature
of jet quenching. In order to proceed, the functional form of the dipole
cross section needs to be specified. In the opacity expansion a Yukawa-type
elastic scattering center with Debye screening mass µ is usually taken in
(37)

|a(q)|2 =
µ2

π(q2 + µ2)
. (41)

When the number of scattering centers is very large, all of them need to be
resummed and the first orders of the opacity are not enough. In this condi-
tions, it is convenient to take the dipole cross section at leading logarithmic
accuracy [34] and write the small distance component of the cross section

σ(r) # Cr2 (42)

The proportionality factor C with the squared dipole size is usually taken to
be constant and defines the transport coefficient q̂(ξ) ≡ 2

√
2n(ξ)C, encoding

all the information about the dynamical properties of the medium. This is
the main parameter to be determined by fits to experimental data and to
be compared with theoretical calculations. The Wilson line averages define
this parameter by5

1

N2 − 1
Tr〈W A†(x⊥)W A(y⊥)〉 # exp

{

− 1

4
√

2

∫

dx+q̂(x+)(x⊥ − y⊥)2
}

.

(43)

5 The factor
√

2 is included here as the transport coefficient is usually defined in ordi-
nary coordenates, where the longitudinal distance for a ξ = z " x+/

√
2

expand Wilson lines, perform colour algebra, etc.
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Where we have defined

K (r(x+), x+; r(x̄+), x̄+) =

∫

Dr exp

[
∫ x̄+

x+

dξ

(

i
p+

2
ṙ2 − 1

2
n(ξ)σ(r)

)]

(88)
Putting all together, we obtain the radiation spectrum in the presence of a
medium.

k+
dI

dk+d2k⊥
=

αSCR

(2π)2k+
2Re

∫ L+

x0+

dx+

∫

d2x e−ik⊥·x ×

×
[

1

k+

∫ L+

x+

dx̄+ e
− 1

2

R L+
x+

dξn(ξ)σ(x) ∂

∂y
· ∂

∂x
K(y = 0, x+;x, x̄+) −

−2
k⊥
k2
⊥
· ∂

∂y
K(y = 0, x+;x, L+)

]

+
αSCR

π2

1

k2
⊥

(89)

5.3. The multiple soft scattering approximation

In section 4.3 we have presented different average procedures to solve
(89) with (88). In the multiple soft scattering approximation, valid for
opaque media, the dipole cross section is approximated by its quadratic
term and the medium averages of two Wilson lines are given by (43). In this
approximation, the path integrals (88) correspond to a harmonic oscillator
of imaginary frequency

K (r(x+), x+; r(x̄+), x̄+) =

∫

Dr exp

[

i
p+

2

∫ x̄+

x+

dξ

(

ṙ2 + i
q̂(ξ)

2
√

2p+
r2

)]

(90)
In order to proceed, we need to say something about the temporal depen-
dence of the transport coefficient. Two classes of media have been studied:
a static medium in which q̂(ξ) = q̂ is a constant; an expanding medium in
which the density of scattering centers is expected to produce a dilution
as q̂(ξ) = q̂0(ξ0/ξ)α, with α characterizing the speed of the dilution, and
α = 1 for the Bjorken scaling scenario – see Section 2.1. Explicit solutions
for this path integral and the corresponding spectrum (89) are given in the
Appendix. In the next sections we will present numerical calculations of
these spectra, study their properties and explain how they are included in
present phenomenology of jet quenching in heavy ion collisions.

5.4. Numerical results and heuristic discussion: static medium

In Fig. 10 we present the results for the double-differential medium-
induced gluon radiation spectrum for a quark traversing a static medium.
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dence of the transport coefficient. Two classes of media have been studied:
a static medium in which q̂(ξ) = q̂ is a constant; an expanding medium in
which the density of scattering centers is expected to produce a dilution
as q̂(ξ) = q̂0(ξ0/ξ)α, with α characterizing the speed of the dilution, and
α = 1 for the Bjorken scaling scenario – see Section 2.1. Explicit solutions
for this path integral and the corresponding spectrum (89) are given in the
Appendix. In the next sections we will present numerical calculations of
these spectra, study their properties and explain how they are included in
present phenomenology of jet quenching in heavy ion collisions.

5.4. Numerical results and heuristic discussion: static medium

In Fig. 10 we present the results for the double-differential medium-
induced gluon radiation spectrum for a quark traversing a static medium.



�� energy loss of leading parton → longitudinal softening

�� kt broadening

numerics
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Fig. 10. Left: numerical results for the medium induced gluon radiation spectrum
(89) of a quark in a static medium as a function of the dimensionless variables (91).
Right: Same but integrated in kt < ω

The results are given as a function of the variables

ωc ≡
1

2
q̂ L2 κ2 ≡

k2
⊥

q̂L
(91)

One important feature of the spectrum is the presence of small-k⊥ and
large-ω cuts which can be understood by the formation time of the gluon

tform " 2ω

k2
⊥

. (92)

The presence of this coherence length can be traced back to the non-eikonal
terms in the propagators (31). Recalling that these terms come from keeping
k2
⊥/2p+ corrections in the phases and translating light-cone to ordinary

variables
∏

e
i

k2
⊥

2p+
(xi+−x(i+1)+) " ei

k2
⊥

2ω
L, (93)

these contributions define the coherence time (92). When tform # L mul-
tiple incoherent collisions are present and parametrically the spectrum is
proportional to L/tform. In the opposite limit, when tform $ L the gluon
formation time is much larger than the medium size and the whole medium
acts as a single scattering center. As a result, a reduction of the gluon ra-
diation is produced in the last case. This is the generalization to QCD of
the Landau-Pomeranchuk-Migdal effect [39, 40, 45]. The numerical effect
appears clearly in Fig. 10 as a suppression of the spectrum for small val-
ues of κ2. An important consequence is that the spectrum is not collinear
divergent (i.e. it can be safely integrated to k⊥ = 0) nor infrared divergent
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opacity expansions

� it is often useful to perform calculation in the opacity expansion [GLV]

�� this is an expansion on [medium extent/elastic mean free path]

�� in practical terms it corresponds to allowing for a finite total number of medium 
interactions

�� N=1 opacity is then

�� much simpler framework

�� captures essential features

a

a1 a1

a1

a

a

(a) (c)(b)



a whole lot left to say...



Heavy-ion collisions

STAR 



4

Landau-Carruthers (blue dashed), and Landau-Wong (green dotted) formulations have distri-
butions that are narrower than the data. Therefore the longitudinal expansion of the system is
stronger than that predicted from either model. HYDJET 1.8, shown by the purple dashed line,
has been tuned to LHC data in the small |h| region. It gives a good description of dET/dh at
small |h| but overestimates the data at large |h| for central collisions. The AMPT (A Multi Phase
Transport) model [24, 25] (orange dashed line) overestimates dET/dh for central collisions but
is in rough agreement with the shape of dET/dh. For peripheral collisions there is better agree-
ment between AMPT and the data. Integrating (dET/dh)/(hNparti/2) over h between �5.2 and
5.2 gives a total measured ET per participant pair of 82± 4 GeV for the most central events. This
serves as a lower limit for the total transverse energy per nucleon pair. Extrapolating to the full
phase space gives a total transverse energy per pair of participating nucleons of 92 ± 6 GeV for
the most central events. It is clear from Fig. 1 that the magnitude of dET/dh increases rapidly
with the number of nucleons participating in the collision. One can account for the dependence
on hNparti by normalizing dET/dh by the number of participating pairs of nucleons, hNparti/2.
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Figure 1: Transverse energy density versus |h| distribution for a range of centralities of (0–
2.5)%, (20–30)%, (50–60)% and (70–80)%. The boxes show the total systematic uncertainties.
The statistical uncertainties are negligible. Also shown are a Gaussian fit and the predictions
of various models (see text).

Figure 2 shows the evolution of (dET/dh)/(hNparti/2) with hNparti for several |h| regions. At
all |h| values (dET/dh)/(hNparti/2) increases with hNparti. This figure shows that the hNparti
dependence of transverse energy density changes as a function of pseudorapidity. This effect
can be quantified by comparing peripheral (60–70)% (hNparti = 30) to central (0–2.5)% colli-
sions (hNparti = 394) at various pseudorapidities. The ratio of peripheral to central (dET/dh)/(hNparti/2)
changes from 54 ± 2% at h = 0 to 68 ± 2% at |h| = 5.0. The PHENIX collaboration at RHIC has
studied transverse energy density in AuAu collisions for |h| < 0.35 over a wide range of cen-
tralities and for psNN from 19.6 GeV to 200 GeV [20]. At psNN = 19.6 GeV(dET/dh)/(hNparti/2)
at h = 0 increases by a factor of 1.25 ± 0.17 as hNparti increases from 63.8 to 336. At psNN =
2.76 TeV this factor is found to be 1.47 ± 0.13 for a similar range of hNparti. At psNN = 2.76 TeV,
the HYDJET 1.8 code gives a good description of the centrality dependence of dET/dh at h = 0.
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Figure 2: Transverse energy density normalized by (hNparti/2) versus hNparti for PbPb col-
lisions at psNN = 2.76 TeV at several values of |h|. The bands show the total systematic un-
certainties. The statistical uncertainties are negligible. Lower energy PHENIX data are also
shown. For the most central pseudorapidity the results from the HYDJET 1.8 model are also
shown.

Figure 3 shows the energy dependence of (dET/dh)/(hNparti/2) for central collisions at h = 0.
The ET rises more quickly with the center-of-mass energy than the logarithmic dependence
used to describe data up to psNN = 200 GeV [20]. For energies between 8.7 GeV and 2.76 TeV,
dET/dh at h = 0 can be reproduced by a power-law dependence of the type sn

NN
with n ⇡ 0.2. A

similar effect has been seen in the measurement of the psNN evolution of the charged particle
multiplicity [16, 26]. The (dET/dh)/(hNparti/2) increases by a factor of 3.3 ± 0.3 from psNN =
200 GeV to 2.76 TeV. This is to be compared to a factor of 2.35 ± 0.15 for the pseudorapidity
density, dNch/dh [16, 19, 20]. CMS has measured a charged multiplicity of 1612 ± 55 for the
top 5% of the most central collisions [16]. Dividing the measured transverse energy by the
observed charged particle multiplicity for the same centrality gives a transverse energy per
charged particle of 1.25 ± 0.08 GeV at psNN = 2.76 TeV. This compares to 0.88 ± 0.07 GeV atpsNN = 200 GeV [20].

The sum of the transverse energies of all particles produced in the event depends upon both
the entropy and temperature of the system. Using geometrical considerations, Bjorken [35]
suggested that the energy density per unit volume in nuclear collisions could be estimated
from the energy density per unit rapidity. A commonly used estimate of energy density is
given by [20]

e =
1

Act0
J(y, h)

dET

dh
. (2)

where A is the overlap area of the two nuclei and t0 is the formation time of the produced
system. The Jacobian J(y, h) depends on the momentum distributions of the produced par-
ticles. In the limit that the rest mass of the particles are much smaller than their momenta
J(y, h) = 1. The average Jacobian was calculated using HYDJET 1.8 for |h| < 0.35. For central
collisions at psNN = 2.76 TeV, J(y, h) = 1.09. This is somewhat smaller than the factor 1.25
found by the PHENIX collaboration at psNN = 200 GeV [20]. This is expected since the average
transverse momentum of particles increases with beam energy. For the top 2.5% most central

Energy density: 
RHIC to LHC

LHC > 2.5 x RHIC

Top RHIC

Mid-rapidity 
LHC

... within a volume (per nucleon)



Hadron production in
heavy-ion collisions

A slight digression... 

Fig. 5 (left panel) for different centralities in Pb–Pb collisions at"√sNN = 2.76 TeV and 
for pp at √s = 0.9 and 7 TeV. The Λ/ K0

s ratio in peripheral Pb–Pb collisions is slightly 
larger than that for pp interactions at √s = 7 TeV where"Λ/ K0

s ~ 0.5. For more central 
collisions, the"Λ/ K0

s ratio increases and develops a maximum, reaching a ratio Λ/ K0
s 

~ 1.5 for pT ~ 3-3.5 GeV/c in 0-5% central collisions.  A comparison with resultsa from 
RHIC for 0-5% central and 60-80% peripheral Au-Au collisions in Fig. 5 (right panel) 
shows only slightly larger ratios at the LHC, but perhaps a persistence of ratios larger 
than those of pp out to higher pT. "

 
FIGURE 5.  Left panel: Λ/ K0

s ratios at midrapidity as a function of transverse momentum for various 
centralities in Pb-Pb collisions at √sNN = 2.76 TeV. Ratios are also presented for minimum bias pp 
events at 0.9 and 7 TeV. Right panel: Comparison of central and peripheral collision ratios from the left 
panel with ratios in similar Au-Au collisions at √sNN = 0.2 TeV. See text for details. 

COLLECTIVE FLOW 

Charged Particle Elliptic Flow 

Elliptic flow (v2) measurements at RHIC indicate that multiple interactions within a 
very short timescale create a strongly-interacting medium of low viscosity in these 
collisions, more precisely a low value of the ratio shear viscosity (η) / entropy (s). 
Furthermore, since the temperature dependence of η/s of this medium is unknown, a 
measurement of the elliptic flow at the LHC and determination of η/s are needed. In 
Fig. 6 (left panel) is the “world’s data” on the elliptic flow v2 integrated over pT as a 
function of √sNN.[8] The integrated elliptic flow of charged particles at the LHC 
increases by ~ 30% over that of the top energy at RHIC. Thus, the hot medium created 
in Pb-Pb collisions at the LHC behaves very much like that at RHIC and should 
provide constraints on the temperature dependence of η/s. 

Differential elliptic flow measurements are sensitive to the dynamical evolution and 
freezeout conditions of the system. Displayed in Fig. 6 (right panel) is the elliptic flow 
v2(4) determined from the 4-particle cumulant as a function of pT for ALICE data [8] 
at √sNN = 2.76 TeV and STAR data at √sNN = 200 GeV, 62.4 GeV and 39 GeV [9]. 
The pT dependence of v2(4) appears essentially identical for 20-30% centrality Pb-Pb 
collisions at the LHC and Au-Au collisions at RHIC from √sNN = 2.76 TeV down to

                                                
a STAR data are multiplied by 0.8 to account for the anti-baryon/baryon ratio and a 10 % feed-down correction is made. 

RHIC vs LHC 
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LHC similar to RHIC
Maximum at slightly higher-pT
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s ~ 0.5. For more central 
collisions, the"Λ/ K0

s ratio increases and develops a maximum, reaching a ratio Λ/ K0
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~ 1.5 for pT ~ 3-3.5 GeV/c in 0-5% central collisions.  A comparison with resultsa from 
RHIC for 0-5% central and 60-80% peripheral Au-Au collisions in Fig. 5 (right panel) 
shows only slightly larger ratios at the LHC, but perhaps a persistence of ratios larger 
than those of pp out to higher pT. "
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Hadronization of bulk+hard 
- parton coalescence

25

Hadronisation through coalescence

fragmenting parton:
ph = z p, z<1

recombining partons:
p1+p2=ph

Fries, Muller et al
Hwa, Yang et al

Meson
pT=2pT,parton

Recombination of 
thermal  (‘bulk’)  partons

produces baryons at larger pT

Recombination enhances
baryon/meson ratio

Hot matter

Baryon 
pT=3pT,parton

R
. B
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M
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Note also: v2 scaling



The probes
jet suppression 

(quenching)

charm/bottom dynamics

J/ψ & Υ

color-less particles



Jets in heavy-ion collisions
RHIC & LHC

LHC + RHIC: QCD evolution of jet quenching ?

Vary energy of the jet:
 LHC: Vary the scale with which QGP is probed ( a la DIS)
 Compare and contrast RHIC and LHC

STAR: Au+Au at 0.2 TeV

CMS: Pb+Pb at 2.76 TeV



Jets in heavy-ion 
collisions RHIC & LHC

Jets in heavy-ion environment - few experimental notes:
- large combinatorial backgrounds (especially at RHIC) 
- energy within an event varies from point to point (“fluctuations”)
- a plus for LHC is larger kinematic reach - abundance of high-
energy jets (higher-pT measurements less affected by backgrounds)

=> various approaches among experiments for background 
suppression AND/OR jet energy-resolution corrections

- is there an optimal jet definition for heavy-ion collisions (?)
=> use multiple jet algorithms (?); sub-jets (?); filtering (?)

- jets are reported on the particle (generator) level - hadronization 
corrections (to the “parton” jet) in HI collisions impossible

RHIC
LHC
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“Easier” (than full jet reconstruction) exercise: 
Jet-quenching via leading hadrons

Azimuthal*
Correla/on*
~*180*deg*

Leading*par/cle*
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Figure 2: The pT distributions of primary charged particles at mid-rapidity (|! | < 0.8) in central (0–5%) and
peripheral (70–80%) Pb–Pb collisions at � sNN = 2.76 TeV. Error bars are statistical only. The systematic data
errors are smaller than the symbols. The scaled pp references are shown as the two curves, the upper for 0–5%
centrality and the lower for 70–80%. The systematic uncertainties of the pp reference spectra are contained within
the thickness of the line.

7 TeV spectrum as a starting point, good agreement with the reference obtained from interpolation is
found. Starting instead from 0.9 TeV results in a spectrum which is 30–50% higher than the interpolation
reference. The pp reference spectra derived from the use of the CDF data in the interpolation and from
NLO scaling of the 0.9 TeV data are used in the following to illustrate the dependence of RAA at high pT
on the choice of the reference spectrum.

The pT distributions of primary charged particles in central and peripheral Pb–Pb collisions at 2.76 TeV
are shown in Fig. 2, together with the binary-scaled yields from pp collisions. The pT -dependence is
similar for the pp reference and for peripheral Pb–Pb collisions, exhibiting a power law behaviour at
pT > 3 GeV/c, which is characteristic of perturbative parton scattering and vacuum fragmentation. In
contrast, the spectral shape in central collisions clearly deviates from the scaled pp reference and is closer
to an exponential in the pT range below 5 GeV/c.

Figure 3 shows the nuclear modification factor RAA for central and peripheral Pb–Pb collisions. The
nuclear modification factor deviates from one in both samples. At high pT , where production from hard
processes is expected to dominate, there is a marked difference between peripheral and central events. In
peripheral collisions, the nuclear modification factor reaches about 0.7 and shows no pronounced pT de-
pendence for pT > 2 GeV/c. In central collisions, RAA is again significantly different from one, reaching
a minimum of RAA ⇥ 0.14 at pT = 6–7 GeV/c. In the intermediate region there is a strong dependence
on pT with a maximum at pT = 2 GeV/c. This may reflect a variation of the particle composition in
heavy-ion collisions with respect to pp, as observed at RHIC [28, 29]. A significant rise of RAA by about
a factor of two is observed for 7 < pT < 20 GeV/c. Shown as histograms in Fig. 3, for central events only,
are the results for RAA at high pT , using alternative procedures for the computation of the pp reference,
as described above. For such scenarios, the overall value for RAA is shifted, but a significant increase of
RAA in central collisions for pT > 7 GeV/c persists.

In Fig. 4 the ALICE result in central Pb–Pb collisions at the LHC is compared to measurements of

Loss of measured 
yield in central A-A

Inclusive hadron production
Measured as a function of collision centrality

Di-hadron correlations
Rates of recoil (“away-side”) hadrons suppressed

Note on correlations: interesting tool 
to study the “intermediate”-pT region - 

jets vs flow and recombination



Hadron suppression
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the thickness of the line.
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pT > 3 GeV/c, which is characteristic of perturbative parton scattering and vacuum fragmentation. In
contrast, the spectral shape in central collisions clearly deviates from the scaled pp reference and is closer
to an exponential in the pT range below 5 GeV/c.
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nuclear modification factor deviates from one in both samples. At high pT , where production from hard
processes is expected to dominate, there is a marked difference between peripheral and central events. In
peripheral collisions, the nuclear modification factor reaches about 0.7 and shows no pronounced pT de-
pendence for pT > 2 GeV/c. In central collisions, RAA is again significantly different from one, reaching
a minimum of RAA ⇥ 0.14 at pT = 6–7 GeV/c. In the intermediate region there is a strong dependence
on pT with a maximum at pT = 2 GeV/c. This may reflect a variation of the particle composition in
heavy-ion collisions with respect to pp, as observed at RHIC [28, 29]. A significant rise of RAA by about
a factor of two is observed for 7 < pT < 20 GeV/c. Shown as histograms in Fig. 3, for central events only,
are the results for RAA at high pT , using alternative procedures for the computation of the pp reference,
as described above. For such scenarios, the overall value for RAA is shifted, but a significant increase of
RAA in central collisions for pT > 7 GeV/c persists.

In Fig. 4 the ALICE result in central Pb–Pb collisions at the LHC is compared to measurements of

Loss of measured 
yield in central A-A

Nuclear modification factor:
#(particles observed in AA collision per N-N (binary) collision)

#(particles observed per p-p collision) 
RAA = 

Suppression of High pT Particles 

John Harris (Yale)                                                 AIM Session, ALICE Physics Week, April 19, 2012 

/
AA

AA /
coll pp

NR
N N

π γ

π γ=

CMS, arXiv:1202.2554v1 

“No effect” case is for RAA = 1   at high pT where hard processes dominate



RAA for different particle type
Is parton energy loss different 

for gluons, light-quarks and heavy-quarks?
 

Expectation: ΔEg > ΔElight-q > ΔEheavy-q

 

=> RAApions < RAAD-mesons < RAAB-mesons

Casimir (color factor)
- gluons “glue” better to 
the medium than quarks

“Dead-cone” effect:
mass of the parent quark 

=> radiation for angles θ<m/E 
is suppressed



RAA for different particle type
First Results from Pb+Pb collisions at the LHC 13

 (GeV/c)
T

p
0 5 10 15 20

AA
 R

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
 = 2.76 TeVNNsPbPb 

Charged Particle 0 - 5% (CMS)

Charged Particle 0 - 5% (ALICE)

 from B 0 - 10% (CMS)ψJ/

   0 - 20% (ALICE)0D

   0 - 5% (ALICE)0K

   0 - 5% (ALICE)Λ

Theory
Ch. hadron (YaJEM-D)
Ch. hadron (HT-M)
Ch. hadron (JEWEL)

+K+p (Vishnu)π
Ch. hadron (HT-W)
Ch. hadron (GLV)

 (GeV/c)
T

p
0 20 40 60 80 100

AA
 R

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
 = 2.76 TeVNNsPbPb 

Charged Particle 0 - 5% (CMS)

Charged Particle 0 - 5% (ALICE)

Isolated Photon 0 - 10% (CMS)

      0 - 10% (CMS)0Z

Theory
Ch. hadron (YaJEM-D)
Ch. hadron (HT-M)
Ch. hadron (JEWEL)
Ch. hadron (HT-W)
Ch. hadron (GLV)

Fig. 7: Nuclear modification factor RAA as a function of pT for a variety of particle species together with theoret-
ical predictions. Experimental error bars correspond to the total error (statistical and systematic errors added in
quadrature). a) Low momentum region pT < 20 GeV; b) Entire momentum range measured at LHC. The curves
show the results of various QCD-based models of parton energy loss [124, 125, 126, 127, 128]. For details, see
text.

the decay of bottom quarks, closed diamond) in Fig. 7, are almost as strongly suppressed as inclusive
charged particles. A similar conclusion can be drawn from the measurement of leptons from heavy
flavour decays [115]. This seems contrary to the expectation that gluons, which are the dominant source
of inclusive charged particles at LHC, should suffer twice as much energy loss as light quarks and that, in
addition, the energy loss of heavy quarks should be even less than that of light quarks because of the mass
dependence of radiation (“dead-cone” effect [109]). The strong suppression found for hadrons containing
c- and b-quarks confirms observations made at RHIC and may indicate that the energy loss rate depends
less strongly on the parton mass than expected for radiative energy loss. Reasons for this behaviour
could be nonperturbatively large elastic energy loss in the strongly coupled quark-gluon plasma or heavy
meson formation within the medium [124]. More data and a quantitative comparison with models will be
required to see how the small, with current statistics not very significant, difference between light hadron
and heavy quark suppression can be accommodated by theory.

Above pT ⇡ 8 GeV/c, the suppression becomes universal for all particle species (with the possible ex-
ception of the non-prompt J/yoriginating from B-meson decays shown in the left panel). With increasing
pT , RAA rises gradually towards a value of 0.5 (see right panel), a feature which was not readily apparent
in the RHIC data. Isolated photons and the Z boson are not suppressed, within the currently still large
statistical errors. This finding is consistent with the hypothesis that the suppression observed for hadrons
is due to final-state interactions with the hot medium.

The observed rise of RAA with pT allows a better discrimination between competing models of energy
loss than the rather flat high pT dependence observed at RHIC. The rise can be understood as a decrease
of the parton fractional energy loss with increasing pT , reflecting the weak energy dependence of pQCD
radiative energy loss on parton energy. At RHIC this trend is compensated by the softening of the
underlying parton spectrum, whereas at LHC the spectrum stays hard up to the highest measured pT
which remains much farther away from the kinematic threshold than at RHIC.

The observed trend is semi-quantitatively described by several models implementing the perturbative
QCD (pQCD) formalism for energy loss [124, 125, 126, 127, 128]. The rate of induced gluon radiation
in pQCD is governed by the rate of transverse momentum broadening, encoded in the jet quenching

Similar suppression for heavier-q 
(strange, charm) and gluons (large elastic 
e-loss; less dep. on mass?; color 
factor? - small effect?) 
J/ψ from B-decays - dead cone effect?

Lambda vs K0 RAA below 7 GeV – 
manifestation of flow (?)

Rise towards higher pT’s: 
1) Harder partonic spectrum (as compared 
to RHIC)
2) Weak dependence of [pQCD] e-loss on 
parton energy

Photons and Z’s not suppressed -> 
quenching is a final state effect 

Discussion based on LHC results

Not shown but measured:



So, why bother with full jet reconstruction 
in heavy-ion collisions?

RAA and correlations of leading hadrons provide constraints on density of 
the medium (qhat), however do not tell us about the *parton* energy loss 
and its dynamics; leading hadrons are biased towards jets that interact 
little or not at all with the medium 

=> full jet reconstruction premise: integrate over the hadronic degrees of 
freedom; better access to the parton energy scale; dynamics of the jet 
quenching (?); other promising observables: gamma-jet correlations

So called surface bias:
requesting a high-pT 
particle selects a 

population of jets close to 
surface of the medium - 
these jets interact only 
little (or not at all) with 

the medium 

30#GeV/c#pi0#Trigger#

qPythia MODEL!
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Jet finding with background

By definition: all particles end up in a jet
With background: all - space filled with jets

Many  of  these  jets  are  ‘background  jets’

HI jet finding: 
dealing with the background energy

A single event: all particles clustered (“assigned”) to a jet
Many of these objects are simply background

Energy of the signal jets overestimated due to background energy
=> several possibilities to subtract the average background and/or 

suppress the background particles [and background jets]



HI jet finding: treatment of the 
background

Must correct for remaining residual energy resolution 
- magnitude of the correction is related to the background fluctuations

- jet Area : small R (area) - smaller correction

average background energy 
density

pT = pTraw - ρ x Areajet

Method 1

39

Jet finding with background

By definition: all particles end up in a jet
With background: all - space filled with jets

Many  of  these  jets  are  ‘background  jets’

Hard Probes 2012M. Verweij 4

Jets in HI events: background
●  2 step procedure to correct for UE contaminating the jet:

1) Event-by-event background 
    subtraction:

2) Background fluctuations:
Inhomogeneous structure of events. 
Quantified by embedding high  pt probes in 
measured Pb-Pb events. 

Background fluctuations are asymmetric (high pt tail)

JHEP, vol 1203, p 053 2012



Jet reconstruction in HI collisions: 
Background fluctuations: characterized 
by δpT; spectrum before corrections

6 JacekOtwinowski˙HighPt˙SQM2011 printed on May 9, 2012
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Fig. 5. Reconstructed raw charged jet spectra in four centrality intervals using the
anti−kT algorithm (R = 0.4) after background subtraction (details in the text).
Shown are spectra for two different track pT cut-off values: pT > 150 MeV/c (left)
and pT > 2 GeV/c (right), respectively.

sions (IAA) which are extracted from the near–side (∆φ ≈ 0) and away–side
(∆φ ≈ π) peaks.

Fig. 4 shows the IAA for central (0 − 5%) and peripheral (60 − 90%)
collisions after background subtraction which is based on three different
schemes: flat pedestal, v2 and η–gap (more details in [21]). The signifi-
cant difference between IAA values is visible in the lowest pT,assoc bin what
confirms a small bias due to the flow anisotropies in this pT region. In
central collisions, a strong yield suppression is observed on the away–side
(IAA ≈ 0.6) which is consistent with in–medium parton energy loss. On
the other hand, there is an unexpected yield enhancement (IAA ≈ 1.2) on
the near–side which has not been observed at lower collision energies [7]. In
peripheral collisions, the yields are not modified and IAA is consistent with
unity on both the near– and away–side.

2.4. Full jet reconstruction in ALICE

The ALICE electromagnetic calorimeter (EMCal) [1] was fully installed
in January 2011. Thus jets from the first Pb–Pb collisions in ALICE (2010
run) are reconstructed based on charged particles only. The tracks are
reconstructed using the Time Projection Chamber (TPC) and vertexing in-
formation from the Inner Tracking System (ITS). This ensures maximum
azimuthal angle (φ) uniformity of reconstructed tracks with transverse mo-
menta down to pT = 150 MeV/c.

The full jets are reconstructed using the anti−kT algorithm [22] and
are corrected for the background in each event using the jet area A with

Not corrected for fluctuations

Hard Probes 2012M. Verweij 4

Jets in HI events: background
●  2 step procedure to correct for UE contaminating the jet:

1) Event-by-event background 
    subtraction:

2) Background fluctuations:
Inhomogeneous structure of events. 
Quantified by embedding high  pt probes in 
measured Pb-Pb events. 

Background fluctuations are asymmetric (high pt tail)

JHEP, vol 1203, p 053 2012

Energy resolution function: δpT



Background corrections 
in AtlasJet Reconstruction at ATLAS

Reconstruction algorithm anti-k
t 
(0.2, 0.4).

Input: calorimeter towers 0.1 x 0.1 (Δ  x ƞ Δφ). 

Event-by-event background subtraction:

Anti-k
t 
reconstruction prior to a background subtraction.

Underlying event estimated for each longitudinal layer and  slice separately.ƞ

We exclude jets with                                            to avoid biasing subtraction 
from jets but no jet rejection based on D.

Iteration step to exclude jets with E
T
> 50 GeV from background estimation.

Jets corrected for flow contribution.  

D=E
T tower

max / 〈E
T tower

〉4

6



Background subtraction / jet energy 
corrections (CMS)Background Subtraction 

•  Reconstructed particles towered into an 
(η,φ) grid according to HCAL cell dimensions 

•  Mean tower energy and dispersion are                            
calculated for each η strip 

•  Same iterative background subtraction 
applied in [0], described in [1] 

•  Random cone studies show good agreement 
between background fluctuations in data and 

HYDJET simulations 

•  The effect of quenching on the energy scale 

is constrained using the jet associated 
charged particle spectra  

Matthew Nguyen (CERN)                    Jet Reconstruction with Particle Flow in HI Collisions  14 
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Background Subtraction 

•  Reconstructed particles towered into an 
(η,φ) grid according to HCAL cell dimensions 

•  Mean tower energy and dispersion are                            
calculated for each η strip 

•  Same iterative background subtraction 
applied in [0], described in [1] 

•  Random cone studies show good agreement 
between background fluctuations in data and 

HYDJET simulations 

•  The effect of quenching on the energy scale 

is constrained using the jet associated 
charged particle spectra  

Matthew Nguyen (CERN)                    Jet Reconstruction with Particle Flow in HI Collisions  14 
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0.087 (barrel) 

a) Event-by-event subtraction of the heavy-ion 
background 

- Reconstructed particles towered into an (η,φ) grid according to HCAL 
cell dimensions

•  Mean tower energy and dispersion are calculated for each η strip
•  Same iterative background subtraction applied in [0], described in [1]
•  Random cone studies: good agreement between background 
fluctuations in data and HYDJET simulations
•  The effect of quenching on the energy scale is constrained using the jet 
associated charged particle spectra

b) Jet energy corrections (JEC) based on GEANT 
simulation of PYTHIA jets 

c) Validation of the BG subtraction + JEC for PYTHIA jets 
embedded in HYDJET 

[0] CMS, arXiv:1102.1957
[1] Kodolova et al., EPJC 50 (2007) 117



Text

discussion of measurements



Jet R
CP

 as a Function of Jet E
T

The jet suppression factor is independent of the jet E
T
.17

Jet RCentral-Peripheral
RCP : similar as RAA, but denominator are not yields from 
proton-proton but from peripheral heavy-ion collisions

RCP ~ 0.5  => suppression - jets loose energy in most central events
- the radiation is not captured within the jet cone (R)

Flat! - in contrast 
to RAA of hadrons



LHC: Di-jet asymmetryDi-jet Analysis

Dijet imbalance quantified by asymmetry variable A
J
. 

Data compared with Pythia di-jet (parton p
T
 35-280 GeV)                                  

embedded to HIJING with no quenching.

Sub-leading jet: highest ET  jet in opposite hemisphere.

  

Enhancement at high A
J
 is caused by events where the sub-leading jet is coming 

from background fluctuation.
9

Increasing

asymmetry

with

increasing

centrality.

A
J
≡
E
T 1
−E

T 2

E
T 1
E

T 2

Events selected 
with minimum bias 
trigger (MBTS and 
ZDC).

Leading jet: 
E

T1
>100 GeV

Leading jet: E
T2

>25 

GeV

|η|<2.8
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arXiv:1102.1957 [nucl-ex]

0-30% Central PbPb

balanced jets unbalanced jets

      

Missing pT
||: 

Missing-pT
||

The momentum difference in the dijet is

balanced by low pT particles

Calculate missing pT in
ranges of track pT:

   

excess away
from leading jet

excess towards
leading jet

di-jet asymmetry: where does the 
energy go?

The momentum difference 
balanced by low-pT particles

Jet quenching via large dijetenergy imbalance
•Dijets, calorimeters only

–Leading pT>120 GeV/c
–Sub-leading pT>50 GeV/c

17 Bolek Wyslouch (LLR/MIT)                Overview of CMS experimental results 
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di-jet asymmetry: where does the 
energy go?

Christof Roland 20 Quark Matter 2011, Annecy

  
    

  

 

Missing-pT
||

arXiv:1102.1957 [nucl-ex]

0-30% Central PbPb

in-cone

out-of-cone

balanced jets unbalanced jets

   

In-Cone
!R<0.8

Out-of-Cone
!R<0.8

The low-pT particles “balancing” the lost 
energy appear at large angles wrt recoil jet



Recoil jet (2) energy-loss as a 
function of trigger jet (1) pT

11

added in quadrature to assign the total uncertainty on the jet energy scale. Using this value as a
boundary, the uncertainty in the pT,2/pT,1 results is then estimated by varying the jet response
at low pT and at high pT independently. The uncertainty on the underlying event effects is esti-
mated from the full difference between pp and PYTHIA+HYDJET. These effects add up to 6% in
the most central events. For the low leading-jet pT bins, jet reconstruction efficiency also intro-
duces a minor uncertainty on the order of 1%. Uncertainties due to additional misreconstructed
jets, calorimeter noise, and the track requirement are negligible compared to the dominating
sources of uncertainty. For the centrality bins of 50–100%, 20–50% and 0–20%, the sources of
systematic uncertainty are summarized in Table 2.
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Figure 6: Average dijet momentum ratio pT,2/pT,1 as a function of leading jet pT for three bins
of collision centrality, from peripheral to central collisions, corresponding to selections of 50–
100%, 30–50% and 0–20% of the total inelastic cross section. Results for PbPb data are shown
as points with vertical bars and brackets indicating the statistical and systematic uncertainties,
respectively. Results for PYTHIA+HYDJET are shown as squares. In the 50–100% centrality bin,
results are also compared with pp data, which is shown as the open circles. The difference
between the PbPb measurement and the PYTHIA+HYDJET expectations is shown in the bottom
panels.

As shown in Fig. 6, both the PbPb data and the PYTHIA+HYDJET samples reveal an increasing
trend for the mean value of the jet transverse momentum ratio, as a function of the leading jet
pT,1. This can be understood by the reduction in the effects of jet splitting and energy resolution
as one goes to higher jet momenta. However, the central PbPb data points lie consistently below
the PYTHIA+HYDJET trend. This difference is related to the parton energy loss and for central
PbPb collisions it is of significant magnitude across the whole pT range explored in this study.

4 Summary

Dijet production in PbPb collisions at psNN = 2.76 TeV was studied with the CMS detector in
a data sample corresponding to an integrated luminosity of 150 µb�1. The anti-kT algorithm
was used to reconstruct jets based on combined tracker and calorimeter information. Events
containing a leading jet with pT,1 > 120 GeV/c and a subleading jet with pT,2 > 30 GeV/c in
the pseudorapidity range |h| < 2 were analyzed. Data were compared to PYTHIA+HYDJET

Jet quenching via large dijetenergy imbalance
•Dijets, calorimeters only

–Leading pT>120 GeV/c
–Sub-leading pT>50 GeV/c

17 Bolek Wyslouch (LLR/MIT)                Overview of CMS experimental results 
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PbPb
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pp                     PbPb, 50 -100%         PbPb0 -10%

pT,2 > 30 GeV/c

Vacuum reference

Data in PbPb

Ratio follows the PYTHIA+HYDJET reference with the 
same rate - constant offset over 200 GeV in pT



Modified jet fragmentation
- an expectation from jet quenching

Jet$vector$

hadron$

projec/on$

LEP Data Shown

Low momentum 
hadrons

High momentum 
hadrons

⇠ = ln(E
jet

/p
hadron

)



Jet fragmentation in 
Heavy-ion collisions

First Results from Pb+Pb collisions at the LHC 15
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Fig. 8: Calorimetric jet imbalance in dijet events (top) and azimuthal angle between the leading and subleading
jets (bottom) as a function of collision centrality for pp and Pb+Pb collisions.

were very different, the two jets were observed to be very close to back-to-back in the azimuthal plane,
implying little or no angular scattering of the partons during their traversal of the medium [130] as shown
in Fig. 8 [131].

The distribution of particle momenta inside jets normalized to the jet energy is the same, within experi-
mental uncertainties, to that of jets produced in pp collisions as shown in Fig. 9 [132]. This suggests that
most of the additional energy radiated by the leading parton inside the medium gets absorbed by the mat-
ter, and the fragments observed within the jet cone are produced outside of the medium. Several model
calculations [133, 134, 135, 136], which combine elastic and inelastic parton energy loss with deflection
of radiated gluons by the medium, have been able to reproduce the increased energy asymmetry of dijets
in Pb+Pb.
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Jet quenching via large dijetenergy imbalance

•Dijets, calorimeters only

–Leading pT>120 GeV/c

–Sub-leading pT>50 GeV/c
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\fmfleft{i1,i2}

\fmfright{o1,o2}

\fmf{fermion}{i1,v1,v2,o1}

\fmf{fermion}{o2,v4,v3,i2}

\fmf{photon,tension=0}{v1,v3}

\fmf{photon,tension=0}{v2,v4}

\end{fmfgraph}

\end{fmffile}

B
y

setting
the

tension
of

bosons
(type

ph
oton)

to
0,the

quark
lines

are
kept

straight.
H

ow
ever,

the
arrow

s
are

cropped,and
the

diagram
does

not
look

right.
T

his
is

because
vertices

i1
and

o1

are
set

at
the

bottom
left

and
right

corners,and
anything

outside
the

given
box

is
not

show
n.

To
solve

this
problem

,here
is

a
better

w
ay.

T
he

trick
is

to
use

\fmftop
and

\fmfbottom,and
add

one
dum

m
y

vertices,
d1

and
d2.

Since
vertices

are
placed

along
arcs,

i1
and

i2
are

a
little

above

d1
w

hich
is

at
the

bottom
edge

ofthe
draw

ing
box.
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e+ , µ+

e− , µ−

i
√

α
i
√

α

\begin{
fmffile

}{simpl
e_label

s}

\begin{
fmfgrap

h*}(40,
25)

\fmflef
t{i1,i2

}

\fmfrig
ht{o1,o

2}

\fmflab
el{$e^-

$}{i1}

\fmflab
el{$e^+

$}{i2}

\fmflab
el{$e^+

,\mu^+$
}{o1}

\fmflab
el{$e^-

,\mu^-$
}{o2}

\fmflab
el{$i\s

qrt{\al
pha}$}{

v1}

\fmflab
el{$i\s

qrt{\al
pha}$}{

v2}

\fmf{fe
rmion}{

i1,v1,i
2}

\fmf{fe
rmion}{

o1,v2,o
2}

\fmf{ph
oton,la

bel=$\g
amma,,Z

^0$}{v1
,v2}

\end{fm
fgraph*

}

\end{fm
ffile}

Note that you need two commas inside \fmf command to make single comma.

5 Better looking diagram
s

5.1 Box diagram

\begin{
fmffile

}{box}

\begin{
fmfgrap

h}(40,1
5)

\fmflef
t{i1,i2

}

\fmfrig
ht{o1,o

2}

\fmf{fe
rmion}{

i1,v1,v
2,o1}

\fmf{fe
rmion}{

o2,v4,v
3,i2}

\fmf{ph
oton,te

nsion=0
}{v1,v3

}

\fmf{ph
oton,te

nsion=0
}{v2,v4

}

\end{fm
fgraph}

\end{fm
ffile}

By setting the tension of bosons (type photon) to 0, the quark lines are kept straight. However,

the arrows are cropped, and the diagram does not look right. This is because vertices i1 and o1

are set at the bottom left and right corners, and anything outside the given box is not shown.

To solve this problem, here is a better way. The trick is to use \fmftop and \fmfbott
om, and add

one dummy vertices,
d1 and d2. Since vertices are placed along arcs, i1 and i2 are a little above

d1 which is at the bottom edge of the drawing box.

4

ΔE=0

ΔE>0 (?)
Note: photons expected to probe the 
complete “geometry” of the medium

 => no “surface bias”



3.2 Photon+jet momentum imbalance 7

+ HYDJET fit results. The resulting s(DfJg) values in PbPb do not show a significant centrality
dependence within the present statistical and systematic uncertainties. For central PbPb colli-
sions, s(DfJg) is similar to the PYTHIA reference based on the Z2 tune, and comparison with
other PYTHIA tunes shows a theoretical uncertainty that is larger than the difference between
the data and MC. Comparing the PYTHIA tune Z2 with tune D6T [31, 32] shows an 8% difference
in s(DfJg), which is expected because these two tunes differ in their parton shower ordering
resulting in a different Df correlation. The large statistical uncertainty in the s(DfJg) extracted
from the pp data at 2.76 TeV does not allow a discrimination between these two PYTHIA tunes.
Both the Z2 and D6T tunes matched the shape of the azimuthal dijet correlation measured in
pp collisions at 7 TeV [33] at about the 10% level in the region Df > 2p/3. The result that
s(DfJg) is not found to be significantly modified by the medium is consistent with the earlier
observation of an unmodified Df correlation in dijet events [10].
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Figure 1: Azimuthal correlation DfJg between the photon and associated jet after background
subtraction. The area of each distribution is normalised to unity. All panels show PbPb data
(filled circles) compared to pp data at 2.76 TeV (filled squares), and to the PYTHIA + HYDJET MC
simulation (shaded histogram) in bins of increasing centrality left to right. The error bars on
the points represent the statistical uncertainty.

3.2 Photon+jet momentum imbalance

The asymmetry ratio xJg = pJet
T /pg

T is used to quantify the photon+jet momentum imbalance.
In addition to the jet and photon selections used in the DfJg study, we further impose a strict
DfJg > 7

8 p cut to suppress contributions from background jets. Note that photon+jet pairs for
which the associated jet falls below the 30 GeV/c threshold are not included in the xJg calcu-
lation. This limits the bulk of the xJg distribution to xJg & 0.5. Figure 3 shows the centrality
dependence of xJg for PbPb collisions as well as that for PYTHIA + HYDJET simulation where
PYTHIA contains inclusive isolated photon processes. The hxJgi obtained from PYTHIA tunes
Z2 and D6T agree to better than 1%. Overlaid in the peripheral bin is the hxJgi for 2.76 TeV
pp data, showing consistency to the MC reference. However the poor statistics of the pp data
does not allow a significant comparison. Further studies using the 7 TeV high statistics pp data
showed a good agreement in hxJgi between data and PYTHIA, justifying the use of PYTHIA +
HYDJET as an un-modified reference. The dominant source of systematic uncertainty in hxJgi
is the relative photon+jet energy scale. Its impact on the probability density of xJg is approxi-
mately 10% for the intermediate region of 0.6 < xJg < 1.2. The normalisation to unity causes a
point-to-point anticorrelation in the systematic uncertainties, where the upward movement of
the probability density at small xJg has to be offset by the corresponding downward movement
at large xJg. This is represented by the separate open and shaded red systematic uncertainty
boxes in Fig. 3. For a given change in the energy scale, all points would move together in the
direction of either the open or shaded red box. The Npart dependence of the mean value hxJgi

6 3 Results

combinatoric background where the leading photon is paired with a jet not originating from
the same hard scattering. The combinatoric background includes misidentified jets which arise
from fluctuations of the underlying event as well as real jets from multiple hard interactions in
the collision.

The background contributions from decay photon and fake jets are estimated separately with
methods that are data-driven and are subtracted from the photon+jet pair sample.

The estimation of the yield and the kinematic characteristics of decay photons contained in
the isolated-photon sample is based on the shower shape distributions for the analysed ECAL
clusters. The ECAL clusters originating from high-pT meson decays correspond to two photons
that are reconstructed as a single wide cluster. Events with a large shower width (0.011 < shh <
0.017, see Eq. (1) are used to determine the contributions of the decay photon background to
the DfJg and xJg observables. The background shape obtained from this procedure is scaled
according to the background-photon fraction, which is estimated from a fit of the shower shape
distribution. The estimated background contribution fraction (which is equal to 1 � purity) is
then subtracted from the yield for the signal events, which have a small shower width (shh <
0.01).

The background contribution due to photon+jet pairs arising from fake jets or multiple hard
scatterings is also subtracted. It is estimated by correlating each isolated highest-pT photon
from the triggered photon+jet sample to jets found in a different event selected randomly from
a set of minimum bias PbPb data. The random event used in the pairing is chosen to have the
same centrality as the photon+jet candidate event. The fake jet background estimated in this
way has a flat distribution in DfJg. The effect of this background is biggest in the most central
events where, on average, approximately 20% of the jets paired with each photon candidate
are estimated to be fake jets. The estimated distributions of DfJg and xJg for photons paired
with fake jets, found using this random pairing of events, are subtracted from the distributions
coming from the same-event photon+jet sample to obtain the final results.

3 Results

3.1 Photon+jet azimuthal correlations

Possible medium effects on the back-to-back alignment of the photon and recoiling jet can be
studied using the distribution of the number of photon+jet pairs, NJg, as a function of the
relative azimuthal angle, DfJg, normalised the total number of pairs, (NJg)�1dNJg/dDfJg.
Figure 1 shows distributions of DfJg for PbPb data in four centrality bins, ranging from pe-
ripheral events (50–100%, Fig. 1a) to the most central events (0–10%, Fig. 1d). The PbPb data
are compared to PYTHIA + HYDJET simulation and pp data. For both PbPb data and MC dis-
tributions, the jet is found to be well aligned opposite to the photon direction, with a clear
peak at DfJg = p. The shape of the DfJg correlation peak is similar in PbPb data and MC.
The apparent excess in the tail of the 0–10% data was investigated and deemed statistically not
significant compared to the subtracted background. To study the centrality evolution of the
shape, the distributions are fitted to a normalised exponential function:

1
NJg

dNJg

dDfJg
=

e(Df�p)/s

(1 � e�p/s) s
. (3)

The fit is restricted to the exponentially falling region Df > 2p/3. The results of this fit for
PbPb data are shown in Fig. 2, where the width of the azimuthal correlation (s in Eq. (3), de-
noted s(DfJg) in Fig. 2) is plotted as a function of centrality and compared to pp and PYTHIA
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are compared to PYTHIA + HYDJET simulation and pp data. For both PbPb data and MC dis-
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significant compared to the subtracted background. To study the centrality evolution of the
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The fit is restricted to the exponentially falling region Df > 2p/3. The results of this fit for
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is shown in Fig. 4(a).

partN
0 100 200 300 400

) γJφ
Δ(

σ

0

0.05
0.1

0.15

0.2

0.25
0.3

0.35

0.4

0.45
0.5

PbPb Data
PYTHIA + HYDJET
pp Data
PYTHIA

| < 1.44γη > 60 GeV/c     |
T
γp

| < 1.6Jetη > 30 GeV/c    |
T
Jetp

Figure 2: Fitted DfJg width (s in Eq. (3)) between the photon and associated jet after back-
ground subtraction as a function of Npart. The fit range was restricted to DfJg > 2

3 p. The
yellow boxes indicate point-to-point systematic uncertainties and the error bars denote the sta-
tistical uncertainty.

While the photon+jet momentum ratio in the PYTHIA + HYDJET simulation shows almost no
change in the peak location and only a modest broadening, even in the most central PbPb
events, the PbPb collision data exhibit a change in shape, shifting the distribution towards
lower xJg as a function of centrality. It is important to note that, as discussed above, the limita-
tion of xJg & 0.5 limits the degree to which this distribution can shift.

3.3 Jet energy loss

To study the quantitative centrality evolution of the energy loss, the average ratio of the jet and
photon transverse momenta, hxJgi, is shown in Fig. 4(a). While the photon+jet mean momen-
tum ratio in the PYTHIA + HYDJET simulation exhibits a roughly centrality-independent value
of hxJgi = 0.847 ± 0.004(stat.) – 0.859 ± 0.005(stat.), the ratio is hxJgi = 0.73 ± 0.02(stat.) ±
0.04(syst.) in the most central PbPb data, indicating that the presence of the medium results in
more unbalanced photon+jet pairs.

It is important to keep in mind that the average energy loss of the selected photon+jet pairs does
not constitute the full picture. There are genuine photon+jet events which do not contribute to
the hxJgi distribution because the associated jet falls below the pJet

T > 30 GeV/c threshold. To
quantify this effect, Fig. 4(b) shows RJg, the fraction of isolated photons that have an associated
jet passing the analysis selection. The value of RJg is found to decrease, from RJg = 0.685 ±
0.008(stat.)–0.698± 0.006(stat.) for the PYTHIA + HYDJET reference, as well as pp and peripheral
PbPb data, to the significantly lower RJg = 0.49 ± 0.03(stat.) ± 0.02(syst.)–0.54 ± 0.05(stat.) ±
0.02(syst.) for the three PbPb bins above 50% centrality.

3.4 Systematic uncertainties

Photon purity, reconstruction efficiency, and isolation, as well as the contamination from e± and
fake jets contribute to the systematic uncertainties of the photon+jet azimuthal correlation and

Range:
“Width” consistent with vacuum

Photon(ΔE=0)-jet(ΔE>0)
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Figure 3: Ratio of pT between the photon (pg
T > 60 GeV/c) and jet (pJet

T > 30 GeV/c, DfJg >
7
8 p) after subtracting background. The area of each distribution is normalised to unity. All
panels show PbPb data (filled circles) compared to pp data at 2.76 TeV (filled squares), and
to the PYTHIA + HYDJET MC simulation (shaded histogram) in bins of increasing centrality
left to right. The error bars on the points represent the statistical uncertainty. See text for an
explanation of the open and shaded red systematic uncertainty boxes.

the observables related to momentum asymmetry, hxJgi and RJg. Additionally, the momentum
asymmetry observables are also influenced by the relative photon and jet energy calibrations.
For the measurement of s(Df), the uncertainty due to the photon angular resolution is negli-
gible, less than 10�5.
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Figure 4: (a) Average ratio of jet transverse momentum to photon transverse momentum as a
function of Npart. The empty box at the far right indicates the correlated systematic uncertainty.
(b) Average fraction of isolated photons with an associated jet above 30 GeV/c as a function of
Npart. In both panels, the yellow boxes indicate point-to-point systematic uncertainties and the
error bars denote the statistical uncertainty.

The uncertainty in the relative photon+jet energy scale consists of four main contributions. The
first one comes from the 2% relative uncertainty of the jet energy scale in the barrel for 30 <
pJet

T < 200 GeV/c, when compared with the ECAL energy scale [30]. The second contribution
is the residual data-to-MC energy scale difference in pp collisions, which is not corrected for in
this analysis, for which we quote the 2% maximum relative uncertainty which applies in the
range |hJet| < 1.6. Thirdly, the additional uncertainty for the jet energy scale in the presence of

Photon(ΔE=0)-jet(ΔE>0)
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+ HYDJET fit results. The resulting s(DfJg) values in PbPb do not show a significant centrality
dependence within the present statistical and systematic uncertainties. For central PbPb colli-
sions, s(DfJg) is similar to the PYTHIA reference based on the Z2 tune, and comparison with
other PYTHIA tunes shows a theoretical uncertainty that is larger than the difference between
the data and MC. Comparing the PYTHIA tune Z2 with tune D6T [31, 32] shows an 8% difference
in s(DfJg), which is expected because these two tunes differ in their parton shower ordering
resulting in a different Df correlation. The large statistical uncertainty in the s(DfJg) extracted
from the pp data at 2.76 TeV does not allow a discrimination between these two PYTHIA tunes.
Both the Z2 and D6T tunes matched the shape of the azimuthal dijet correlation measured in
pp collisions at 7 TeV [33] at about the 10% level in the region Df > 2p/3. The result that
s(DfJg) is not found to be significantly modified by the medium is consistent with the earlier
observation of an unmodified Df correlation in dijet events [10].
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Figure 1: Azimuthal correlation DfJg between the photon and associated jet after background
subtraction. The area of each distribution is normalised to unity. All panels show PbPb data
(filled circles) compared to pp data at 2.76 TeV (filled squares), and to the PYTHIA + HYDJET MC
simulation (shaded histogram) in bins of increasing centrality left to right. The error bars on
the points represent the statistical uncertainty.

3.2 Photon+jet momentum imbalance

The asymmetry ratio xJg = pJet
T /pg

T is used to quantify the photon+jet momentum imbalance.
In addition to the jet and photon selections used in the DfJg study, we further impose a strict
DfJg > 7

8 p cut to suppress contributions from background jets. Note that photon+jet pairs for
which the associated jet falls below the 30 GeV/c threshold are not included in the xJg calcu-
lation. This limits the bulk of the xJg distribution to xJg & 0.5. Figure 3 shows the centrality
dependence of xJg for PbPb collisions as well as that for PYTHIA + HYDJET simulation where
PYTHIA contains inclusive isolated photon processes. The hxJgi obtained from PYTHIA tunes
Z2 and D6T agree to better than 1%. Overlaid in the peripheral bin is the hxJgi for 2.76 TeV
pp data, showing consistency to the MC reference. However the poor statistics of the pp data
does not allow a significant comparison. Further studies using the 7 TeV high statistics pp data
showed a good agreement in hxJgi between data and PYTHIA, justifying the use of PYTHIA +
HYDJET as an un-modified reference. The dominant source of systematic uncertainty in hxJgi
is the relative photon+jet energy scale. Its impact on the probability density of xJg is approxi-
mately 10% for the intermediate region of 0.6 < xJg < 1.2. The normalisation to unity causes a
point-to-point anticorrelation in the systematic uncertainties, where the upward movement of
the probability density at small xJg has to be offset by the corresponding downward movement
at large xJg. This is represented by the separate open and shaded red systematic uncertainty
boxes in Fig. 3. For a given change in the energy scale, all points would move together in the
direction of either the open or shaded red box. The Npart dependence of the mean value hxJgi
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Figure 3: Ratio of pT between the photon (pg
T > 60 GeV/c) and jet (pJet

T > 30 GeV/c, DfJg >
7
8 p) after subtracting background. The area of each distribution is normalised to unity. All
panels show PbPb data (filled circles) compared to pp data at 2.76 TeV (filled squares), and
to the PYTHIA + HYDJET MC simulation (shaded histogram) in bins of increasing centrality
left to right. The error bars on the points represent the statistical uncertainty. See text for an
explanation of the open and shaded red systematic uncertainty boxes.

the observables related to momentum asymmetry, hxJgi and RJg. Additionally, the momentum
asymmetry observables are also influenced by the relative photon and jet energy calibrations.
For the measurement of s(Df), the uncertainty due to the photon angular resolution is negli-
gible, less than 10�5.
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Figure 4: (a) Average ratio of jet transverse momentum to photon transverse momentum as a
function of Npart. The empty box at the far right indicates the correlated systematic uncertainty.
(b) Average fraction of isolated photons with an associated jet above 30 GeV/c as a function of
Npart. In both panels, the yellow boxes indicate point-to-point systematic uncertainties and the
error bars denote the statistical uncertainty.

The uncertainty in the relative photon+jet energy scale consists of four main contributions. The
first one comes from the 2% relative uncertainty of the jet energy scale in the barrel for 30 <
pJet

T < 200 GeV/c, when compared with the ECAL energy scale [30]. The second contribution
is the residual data-to-MC energy scale difference in pp collisions, which is not corrected for in
this analysis, for which we quote the 2% maximum relative uncertainty which applies in the
range |hJet| < 1.6. Thirdly, the additional uncertainty for the jet energy scale in the presence of

R
Jγ  - the fraction of isolated 

photons that have an associated jet 
passing the analysis selection.

central events
peripheral

events
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contribute about 4% each.
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Figure 12: Mean value of the fractional imbalance (pT,1 � pT,2)/pT,1 as a function of leading jet
pT for three centrality bins. The PbPb data are shown as circles with vertical bars and brack-
ets indicating the statistical and systematic uncertainties, respectively. Results for PYTHIA are
shown with blue stars, and PYTHIA+DATA with red squares. The dot-dashed line to guide the
eye is drawn at the value for pure PYTHIA for the lowest pT bin.

The fractional imbalance exhibits several important features: the imbalance seen in PbPb data
grows with collision centrality and reaches a much larger value than in PYTHIA or PYTHIA+DATA.
In addition, the effect is clearly visible even for the highest-pT jets observed in the data set,
demonstrating that the observed dijet imbalance is not restricted to the threshold region in our
leading jet selection. Within the present uncertainties, the pT,1 dependence of the excess imbal-
ance above the PYTHIA prediction is compatible with either a constant difference or a constant
fraction of pT,1.

The main contributions to the systematic uncertainty in (pT,1 � pT,2)/pT,1 are the uncertainties
in the pT-dependent residual energy scale (based on results shown in the top row of Fig. 4),
and the centrality-dependent difference observed between PYTHIA and PYTHIA+DATA seen in
Fig. 12. As before, the uncertainty on the residual jet energy scale was estimated using the full
difference between the observed residual correction and unity, and also assuming that within
these limits the low-pT and high-pT response could vary independently.

3.2 Track-jet correlations

The studies of calorimeter jets show a strong change of the jet momentum balance as a func-
tion of collision centrality. This implies a corresponding modification in the distribution of
jet fragmentation products, with energy being either transported out of the cone area used to
define the jets, or to low-momentum particles which are not measured in the calorimeter jets.
The CMS calorimeter is less sensitive to these low momentum particles, or they do not reach
the calorimeter surface. Information about changes to the effective fragmentation pattern as a
function of AJ can be obtained from track-jet correlations. For this analysis, PYTHIA+HYDJET
simulations are used as MC reference, to allow full access to MC truth (i.e., the output of the
generator) information for tracks in the dijet signal and in the PbPb underlying event. The
event selection for PYTHIA+HYDJET was based on reconstructed calorimeter jet information, as
for the previous studies.

Di-jet asymmetry

The fractional imbalance:
- grows with collision centrality and reaches a much larger value than in PYTHIA or PYTHIA+DATA
- clearly visible even for the highest-pT jets observed in the data set
- the pT,1 dependence of the excess imbalance is compatible with either a constant difference or a constant fraction 
of pT,1.
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Figure 1. The Gaussian widths of the awayside
jet peaks in Au–Au (triangles) and p–p (circles)
indicate broadening of the awayside jet in Au–Au.
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Figure 2. The awayside IAA (left) andDAA (right) indicate a softening of the awayside
jet for three reconstructed jet energy ranges. The awaysideDAA shows that high-passocT

suppression is compensated for by low-passocT enhancement.

compared to p–p. Furthermore, most of the high-pT suppression is balanced by low-pT
enhancement. The observed modifications in the jet shapes between Au–Au and p–p
are in qualitative agreement with the radiative energy loss picture.
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Background subtraction
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● Suppression out-of-plane stronger
● Longer in-medium path length
● Significant effect even at 20 GeV/c
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Path length dependence: RAA vs L
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High-pT hadrons: quantitative analysis

Δφ#
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Reasonably self-consistent fit of independent observables
 Main limitation is the accuracy of the theory... 


