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Prompt photons in nuclear collisions
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• Photons are penetrating probes of the hot, dense medium
• Photon jet correlations will be an important contribution to understanding of jet quenching

• Important to check rates of photon production, calculable in pQCD @ NLO
• Diagrams include direct photons & photons from jet fragmentation

• Fragmentation contributions reduced using “isolation” condition
• Require a maximum energy in a cone R<Riso around photon

• Modification of spectra expected from nPDF effects (e.g. shadowing, antishadowing)
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data on charged leptons DIS with nuclear targets and Drell-Yan in proton-nucleus collisions.
Checks of the compatibility with other hard processes are also available: the inclusive particle
production at high transverse momentum from d+Au collisions at RHIC has been included in
the analysis of [25] without signs of tension among the different data sets; the compatibility with
neutrino DIS data with nuclear targets has also been checked in Ref. [29]2. Moreover, the most
recent data from Z-production at the LHC [30] also show good agreement with the factoriza-
tion assumption although errors are still moderately large. In spite of these successes, the gluon
distribution remains poorly constrained for the nucleus, as can be seen in Fig. 1 where different
sets of nPDFs are shown, together with the corresponding uncertainty bands. DGLAP evolution
is, however, very efficient in removing the nuclear effects for gluons at small-x, which quickly
disappear for increasing Q2. In this way, these uncertainties become smaller for the hardest
available probes — see Fig. 1 — except for the large-x region where substantial effects could
survive for large virtualities. This region is, however, dominated by valence quarks which in
turn are rather well constrained by DIS data with nuclei.

An alternative approach [31] computing the small-x shadowing by its connection to the
hard diffraction in electron-nucleon scattering has been used to obtain the nuclear PDF at an
initial scale Q0 which are then evolved by NLO DGLAP equations. The inputs in this calcula-
tion are the diffractive PDFs measured in DIS with protons at HERA. These distributions are
dominated by gluons, resulting in a stronger shadowing for gluons than the corresponding one
for quarks. In Fig. 1 the results from this approach for the gluon case are also plotted. The
differences at small-x become even larger at smaller virtualities (not shown) [31].
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Fig. 1: Current knowledge of nuclear PDFs, shown as the ratio of bound over free proton gluon distributions,
RPb

g (x,Q2), obtained by the NLO global fits EPS09 [25], HKN07 [26] and nDS [27] at two different virtualities,
Q2 = 1.69 GeV2 and Q2=100 GeV2. Also shown for Q2 = 100 GeV2 are the results from Ref. [31] (FGS10) in
which gluon shadowing is computed from the DIS diffraction cross section measured at HERA.

It is worth noticing that in contrast to RHIC, where there are constraints at mid-rapidity
(x >∼ 10−2) for nuclear distributions from DIS and DY data, the LHC will probe completely
unexplored regions of phase space. This complicates the interpretation of the A+Adata before
a p+Abenchmarking programme removes these uncertainties, e.g. for the suppression of high
transverse momentum particles observed in [3]. The experimental data from d+Au collisions at
RHIC have already proven to be an appropriate testing ground for nPDFs studies: as mentioned
before, data on inclusive production at high-pT has been included in global fits, providing con-
straints for gluons; nPDFs are also extensively used in phenomenological studies of hard probes

2See, however, Ref. [28] for contradicting results.

Salgado, et al 2011



The ATLAS Detector
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|η|<2.7 |η|<4.9

|η|<2.5



Integrated luminosity for 2011 Pb+Pb run

4166 µb-1 delivered, 158 µb-1 recorded by ATLAS



Data sample
• Using 133 µb-1 of 2011 lead-lead LHC run

• Detailed calibration of luminosity scale to accepted minimum bias events (in a 
special data stream) gives a total of 755M events with <1% precision for 0-80% 
centrality

• Special selection of events trigged on 16 GeV EM cluster, with a photon 
or electron reconstructed offline with ET>40 GeV

• From PYTHIA+HIJING simulations, 98% efficient for photon pT>45 GeV

• Underlying event (UE) is removed from every calorimeter cell
• Identical algorithm to that used for ATLAS jet analysis 
• Iterative elliptic-flow-sensitive subtraction performed in slices of ∆η=0.1, after 

excluding regions around R=0.2 jets >25 GeV and R=0.4 track jets >10 GeV

• Standard ATLAS photon & electron (“eGamma”) reconstruction then 
applied to full set of UE-subtracted calorimeter cells
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Photon reconstruction
• Photon reconstruction is seeded by 

calorimeter clusters of at least 2.5 
GeV

• Sliding window algorithm applied in 2nd 
sampling layer, which gets >50% of 
photon energy.

• No conversion recovery is applied: 
all photons treated as unconverted.

• High energy converted photons deposit 
most energy in only a slightly wider ϕ 
region than photons

• Energy measurement is made using 
all three layers

• Area is 3x5 layer-2 cells (each cell 
is ∆ηx∆ϕ ~ 0.025 x 0.025)

• Background subtraction gives 
corrections of O(1 GeV) even in 
central events

6



“Tight” photons

• Second layer
• Containment in η and ϕ, using 

uniform segmentation
• First layer

• Detailed shower shape in η direction, 
allowing selection of very narrow
clusters & rejection of neutral hadron 
decays from jets

• Hadronic section
• Measurement of hadronic energy 

associated with the cluster to reject
jets

Photons are selected using 9 shower shape variables in |η|<1.3

Details of full set of variables in extra slides
7



Centrality selection
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Minimum bias
16 GeV trigger
40 GeV tight photons

Centrality defined by 
ΣET in ATLAS forward 

calorimeter (FCal) 
3.2<|η|<4.9

FCal ΣET shape established to 
be identical to 2010 (after 
known 4.1% rescaling), 

where efficiency relative to 
total cross section known to 

be 98±2% 
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Bin ⌃ET range hNparti Error hNcolli Error hTAAi Error
0-10% 2.31-4 TeV 356 0.7% 1500 8% 23.4 3.0%
10-20% 1.57-2.31 TeV 261 1.4% 923 7% 15.1 3.1%
20-40% 0.66-1.57 TeV 158 2.5% 441 7% 6.88 5.2%
40-80% 0.044-0.66 TeV 45.9 6% 77.8 9% 1.22 9.4%

Table 1: Centrality bins used in this analysis, tabulating the percentage range, the ⌃E

T

range (in 2011),
the average number of participants (hNparti) and binary collisions (hNcolli) and the relative error on these
quantities.

6 Simulation data samples

For the extraction of photon performance parameters (e�ciencies, photon energy scale, isolation prop-
erties), a set of 450,000 photon+jet events using the ATLAS MC11 tune of PYTHIA 6.4 at

p
s = 2.76

TeV, is overlaid on minimum-bias HIJING events, which are referred-to as “HIJING+PYTHIA” sam-
ples. The HIJING events are modified after initial generation to include angular modulations as a func-
tion of centrality, transverse momentum and pseudorapidity, parametrized from ATLAS measurements
of the second through sixth Fourier components of the angular distributions relative to the event plane
measured in the FCal [27]. The sample is divided equally into three subsamples based on requiring a
minimum transverse momentum for the outgoing primary photon. The first has pT > 17 GeV, the second
has pT > 35 GeV and the third pT > 70 GeV. The generated samples are fully simulated using GEANT4
and digitized to produce simulated raw data files, that are reconstructed and analyzed exactly as is done
for experimental data.

In the HIJING+PYTHIA sample, the FCal ⌃ET has been scaled up by 1.081 to best match the
measured and simulated distributions. This is to ensure a comparison of equivalent levels of activity
in the barrel region where the analysis is performed, and detailed comparisons of fluctuations in small
regions have already been performed by ATLAS [28], which validate this procedure.

7 Comparison of photon candidates in data and simulation

7.1 Photon shower shape variables

Comparisons of shower shape variables are used to validate the use of the Monte Carlo for determining
e�ciency and background contamination correction factors. Figure 2 shows three typical examples of
shape variables for data from the 0-10% centrality bin, compared with Monte Carlo calculations. In all
cases, photon clusters passing tight cuts with reconstructed transverse energy greater than 40 GeV (after
UE subtraction) and |⌘| < 1.3 are shown. These distributions are all normalized by the number of counts
in each distribution, separately for data and Monte Carlo, and divided by the bin width.

7

Uncertainties on
geometric parameters
include cross section &
Glauber uncertainties
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Photon performance: resolution

Energy resolution for photons in PYTHIA+HIJING samples.
Fits to σ(ET)/ET = a ⊕ b/√ET ⊕ c/ET

For photon energy range considered, pT > 45 GeV,
photon energy resolution ~3% or less 9
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Figure 2: Comparisons of three photon identification variables from data (black points) with full sim-
ulation results. 0-10% central events are shown in the top row, while 40-80% central is shown on the
bottom. The simulation is shown both fully integrated (yellow) and broken out into contributions from
unconverted photons (red histogram) and converted photons (blue histogram).

8 Theoretical predictions

While the MC11 PYTHIA samples are used for corrections within small phase space bins, they also pro-
vide a prediction of the photon spectrum at leading order. For next-to-leading order (NLO) calculations,
the JETPHOX package is used [15], which has been successfully compared to data from the Tevatron
and LHC. JETPHOX provides access to all modern PDFs and calculates both direct production as well
as photons from fragmentation processes, with an implementation of an isolation cut built into the cal-
culations. The calculations shown in this work use the CTEQ6.6 PDFs, with no nuclear modification,
and require less than 6 GeV isolation energy in a cone of Riso = 0.3 relative to the photon direction.
Uncertainties are estimated by simultaneously varying the renormalization and initial and final state fac-
torization scales by a factor of two, relative to the baseline result, assuming µ

R

= µ
I

= µ
F

= pT
photon.

This coherent variation of the renormalization and initial and final state factorization scales by a factor
of two varies the JETPHOX yield up and down by about 13%, independent of pT within the numerical
accuracy of the calculations.

8

Photon performance: shower shapes

Comparison of tight photons with fully simulated photon+jet events,
total MC (yellow), unconverted (blue), and converted (red) photons.

Small pT and η dependent shifts (from pp) applied to MC.

η width in layer 1
(strip units)

η width in layer 2
(η units)

Hadronic energy/
cluster energy

40 < pT < 70 GeV tight photons
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Isolation distributions ET(Riso=0.3)

Sum of transverse energy within R=0.3 cone
EM energy in 5x7 cells removed to remove photon

Normalized here for ET(R=0.3) < 0 GeV - good data & MC agreement
In MC, width of distribution in 0-10% photon+jet events is ~6 GeV

40 < pT < 70 GeV tight photons
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Figure 3: Distributions of photon isolation energy in a Riso = 0.3 cone for the four centrality bins in
data (black points) and for MC (yellow histogram), normalized for negative ET(Riso = 0.3) values. The
di↵erences at large values of ET(Riso = 0.3) can be attributed to the presence of jet contamination in the
data, which is not present in the MC sample.

di↵erence was with the most peripheral bin, where the width (estimated by a Gaussian fit) was 14%
larger in the weighted case. However, the fraction of MC events over a fixed cut of 6 GeV (explained
below) is 5% in the unweighted distribution and 6% in the weighted distribution. Given the small e↵ect
found in these estimates, reweighting is not used in the final analysis, and the expected e↵ects on the
extracted yields are far smaller than the final stated systematic uncertainties, discussed below.

10 Photon trigger and reconstruction performance

10.1 Kinematic bins

The kinematic intervals used in this analysis are defined as follows. For each centrality bin, as described
above, the photon kinematic phase space is divided into intervals in photon ⌘ and pT. For the presentation
of final yields, photons are integrated over |⌘| < 1.3 but some corrections are made separately in four
intervals, [�1.3,�0.8),[�0.8, 0.0),[0.0, 0.8] and (0.8, 1.3]. Within each ⌘ interval, there are eight ranges
in pT, 45-50 GeV, 50-60 GeV, 60-70 GeV, 70-80 GeV, 80-100 GeV, 100-120 GeV, 120-140 GeV, and
140-200 GeV.

10.2 Photon trigger e�ciency

The trigger e�ciency has been checked using a sample of minimum bias data, where the primary triggers
did not select on particular high-pT activity. In this sample, events were triggered based on either a
coincidence in the zero degree calorimeters (ZDCs), which measure neutral particles with |⌘| > 8.3
or a total of 50 GeV or more deposited in the calorimeter system. Figure 4 shows the probability for
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Figure 3: Distributions of photon isolation energy in a Riso = 0.3 cone for the four centrality bins in
data (black points) and for MC (yellow histogram), normalized for negative ET(Riso = 0.3) values. The
di↵erences at large values of ET(Riso = 0.3) can be attributed to the presence of jet contamination in the
data, which is not present in the MC sample.

di↵erence was with the most peripheral bin, where the width (estimated by a Gaussian fit) was 14%
larger in the weighted case. However, the fraction of MC events over a fixed cut of 6 GeV (explained
below) is 5% in the unweighted distribution and 6% in the weighted distribution. Given the small e↵ect
found in these estimates, reweighting is not used in the final analysis, and the expected e↵ects on the
extracted yields are far smaller than the final stated systematic uncertainties, discussed below.

10 Photon trigger and reconstruction performance

10.1 Kinematic bins

The kinematic intervals used in this analysis are defined as follows. For each centrality bin, as described
above, the photon kinematic phase space is divided into intervals in photon ⌘ and pT. For the presentation
of final yields, photons are integrated over |⌘| < 1.3 but some corrections are made separately in four
intervals, [�1.3,�0.8),[�0.8, 0.0),[0.0, 0.8] and (0.8, 1.3]. Within each ⌘ interval, there are eight ranges
in pT, 45-50 GeV, 50-60 GeV, 60-70 GeV, 70-80 GeV, 80-100 GeV, 100-120 GeV, 120-140 GeV, and
140-200 GeV.

10.2 Photon trigger e�ciency

The trigger e�ciency has been checked using a sample of minimum bias data, where the primary triggers
did not select on particular high-pT activity. In this sample, events were triggered based on either a
coincidence in the zero degree calorimeters (ZDCs), which measure neutral particles with |⌘| > 8.3
or a total of 50 GeV or more deposited in the calorimeter system. Figure 4 shows the probability for
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Double sideband technique: ideal

Isolation energy R=0.3 [GeV]
0 5 10 15 20

HI Tight

Non-tight

A B

C D
“ABCD” method previously

used for prompt photon
measurements in ATLAS

(& SUSY, etc.)

Two-dimensional distribution:
Isolation vs.purity

The ratio NC/ND provides 
information on background A,

given the number of counts in B

• D: non-tight, non-isolated photons: This region should primarily be background, since they are
candidates which are neither narrow photons, nor ones which are in isolated regions.

The non-tight photons are used to estimate the contribution from jets in the signal region A. This
works provided there is essentially no correlation between the axes, i.e. that it is not the isolated nature
of a cluster which tends to make it pass tight cuts. If this is rigorously the case, and if there is no leakage
of signal from region A to the other non-signal regions (B, C and D), then the double sideband approach
suggests that one can use the ratio of counts in C to D to extrapolate the measured number of counts in
region B to correct the measured number of counts in region A, i.e.

N

sig = N

obs
A

� N

obs
B

N

obs
C

N

obs
D

(6)

If there is any leakage of signal into the background regions, then these must be removed systematically
before attempting to use them to extrapolate into the signal region. A set of “leakage factors”, c

i

, are
calculated to extrapolate the number of signal events in region A into the other regions.
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⌘
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N
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The leakage factors are calculated using the simulated PYTHIA sample as c

i

= N

sig
i

/Nsig
A

. In the 40-80%
centrality interval and from pT = 40 to 200 GeV, c

B

ranges from 0.005 to 0.04, c

C

ranges from 0.06 to
0.02, and c

D

is less than 0.003. In the 0-10% centrality interval and over the same pT range, c

B

ranges
from 0.16 to 0.24, c

C

ranges from 0.06 to 0.01, and c

D

ranges from 0.01 to 0.005. Except for c

B

, which
reflects the very di↵erent isolation distributions in peripheral and central events, the isolation factors are
of similar scale.

In practice, Equation 7 is solved numerically using the Brent root solver implemented into ROOT [32].
In order to calculate the statistical uncertainty for each centrality and pT interval, the equation is solved
5000 times, each time sampling the eight parameters (Nobs

A

� N

obs
D

, N

sig
A

� N

sig
D

) from a Poisson distribu-
tion with the observed value assumed to be the mean of the distribution. The mean of a Gaussian fit to
the distribution of N

sig is taken as the background-corrected yield, while Gaussian standard deviation is
taken as the statistical error on the mean.

11.2 Photon e�ciencies

The final conversion of the measured yield into a yield per event, and ultimately into RAA, requires
several more factors: the total number of events in each centrality sample, and a reconstruction e�ciency
including all known e↵ects. The e�ciencies are defined for “HI tight”, isolated photons relative to all
PYTHIA photons with an isolation energy in a cone of Riso = 0.3 around the photon direction of less
than 6 GeV. This selection at the truth particle level removes about 1.5% of the photon sample.

Once the truth photons are properly defined, the needed e�ciency corrections are categorized into
three broad classes:

• Reconstruction e�ciency: This is the probability that a photon is reconstructed with 90% or
more of its truth energy. In the heavy ion reconstruction, the losses primarily stem from a subset
of photon conversions, in which the energy of the electron and positron is not contained within a
region small enough to be reconstructed by the standard algorithms. This factor is typically around
95% and is found to be constant as a function of transverse momentum for the range measured here.

• Identification e�ciency: This is the probability that a reconstructed photon (according to the
previous definition) passes “tight” identification cuts.

15

“Non-tight” photon candidates
fail subset of cuts: enhance jets 
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Double sideband technique: in practice

Isolation energy R=0.3 [GeV]
0 5 10 15 20

HI Tight

Non-tight

A B

C D

May 20, 2012 – 13 : 20 DRAFT 13

Isolation energy R=0.3 [GeV]
0 5 10 15 20

HI Tight

Non-tight

A B

C D

Figure 7: Illustration of the double sideband approach, illustrating the two axes for binning photon
candidates: region A is the “signal region” (tight and isolated photons) for which efficiencies are defined,
region B contains tight, non-isolated photons, region C contains non-tight isolated photons, and region
D contains non-tight and non-isolated photons.
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In practice, Equation 7 is solved numerically using the Brent root solver implemented into ROOT [30].386

In order to calculate the statistical uncertainty for each centrality and pT interval, the ROOT solver is run387

Fluctuations in photon
response lead to

signal contamination into
regions BCD

Use MC to extract 
“leakage factors” 
(cX = NsigX/NsigA)

Quadratic equation for
NsigA, solved numerically

and statistical uncertainties
of data and MC counts

fully propagated
13



Photon performance: energy scale

In PYTHIA+HIJING scale good to 1.5% or better (typically O(.5%)):
Include 3% systematic uncertainty from testbeam studies

Photon energy scale
correction (∆pT/pT)
for tight & isolated

from PYTHIA+HIJING
as function of 
reconstructed
photon energy
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Efficiency

• Measured relative to isolated photons in PYTHIA (6 GeV @ hadron level)
• Efficiency is product of reconstruction efficiency, identification efficiency & 

isolation efficiency
• Isolation efficiency is probability of truth photon passing isolation cut 
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Figure 8: Photon reconstruction efficiency as a function of photon pT and event centrality averaged
over |h | < 1.3, based on MC calculations performed in four subintervals in h . The points indicate the
identification efficiency, without the contribution from the isolation requirement. The solid lines indicate
the smoothed total efficiency used to correct the measured photon yield.

11 Photon yields429

In this section, we apply the double sideband technique to extract the photon yield per minimum bias430

event Y (pT,c), divided by the mean nuclear thickness hTAAi (which scales as the number of binary431

collisions).432

Y (pT,c) =
N

sig
A

U

etot ⇥Nevt ⇥DpT ⇥hTAAi
(8)

where N

sig
A

is the background-subtracted yield in region A, etot is the abovementioned total efficiency,433

Nevt is the number of events in centrality bin c, DpT is the width of the transverse momentum interval,434

and hTAAi is the average nuclear thickness for that bin. Each bin requires a small correction to account435

for the photon energy resolution but these are found to be small, and well within the stated experimental436

uncertainties, and are thus not applied in this analysis.437

11.1 Choice of analysis parameters438

The final photon yields are extracted using “HI tight” cuts, an isolation cone radius of Riso = 0.3 and an439

isolation energy cut of Eiso < 6 GeV to define region A, a selection of Eiso > 8 GeV to define region B.440

Regions C and D are defined using the same isolation energy selections, but for photon candidates that441

satisfy the “non tight” selections with any of four reversed conditions (ws,3, Fside, Eratio and DE). For442

the central 0-10% interval, the 6 GeV isolation selection sits at approximately one standard deviation443

from the peak in the Monte Carlo isolation energy distribution. This implies that, for this centrality bin,444

only about 85% of the photon sample should fall within region A, necessitating the “isolation efficiency”445

correction described above.446
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Purity extracted from double-sidebands

Limited data and MC statistics induce fluctuations. in higher-pT bins.
Negative (1-P) results from limited statistics.

1-Purity = 1-NsigA/NobsA is the % correction applied to the number
of measured counts to remove di-jet background: 20-30% in low pT bins.
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Figure 10: The factor 1 � P extracted from data in each pT interval for two centrality bins, using the
double sideband method.

for the photon energy resolution but these are found to be small, and well within the stated experimental
uncertainties, and are thus not applied in this analysis.

12.1 Choice of analysis parameters

The final photon yields are extracted using “HI tight” cuts, an isolation cone radius of Riso = 0.3 and an
isolation energy cut of Eiso < 6 GeV to define region A, a selection of Eiso > 8 GeV to define region B.
Regions C and D are defined using the same isolation energy selections, but for photon candidates that
satisfy the “non tight” selections with any of four reversed conditions (ws,3, Fside, Eratio and �E). For
the central 0-10% interval, the 6 GeV isolation selection sits at approximately one standard deviation
from the peak in the Monte Carlo isolation energy distribution. This implies that, for this centrality bin,
only about 85% of the photon sample should fall within region A, necessitating the “isolation e�ciency”
correction described above.

12.2 Measured photon purity

The double sideband method provides an estimate for the purity (P) of the measured sample, which
is defined as N

sig
A /N

obs
A . The correction 1 � P applied to the measured yield in Region A is shown in

Figure 10 as a function of transverse momentum in the four measured centrality intervals. While the
statistical errors are large, driven both by the low count numbers in both data and some of the MC pT
intervals, the trend is clear in both centrality ranges: the correction is relatively large at low transverse
momentum, at about 30%, but decreases systematically with pT. Values of negative 1�P can arise when
the number of events in the background regions is low, but they are all consistent with positive values,
within the large statistical uncertainties.

17



Systematic uncertainties

17

Source Effect on yield

Tight cut definition 20%
Non-tight definition 3%

Isolation criterion 20%

Energy scale 12%

Unfolding 3%

Event counting 1%

Total 31%

Total uncertainty on photon yield estimated at 31%, 
assigned independent of pT and centrality



ATLAS photon yields for 45<pT<200 GeV

For R=0.3, ET<6 GeV

For each centrality and pT bin,
extracted signal counts scaled by

- total efficiency
- number of events

- width of pT bin
then scaled by <TAA>

CMS pp & PbPb @ 2.76 TeV
JETPHOX 1.3 ET(R=0.3)< 6 GeV 

& PYTHIA MC11 tune
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Figure 9: Photon reconstruction e�ciency as a function of photon pT and event centrality averaged
over |⌘| < 1.3, based on MC calculations performed in four subintervals in ⌘. The points indicate the
identification e�ciency, without the contribution from the isolation requirement. The solid lines indicate
the smoothed total e�ciency used to correct the measured photon yield.

• Isolation e�ciency: This is the probability that a photon which would be reconstructed and pass
identification cuts, also passes the chosen isolation cut. While this is not performed the pp analysis,
where the fluctuations of the isolation energy are well below the chosen isolation cut, the large
fluctuations from the underlying event in heavy ion collisions can lead to an individual photon
being found in the non-isolated region. While leakage into region B also depends on photon pT,
the isolation e�ciency primarily reflects the standard deviation of the isolation energy distribution.

These e�ciencies are defined in such a way that the “total e�ciency” ✏tot – the probability that a photon
would be reconstructed AND identified AND isolated – is simply the product of these three factors.
These are assessed using the standard “HI tight” definitions and an isolation cut of 6 GeV within Riso =

0.3 around the photon direction. Figure 9 shows the product of the reconstruction and identification
e�ciency (points) and the total e�ciency (solid lines).

12 Photon yields

In this section, the double sideband technique is applied to extract the photon yield per minimum bias
event (1/Nevt)dN/pT(pT, c), divided by the mean nuclear thickness hTAAi (which scales as the number
of binary collisions). The photon yield is defined as

1
Nevt

dN�

dpT
(
pT, c) =

N

sig
A

✏tot ⇥ Nevt ⇥ �pT
(8)

where N

sig
A

is the background-subtracted yield in region A, ✏tot is the abovementioned total e�ciency,
Nevt is the number of events in centrality bin c, �pT is the width of the transverse momentum interval,
and hTAAi is the average nuclear thickness for that bin. Each bin requires a small correction to account
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ATLAS photon yields for 45<pT<200 GeV
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Figure 9: Photon reconstruction e�ciency as a function of photon pT and event centrality averaged
over |⌘| < 1.3, based on MC calculations performed in four subintervals in ⌘. The points indicate the
identification e�ciency, without the contribution from the isolation requirement. The solid lines indicate
the smoothed total e�ciency used to correct the measured photon yield.

• Isolation e�ciency: This is the probability that a photon which would be reconstructed and pass
identification cuts, also passes the chosen isolation cut. While this is not performed the pp analysis,
where the fluctuations of the isolation energy are well below the chosen isolation cut, the large
fluctuations from the underlying event in heavy ion collisions can lead to an individual photon
being found in the non-isolated region. While leakage into region B also depends on photon pT,
the isolation e�ciency primarily reflects the standard deviation of the isolation energy distribution.

These e�ciencies are defined in such a way that the “total e�ciency” ✏tot – the probability that a photon
would be reconstructed AND identified AND isolated – is simply the product of these three factors.
These are assessed using the standard “HI tight” definitions and an isolation cut of 6 GeV within Riso =

0.3 around the photon direction. Figure 9 shows the product of the reconstruction and identification
e�ciency (points) and the total e�ciency (solid lines).

12 Photon yields

In this section, the double sideband technique is applied to extract the photon yield per minimum bias
event (1/Nevt)dN/pT(pT, c), divided by the mean nuclear thickness hTAAi (which scales as the number
of binary collisions). The photon yield is defined as

1
Nevt

dN�

dpT
(
pT, c) =

N

sig
A

✏tot ⇥ Nevt ⇥ �pT
(8)

where N

sig
A

is the background-subtracted yield in region A, ✏tot is the abovementioned total e�ciency,
Nevt is the number of events in centrality bin c, �pT is the width of the transverse momentum interval,
and hTAAi is the average nuclear thickness for that bin. Each bin requires a small correction to account
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CMS pp & PbPb @ 2.76 TeV
JETPHOX 1.3 ET(R=0.3)< 6 GeV 

& PYTHIA MC11 tune
shown for comparisons

Scale uncertainty from
<TAA> not shown

19



Ratios relative to JETPHOX
• Comparisons of lead-lead data 

with pp cross sections from 
JETPHOX 1.3.0

• CTEQ 6.6 PDFs
• BFG fragmentation functions
• No isospin or nPDFs included
• Scale uncertainties (factor of 2 

coherent variation of µI,F,R): ±13%  
• PDF uncertainties at 7 TeV: ±5%

• Equivalent to RAA, but with MC 
reference

• Within stated statistical and 
systematic uncertainties, good 
agreement of data and JETPHOX, 
for all centrality bins over wide 
range in pT
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Conclusions
• Measurement of isolated prompt photons in 2.76 TeV lead-lead 

collisions by ATLAS over a broad kinematic range
• pT = 45-200 GeV, |η|<1.3

• Photons reconstructed in longitudinally-segmented ATLAS 
calorimeter
• Tight shower shape cuts used to reject contributions from jets

• Jets subtracted using double sideband technique
• Purity measured to be 70-80% at low pT, increasing with increasing pT

• Good agreement with JETPHOX pp cross sections 
• No significant dependence on transverse momentum or centrality

• Photons will be useful for studying recoil jet in more detail
• Stay tuned for wider rapidity range and correlations with jets
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Extra slides
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Systematic uncertainties
• Tight photon definition

• The tight cuts were varied to account for varying levels of optimization and adjustment to MC.  
Variations of the result were within ±20%

• Non tight cuts
• The definition of non-tight cuts was varied and results were consistent within 3%

• Isolation criteria
• The isolation criteria were varied both in cone size, energy, and possible misestimates of shower 

leakage.  Variations were within ±20% 

• Energy scale 
• Very conservative estimate on energy scale uncertainty based on 3% seen in testbeam, 12% 

variations in yield

• Event counting
• Proportionality between measured luminosity and number of events checked throughout 2011 

run, and stable within <1%

• Unfolding corrections
• Not applied in this analysis, estimated to be 3% in lowest pT bin, applied to all bins

Total uncertainty on photon yield estimated at 31%, 
independent of pT and centrality 23



Material description in front of calorimeter

24

The ATLAS Collaboration: Electron performance measurements with the ATLAS detector 3
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Fig. 1. Amount of material, in units of radiation length X0, traversed by a particle as a function of η: (left) material in
front of the presampler detector and the EM calorimeter, and (right) material up to the ID boundaries. The contributions of
the different detector elements, including the services and thermal enclosures are shown separately by filled color areas. The
extra material used for systematic studies is indicated by dashed lines. The primary vertex position has been smeared along the
beamline.

result. It uses, with full granularity and precision, all the
available detector data (including the information from
the inner detector) but only in the regions identified by
the L1 as Regions of Interest (RoI). After L2 selection,
the event rate is about 3 kHz. In the EF, more complex
algorithms seeded by the L2 results and profiting from
offline-like calibration and alignment are used to reduce
the event rate to about 200 Hz.

At L1, electromagnetic objects are selected if the to-
tal transverse energy deposited in the EM calorimeter in
two adjacent towers of ∆η ×∆φ = 0.1× 0.1 size is above
a certain threshold. Fast calorimeter and tracking recon-
struction algorithms are deployed at L2. The L2 calorime-
ter reconstruction is very similar to the offline algorithm,
with the notable difference that clusters are seeded by
the highest ET cell in the middle calorimeter layer in-
stead of applying the full offline sliding-window algorithm
described in Subsection 4.2. The L2 track reconstruction
algorithm was developed independently to fulfill the more
stringent timing requirements. The EF uses the offline
reconstruction and identification algorithms described in
Subsections 4.2 and 4.4. It applies similar (typically some-
what looser) cuts in order to remain fully efficient for ob-
jects identified offline.

During the 2010 proton-proton collision data taking
period, the trigger menu continuously evolved in order to
fully benefit from the increasing LHC luminosity. Initially,
the trigger relied on the L1 decision only while the HLT
decisions were recorded but not used to reject events. As
the luminosity increased, the HLT began actively rejecting
events with higher and higher ET thresholds and more
stringent selections. A detailed description of the trigger
configuration and selection criteria applied in 2010 can be
found in Refs. [12,13].

4.2 Reconstruction

Electron reconstruction [14] in the central region of |η| <
2.47 starts from energy deposits (clusters) in the EM
calorimeter which are then associated to reconstructed
tracks of charged particles in the inner detector.

To reconstruct the EM clusters, seed clusters of longi-
tudinal towers with total transverse energy above 2.5 GeV
are searched for by a sliding-window algorithm. The win-
dow size is 3 × 5 in units of 0.025×0.025 in η × φ space,
corresponding to the granularity of the calorimeter middle
layer. The cluster reconstruction is expected to be very ef-
ficient for true electrons. In MC simulations, the efficiency
is about 95% at ET = 5 GeV and 100% for electrons with
ET > 15 GeV from W and Z decays.

In the tracking volume of |η| < 2.5, reconstructed
tracks extrapolated from their last measurement point
to the middle layer of the calorimeter are very loosely
matched to the seed clusters. The distance between the
track impact point and the cluster position is required to
satisfy ∆η < 0.05. To account for bremsstrahlung losses,
the size of the sign corrected ∆φ window is 0.1 on the
side where the extrapolated track bends as it traverses
the solenoidal magnetic field and is 0.05 on the other
side. An electron is reconstructed if at least one track
is matched to the seed cluster. In the case where sev-
eral tracks are matched to the same cluster, tracks with
silicon hits are preferred, and the one with the smallest
∆R =

√
∆η2 +∆φ2 distance to the seed cluster is cho-

sen.
The electron cluster is then rebuilt using 3× 7 (5× 5)

longitudinal towers of cells in the barrel (endcaps). These
lateral cluster sizes were optimized to take into account
the different overall energy distributions in the barrel and
endcap calorimeters. The cluster energy is then deter-
mined [2] by summing four different contributions: (1) the
estimated energy deposit in the material in front of the



“Tight” photons
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4 Photon reconstruction132

Once the mean energy r
i

and v2i

values are evaluated in each layer, excluding all seeds from the aver-133

aging, the background subtraction is then applied to the original cell energies using Eq. 5 but with r
i

134

and v2
i

replaced by the new values, r 0
i

(h) and v2
0
i

. This procedure provides a new set of “subtracted”135

cells, from which the mean underlying event has been removed, as well as the large-scale modulation of136

elliptic flow. The residual deposited energies stem primarily from three sources: jets, photons/electrons,137

and background fluctuations (possibly including higher order flow harmonics). It should be noted that138

while it is straightforward to estimate a mean energy as a function of h , it is at present impossible to139

make further subtraction of more localized structures. Thus, fluctuations are an essential aspect of the140

photon analysis in the heavy ion data.141

Acting upon the subtracted cells, the ATLAS photon reconstruction is seeded by clusters of at least142

2.5 GeV found using a sliding window algorithm applied to the second sampling layer of the electro-143

magnetic calorimeter, which typically samples over 50% of the deposited photon energy. In the dense144

environment of the heavy ion collision, the photon conversion recovery procedure is not performed, due145

to the overwhelming number of combinatoric pairs in more central collisions. However, converted pho-146

tons are not completely lost to the photon algorithm, as at these high energies, the electron and positron147

are typically close together as they reach the calorimeter. Thus, the photon sample analyzed here is a148

mix of converted and unconverted photons, as will be directly illustrated below.149

The energy measurement is made using all three layers of the electromagnetic calorimeter and150

the presampler, with a size corresponding to 3⇥ 5 (in h and f ) cells in the second layer (each being151

0.025⇥ 0.025). An energy calibration is applied to each shower to account for both its lateral leakage152

(outside the nominal window) and longitudinal leakage (into the cryostat and hadronic calorimeter) [23].153

This window size is used in the proton-proton analysis for unconverted photons, which is used for all154

photons in this analysis of heavy ion data, leading to a slight degradation in performance when applied155

to converted photons.156

4.1 Photon shower shape variables157

The fine-grained, longitudinally segmented calorimeter used in ATLAS allows detailed characterization158

of the shape of each photon shower, providing tools to reject jets and hadrons, while maintaining high159

efficiency for the photons themselves. In this analysis, we use nine shower properties which have been160

used extensively in previous ATLAS publications, particularly the measurement of prompt photon spectra161

as a function of pseudorapidity [10, 11].162

The primary shape variables used can be classified by which sampling layer is used. The second163

sampling and hadronic calorimeter are used to define “loose” cuts (a specific class which is not used in164

this analysis):165

• Rh , the ratio of energies deposited in a 3⇥7 (h ⇥f ) window to that deposited in a 7⇥7 window,166

in units of the second layer cell size.167

• wh ,2, the root-mean-square width of the energy distribution of the cluster in the second layer in the168

h direction169

• Rhad, the ratio of leakage into the hadronic calorimeter to the energy of the photon cluster.170

More stringent “tight” cuts are further applied in six other variables, primarily in the high granularity171

“strip” layer, to reject neutral meson decays from jets. In this finely-segmented layer a search is applied172

for multiple maxima from neutral hadron electromagnetic decays:173
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• Rf , the ratio of energies deposited in a 3⇥3 (h ⇥f ) window in the second layer to that deposited174

in a 3⇥7 window, in units of the second layer cell size.175

• ws,tot, the total RMS of the energy distribution in the h direction in the first sampling “strip” layer176

• ws,3, the RMS width of the three “core” strips including and surrounding the cluster maximum in177

the strip layer178

• Fside, the fraction of energy in seven first-layer strips surrounding the cluster maximum, not con-179

tained in the three core strips (i.e. (E(±3)�E(±1))/E(±1))180

• Eratio, the asymmetry between the energies in the first and second maxima in the strip layer181

• DE, the energy difference between the first maximum and first minimum between the first and182

second maxima183

In general, it has been found in ATLAS that the shower shape variables measured in data differ184

slightly, but significantly, from the Monte Carlo calculations. To account for these differences, a set of185

correction factors has been developed to account for small shifts in the distributions. This analysis uses186

the standard shift factors obtained by comparing pp simulations to the same quantities in the data, with187

no modification for the heavy ion environment. It is found that the broad features of the distributions188

agree quite well between data and simulation, except in the regions where jet contamination is expected.189

4.2 Photon isolation energy190

In order to further reject clusters arising from hadronic fragments of jets, particularly neutral mesons,191

the calorimeter is also used to define an isolation energy in a cone of a chosen radius around the cluster192

angular direction. A window in the electromagnetic calorimeter of size 5⇥ 7 second-layer cells is sub-193

tracted from this energy to remove the contribution of the primary photon. The isolation energy adds up194

calorimeter cells in the electromagnetic and hadronic sections, within a cone of R =
p

Dh2 +Df 2 < Riso.195

In previous ATLAS analyses, the cone size is chosen to be Riso = 0.4 , while in this heavy ion analy-196

sis, the cone is chosen to be slightly smaller, Riso = 0.3, to reduce the sensitivity to underlying event197

fluctuations. A standard correction based on a fraction of the photon energy is applied to the calculated198

isolation energy to remove photon shower leakage into the isolation cone. However, it is found that in the199

most peripheral events that a small leakage of the photon energy contaminates the isolation cone energy.200

At present, no correction is applied for this. However, a systematic uncertainty based on this residual201

leakage is assigned as a function of centrality (see below).202

5 Simulation data samples203

For the extraction of photon performance parameters (efficiencies, photon energy scale, isolation prop-204

erties), we use a set of 450,000 photon+jet events using the ATLAS MC11 tune of PYTHIA 6.4 at205 p
s = 2.76 TeV, overlaid on minimum-bias HIJING events, which we call “HIJING+PYTHIA” samples.206

The HIJING events are modified after initial generation to include angular modulations as a function207

of centrality, transverse momentum and pseudorapidity, parametrized from ATLAS measurements of the208

second through sixth Fourier components of the angular distributions relative to the event plane measured209

in the FCal [24]. The sample is divided equally into three subsamples based on requiring a minimum210

p̂T for the PYTHIA hard process. The first has p̂T > 17 GeV, the second has p̂T > 35 GeV and the211

third p̂T > 70 GeV. The generated samples are fully simulated using GEANT4 and digitized to produce212

simulated raw data files, that are reconstructed and analyzed exactly as is done for experimental data.213

Using granular
calorimeter cells, define 9 
“shower shape” variables

(all used in pp) with

- first layer used to reject 
π0 and η

- second layer gives
rough measurement

of shower width

- hadronic calorimeter
used for tag obvious jets

Satisfying all 9 cuts: “tight”
Failing any of 4 first layer cuts (•): “non tight”

•
•
•
•
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Centrality dependence of yields

• Even without a reference 
distribution, can look at 
centrality dependence in bins 
of photon pT

• Centrality represented here as
mean number of participants 
in each bin

• No dependence on Npart within 
statistical (error bars) and 
systematic uncertainties (grey 
bands, will be yellow)
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Trigger efficiency

Use ATLAS electromagnetic object trigger, based on
combinations of 0.1x0.1 “towers” and threshold of 16 GeV: 
0.2x0.2 sliding window but trigger is only on 0.2x0.1 regions
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