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Motivation

5-6 GeV“heavy 
flavor”

•Study the properties of QGP
•Jet quenching, pQCD framework

Calculable final 
state medium effects 
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FIG. 3: (top) Dijet asymmetry distributions for data (points) and unquenched HIJING with superimposed PYTHIA dijets

(solid yellow histograms), as a function of collision centrality (left to right from peripheral to central events). Proton-proton

data from
√
s = 7 TeV, analyzed with the same jet selection, is shown as open circles. (bottom) Distribution of ∆φ, the

azimuthal angle between the two jets, for data and HIJING+PYTHIA, also as a function of centrality.

(asymmetries larger than 0.6 can only exist for leading

jets substantially above the kinematic threshold of 100

GeV transverse energy). The ∆φ distributions show that

the leading and second jets are primarily back-to-back in

all centrality bins; however, a systematic increase is ob-

served in the rate of second jets at large angles relative

to the recoil direction as the events become more central.

Numerous studies have been performed to verify that

the events with large asymmetry are not produced by

backgrounds or detector effects. Detector effects primar-

ily include readout errors and local acceptance loss due to

dead channels and detector cracks. All of the jet events

in this sample were checked, and no events were flagged

as problematic. The analysis was repeated first requiring

both jets to be within |η| < 1 and |η| < 2, to see if there

is any effect related to boundaries between the calorime-

ter sections, and no change to the distribution was ob-

served. Furthermore, the highly-asymmetric dijets were

not found to populate any specific region of the calorime-

ter, indicating that no substantial fraction of produced

energy was lost in an inefficient or uncovered region.

To investigate the effect of the underlying event, the

jet radius parameter R was varied from 0.4 to 0.2 and

0.6 with the result that the large asymmetry was not re-

duced. In fact, the asymmetry increased for the smaller

radius, which would not be expected if detector effects
are dominant. The analysis was independently corrobo-

rated by a study of “track jets”, reconstructed with ID

tracks of pT > 4 GeV using the same jet algorithms. The

ID has an estimated efficiency for reconstructing charged

hadrons above pT > 1 GeV of approximately 80% in the

most peripheral events (the same as that found in 7 TeV

proton-proton operation) and 70% in the most central

events, due to the approximately 10% occupancy reached

in the silicon strips. A similar asymmetry effect is also

observed with track jets. The jet energy scale and under-

lying event subtraction were also validated by correlating

calorimeter and track-based jet measurements.

The missing ET distribution was measured for mini-

mum bias heavy ion events as a function of the total ET

deposited in the calorimeters up to about ΣET = 10 TeV.

The resolution as a function of total ET shows the same

behavior as in proton-proton collisions. None of the

events in the jet selected sample was found to have an

anomalously large missing ET .

The events containing high-pT jets were studied for the

presence of high-pT muons that could carry a large frac-

tion of the recoil energy. Fewer than 2% of the events

have a muon with pT > 10 GeV, potentially recoiling

against the leading jet, so this can not explain the preva-

lence of highly asymmetric dijet topologies in more cen-

tral events.

None of these investigations indicate that the highly-

asymmetric dijet events arise from backgrounds or

detector-related effects.
In summary, first results are presented on jet recon-

struction in lead-lead collisions, with the ATLAS detector

at the LHC. In a sample of events with a reconstructed

jet with transverse energy of 100 GeV or more, an asym-

metry is observed between the transverse energies of the

Radioactive energy 
loss in medium
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Motivation

5-6 GeV“heavy 
flavor”

•C/B quarks much heavier, pQCD framework
•“Dead cone” effect: gluon radiation suppressed at 

small angles Q 

•Leptons from heavy flavor decays
•PHENIX,STAR@RHIC with electrons

Dokshitzer, Khoze, Troyan, JPG 17 (1991) 1602. 
Dokshitzer and Kharzeev, PLB 519 (2001) 199. 

J. Phys. G: Nucl. Part. Phys. 38 (2011) 124031 C Luiz da Silva (for the PHENIX Collaboration)

  [GeV/c]
T

 p
0 1 2 3 4 5 6 7 8 9

A
A

 R

0

0.5

1

1.5

2

centrality 0-10%
=200 GeVNNSAu+Au @ 

heavy flavor  [arXiv:1005.1627]
 [PRL101,232301 (2008)]0π

|y|<0.35

 [GeV/c]
T

p
0 1 2 3 4 5 6 7

A
A

R

0

0.5

1

1.5

2
0-20% Cu+Cu

40-60% Au+Au

PHENIX PRELIMINARY
|y|<0.35

=200GeVNNS
± e→heavy flavor global uncertainty

Figure 1. Left: nuclear modification factor (RAA) of electrons from heavy flavour decays and π0

in central Au+Au events. Right: RAA of electrons from heavy flavour decays in central Cu+Cu and
peripheral Au+Au collisions.

describes the suppression of light mesons, predicted to decrease with the increasing of the quark
mass [2–4]. Recent heavy flavour measurements in d+Au and Cu+Cu collisions performed
in the PHENIX detector explored the possibility that initial state effects are responsible for
the large suppression observed in Au+Au collisions. Section 2 presents the results from
these measurements along with some discussion concerning the baseline measurement in p+p
collisions and future measurements using vertex detectors.

Another puzzling observation is the similar suppression of the J/ψ charmonium state in
A+A collisions compared to binary scaling at the RHIC and CERN-SPS energies as well as its
stronger suppression at forward rapidities compared to mid-rapidity [5, 6]. The energy density
of the medium formed at the RHIC is larger than that found in the CERN-SPS experiments [7]
giving more room for the colour screening of charmonium at the RHIC [8]. On the other hand,
the energy density should be rapidity independent, in contradiction with the observation of a
rapidity dependence of the J/ψ suppression. A system/energy consistent study of the J/ψ

production has been carried out including (i) the feed-down fraction from excited charmonium
states, (ii) hints about the production mechanism in p+p collisions, (iii) a systematic study of
the geometry dependence of the nuclear modification in d+Au collisions and (iv) reduction
of the statistical and systematic uncertainties of the forward rapidity measurement in Au+Au
collisions. The collision energy dependence of the J/ψ suppression was also studied with
Au+Au collisions at

√
sNN = 62 GeV and

√
sNN = 39 GeV. These studies are summarized

in section 3 which also reports the first measurements of ϒ production in p+p and d+Au
collisions.

2. Heavy flavour

The differential cross section of electrons from heavy flavour measured in p+p collisions at
mid-rapidity [9] is in agreement with the STAR data measured at the same energy [10]. This
result is ∼1.5 larger than fixed-order-leading-log (FONLL) pQCD calculation [11], but still
in agreement within the experimental and theoretical uncertainties. If a Gaussian transverse

momentum
√〈

k2
T

〉
of 1 GeV/c is introduced in the outcoming heavy quarks in a FONLL-

based event generator, the calculated heavy flavour yield matches the central value of the
experimental result [12]. This additional feature in simulation takes into account the intrinsic

transverse momentum of the initial partons. PHENIX found
√〈

k2
T

〉
of 2.68 ± 0.07(stat) ±

2

‣ Heavy flavor suppression at RHIC 
shows similar behavior as single 
hadron measurement. How about at  
LHC?
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The ATLAS detector

5-6 GeV“heavy 
flavor”

Muon measurement

Centrality determinationPixel,SCT,TRT  
|η| < 2.5

3.2 < |η| < 4.9

Barrel: |η| < 1.05
End cap: 1.05 < |η| < 2.7

4Tuesday, May 29, 2012



Data and MC samples

5-6 GeV“heavy 
flavor”

•Data, 2010 Pb+Pb collisions at 2.76 TeV, 7 μb-1

•MC, Di-jet J1,J2,J3,J4,J5 overlayed with HIJING
•Event selection:
•Good lumi block, ZDC_AND or ZDC_A_C trigger
•ΔtMBTS<3 ns, a primary vertex

•53236871 events are selected.
•MinBias sample, no trigger on muons
•Select good quality muons, |η|<1.05 and 4 < pT < 
14 GeV.
•Characterize centrality with forward calorimeter 
transverse energy

5Tuesday, May 29, 2012



Centrality determination

5-6 GeV“heavy 
flavor”

Centrality definition

! Use Forward calorimeter transverse energy  
3.2<|!|<4.9

" Sampling fraction: f = 100 ± 2%
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Figure 1: (black) Measured ΣEFCal
T distribution divided into 10% centrality bins. (grey)

2.76 TeV proton-proton data convolved with a Glauber Monte Carlo calculation with
x = 0.088, described in the text.

The final state momentum anisotropy can be quantified by studying the145

Fourier decomposition of the azimuthal angle distribution [16]:146

E
d3N
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=
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2πpT
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�
,

(1)
where y, pT and φ are the rapidity, transverse momentum, and azimuthal147

angle of final-state charged particle tracks and ΦRP denotes the azimuthal148

angle of the reaction plane defined by the impact parameter, (�b, the dis-149

tance between the barycenters of the two nuclei), and the beam axis (z).150

This analysis was confined to the second Fourier coefficient (n = 2), v2 ≡151

�cos [2(φ− ΦRP )]�, where angular brackets denote an average first over par-152

ticles within each event relative to the eventwise reaction plane, and then153

over events.154

In this analysis, the reaction plane is approximated by the event plane155

determined from the data on an event-by-event basis, according to the scheme156

6

CentralPeripheral

6Thursday, May 19, 2011

Use forward calorimeter transverse energy

Sampling fraction: 98±2%
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Composite distribution

5-6 GeV“heavy 
flavor”

Discriminant to separate muon source

5-6 GeV“heavy 
flavor”

•Discriminant I: momentum balance

•Discriminant II: scattering angle significance

•Composite discriminant
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Figure 4: Optimization of the composite discriminant using the simulated di-jet sample. (a) The sepa-

ration of prompt muons and π/K using equation (4) as a function of r, indicating that at r = 0.07 the

maximum separation is achieved. (b) The resulting distributions with r = 0.07.

for muons in the di-jet simulation sample and 17% in the bb̄/cc̄ → µ + X simulation sample after the

muon selection described in Section 2. The two discriminants are therefore used to build a composite

discriminant c as a linear combination with coefficient r
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∣
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which extends the useful pT range to the full phase space of interest for this note.

The value of r was selected by optimizing the separation

s(r) ≡
∫ ∞

−∞

(

fprompt

(

c(r)
)

− fπ/K
(

c(r)
))2

fprompt

(

c(r)
)

+ fπ/K
(

c(r)
) dc (5)

of the distributions of c(r) for prompt and non-prompt muons in the simulation sample. Here fprompt(c)

denotes the normalized probability density function of c(r) for prompt muons, and fπ/K(c) is the corre-

sponding function for π/K. The composite discriminant was optimized using the simulated di-jet sample.

Figure 4(a) shows that the optimal separation is obtained by the combination with rbest = 0.07 for the

mixture of events in the di-jet sample. For the remainder of this study r is fixed to this value. Figure 4(b)

shows the resulting distribution for prompt muons and π/K using c(r = 0.07).

4.3 Template fitting

The method that we present is based on a likelihood fit giving the yields of the prompt and π/K com-

ponents for single muons, using the distribution of the composite discriminant c(r). The main ingredi-

ents of the fit procedure are the templates describing the expected distributions of c(r) for prompt and

non-prompt muons. In the present work, the templates are derived from simulated events. The two

components are each represented by an unbinned probability density function derived using the kernel

estimation technique[7].
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pT

‣ Momentum balance has more 
discrimination power, more weight in 
constructing composite discriminate.
‣ Discrimination power increases with pT 
for both discriminant.
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Composite distribution

5-6 GeV“heavy 
flavor”

Composite distribution

5-6 GeV“heavy 
flavor”

Discriminant to separate muon source

5-6 GeV“heavy 
flavor”

•Discriminant I: momentum balance

•Discriminant II: scattering angle significance

•Composite discriminant
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Figure 4: Optimization of the composite discriminant using the simulated di-jet sample. (a) The sepa-

ration of prompt muons and π/K using equation (4) as a function of r, indicating that at r = 0.07 the

maximum separation is achieved. (b) The resulting distributions with r = 0.07.

for muons in the di-jet simulation sample and 17% in the bb̄/cc̄ → µ + X simulation sample after the

muon selection described in Section 2. The two discriminants are therefore used to build a composite
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which extends the useful pT range to the full phase space of interest for this note.
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denotes the normalized probability density function of c(r) for prompt muons, and fπ/K(c) is the corre-

sponding function for π/K. The composite discriminant was optimized using the simulated di-jet sample.

Figure 4(a) shows that the optimal separation is obtained by the combination with rbest = 0.07 for the

mixture of events in the di-jet sample. For the remainder of this study r is fixed to this value. Figure 4(b)

shows the resulting distribution for prompt muons and π/K using c(r = 0.07).

4.3 Template fitting

The method that we present is based on a likelihood fit giving the yields of the prompt and π/K com-

ponents for single muons, using the distribution of the composite discriminant c(r). The main ingredi-

ents of the fit procedure are the templates describing the expected distributions of c(r) for prompt and

non-prompt muons. In the present work, the templates are derived from simulated events. The two

components are each represented by an unbinned probability density function derived using the kernel

estimation technique[7].
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Signal: heavy 
quark hadrons

Background: π/K 
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‣Very well distinguishable signal and 
background composite distributions. For 
data, template fitting technique can be 
used to separate them statistically.
‣No dependence on centrality for both 
signal and background composite 
distributions.
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Template Fitting

5-6 GeV“heavy 
flavor”

MC templates are built from JX 
samples by RooFit package which 
uses kernel estimation method.

C distribution, dP/dC is formed assuming that a320

fraction, fS, of the measured muons are signal,321

dP

dC
= fS

dP

dC

����
S

+ (1− fS)
dP

dC

����
B

, (5)

where dP/dC|S and dP/dCB represent the Monte322

Carlo C distributions from signal and background323

sources, respectively.324

To account for possible differences in the C dis-325

tribution between data and MC due to (e.g.) inac-326

curacies in the MC description of multiple scatter-327

ing in the ATLAS detector, the fits allow for limited328

adaptation of the MC templates to the data. In par-329

ticular, the fit allows a shift and re-scaling of the C330

distribution, C � = a+ �C�+ b (C − �C�), where �C�331

is the usual mean of the C distribution. In addi-332

tion, a Gaussian smearing of the MC C distribution333

was included such that the data C distribution was334

fit to335

dP �

dC � ≡
�
fS

dP

dC �

����
S

+ (1− fS)
dP

dC �

����
B

�
⊗ e−C�2/2σ2

√
2πσ

(6)
A kernel estimation method [39] was used to pro-336

duce the unbinned probability density distribution,337

dP �/dC � from the MC signal and background sam-338

ples. The signal fraction, fS, was then evaluated339

for each centrality and muon pT bin using unbinned340

maximum likelihood fits with four free parameters,341

fS, a, b, and σ. The fits were performed using MI-342

NUIT [40] as implemented in RooFit[41]. Examples343

of the resulting template fits are shown in Fig. 3 for344

the 0-10% and 60-80% centrality bins and for two345

muon pT intervals. The combination of the MC346

signal and background C distributions are found to347

describe well the measured C distributions. The348

description remains good even if the adaptation of349

the template described in Eq. 6 is removed, though350

the fit results may change (see below). As can be351

seen in Fig. 3, the signal and background contri-352

butions to the C distribution are quite distinct at353

higher pT. At lower muon pT values the separation354

between the two contributions is less clear and the355

estimation of fS is potentially more susceptible to356

systematic uncertainties.357

The signal muon fractions extracted from the358

template fits for all pT and centrality bins are shown359

in Fig. 4. The statistical uncertainties on fS from360

the fits represent 1σ confidence intervals that ac-361

count for the limited statistics in the data C dis-362

tributions and correlations between the fit parame-363

ters. The uncertainties in the fit results due to the364
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Figure 4: Fractions of signal muons, fS, in the measured
muon yields as a function of muon pT in different bins of col-
lision centrality. The shaded boxes indicate combined sys-
tematic errors due to possible data-MC template matches
and the template fitting (i.e. combination of dP/dC and
“Fit” entries in Table 3). The error bars show combined sta-
tistical and total systematic errors including the efficiency
and hadron composition (K/π).

finite MC statistics were evaluated using a pseudo-365

experiment technique in which new pseudo-MC C366

distributions with the same number of counts as367

the original MC C distributions were obtained by368

statistically sampling the MC distributions. The re-369

sulting pseudo-MC distributions were then used to370

perform template fits. The procedure was repeated371

eight times for each pT and centrality bin and the372

standard deviation of the resulting fS values in each373

bin was combined in quadrature with the statistical374

uncertainty from the original fit to produce a com-375

bined statistical uncertainty on fS. The fractional376

uncertainties on fS due to MC statistics are found377

to be < 2% and are typically much smaller than the378

uncertainties from the template fits.379

The sensitivity of the measured fS values to the380

6

C distribution, dP/dC is formed assuming that a320
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where dP/dC|S and dP/dCB represent the Monte322

Carlo C distributions from signal and background323

sources, respectively.324

To account for possible differences in the C dis-325
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distribution, C � = a+ �C�+ b (C − �C�), where �C�331

is the usual mean of the C distribution. In addi-332

tion, a Gaussian smearing of the MC C distribution333

was included such that the data C distribution was334

fit to335
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A kernel estimation method [39] was used to pro-336

duce the unbinned probability density distribution,337

dP �/dC � from the MC signal and background sam-338

ples. The signal fraction, fS, was then evaluated339

for each centrality and muon pT bin using unbinned340

maximum likelihood fits with four free parameters,341

fS, a, b, and σ. The fits were performed using MI-342

NUIT [40] as implemented in RooFit[41]. Examples343

of the resulting template fits are shown in Fig. 3 for344

the 0-10% and 60-80% centrality bins and for two345

muon pT intervals. The combination of the MC346

signal and background C distributions are found to347

describe well the measured C distributions. The348

description remains good even if the adaptation of349

the template described in Eq. 6 is removed, though350

the fit results may change (see below). As can be351

seen in Fig. 3, the signal and background contri-352

butions to the C distribution are quite distinct at353

higher pT. At lower muon pT values the separation354

between the two contributions is less clear and the355

estimation of fS is potentially more susceptible to356

systematic uncertainties.357

The signal muon fractions extracted from the358

template fits for all pT and centrality bins are shown359

in Fig. 4. The statistical uncertainties on fS from360

the fits represent 1σ confidence intervals that ac-361

count for the limited statistics in the data C dis-362

tributions and correlations between the fit parame-363

ters. The uncertainties in the fit results due to the364
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Figure 4: Fractions of signal muons, fS, in the measured
muon yields as a function of muon pT in different bins of col-
lision centrality. The shaded boxes indicate combined sys-
tematic errors due to possible data-MC template matches
and the template fitting (i.e. combination of dP/dC and
“Fit” entries in Table 3). The error bars show combined sta-
tistical and total systematic errors including the efficiency
and hadron composition (K/π).

finite MC statistics were evaluated using a pseudo-365

experiment technique in which new pseudo-MC C366

distributions with the same number of counts as367

the original MC C distributions were obtained by368

statistically sampling the MC distributions. The re-369

sulting pseudo-MC distributions were then used to370

perform template fits. The procedure was repeated371

eight times for each pT and centrality bin and the372

standard deviation of the resulting fS values in each373

bin was combined in quadrature with the statistical374

uncertainty from the original fit to produce a com-375

bined statistical uncertainty on fS. The fractional376

uncertainties on fS due to MC statistics are found377

to be < 2% and are typically much smaller than the378

uncertainties from the template fits.379

The sensitivity of the measured fS values to the380
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Data are modeled by two component 
templates: signal and background.

To account for the possible momentum 
scale shift and momentum resolution 
worsening in date, we added shift, 
stretch and smear parameters:

b ∼ 0.95− 1.05a ∼ 0.02
σ ∼ 0.002
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C distribution, dP/dC is formed assuming that a320

fraction, fS, of the measured muons are signal,321
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where dP/dC|S and dP/dCB represent the Monte322

Carlo C distributions from signal and background323

sources, respectively.324

To account for possible differences in the C dis-325

tribution between data and MC due to (e.g.) inac-326

curacies in the MC description of multiple scatter-327

ing in the ATLAS detector, the fits allow for limited328

adaptation of the MC templates to the data. In par-329

ticular, the fit allows a shift and re-scaling of the C330

distribution, C � = a+ �C�+ b (C − �C�), where �C�331

is the usual mean of the C distribution. In addi-332

tion, a Gaussian smearing of the MC C distribution333

was included such that the data C distribution was334
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A kernel estimation method [39] was used to pro-336

duce the unbinned probability density distribution,337

dP �/dC � from the MC signal and background sam-338

ples. The signal fraction, fS, was then evaluated339

for each centrality and muon pT bin using unbinned340

maximum likelihood fits with four free parameters,341

fS, a, b, and σ. The fits were performed using MI-342

NUIT [40] as implemented in RooFit[41]. Examples343

of the resulting template fits are shown in Fig. 3 for344

the 0-10% and 60-80% centrality bins and for two345

muon pT intervals. The combination of the MC346

signal and background C distributions are found to347

describe well the measured C distributions. The348

description remains good even if the adaptation of349

the template described in Eq. 6 is removed, though350

the fit results may change (see below). As can be351

seen in Fig. 3, the signal and background contri-352

butions to the C distribution are quite distinct at353

higher pT. At lower muon pT values the separation354

between the two contributions is less clear and the355

estimation of fS is potentially more susceptible to356

systematic uncertainties.357

The signal muon fractions extracted from the358

template fits for all pT and centrality bins are shown359

in Fig. 4. The statistical uncertainties on fS from360

the fits represent 1σ confidence intervals that ac-361

count for the limited statistics in the data C dis-362

tributions and correlations between the fit parame-363

ters. The uncertainties in the fit results due to the364

 [GeV]
T

p
4 6 8 10 12 14

Sf

0

0.2

0.4

0.6

60-80%

Sf
0

0.2

0.4

0.6

40-60%

Sf

0

0.2

0.4

0.6

20-40%

Sf

0

0.2

0.4

0.6

10-20%ATLAS internal

Sf

0

0.2

0.4

0.6

0-10%

=2.76 TeVNNsPb+Pb, 
-1

bµ L dt = 7 ∫

| < 1.05η|

Figure 4: Fractions of signal muons, fS, in the measured
muon yields as a function of muon pT in different bins of col-
lision centrality. The shaded boxes indicate combined sys-
tematic errors due to possible data-MC template matches
and the template fitting (i.e. combination of dP/dC and
“Fit” entries in Table 3). The error bars show combined sta-
tistical and total systematic errors including the efficiency
and hadron composition (K/π).

finite MC statistics were evaluated using a pseudo-365

experiment technique in which new pseudo-MC C366

distributions with the same number of counts as367

the original MC C distributions were obtained by368

statistically sampling the MC distributions. The re-369

sulting pseudo-MC distributions were then used to370

perform template fits. The procedure was repeated371

eight times for each pT and centrality bin and the372

standard deviation of the resulting fS values in each373

bin was combined in quadrature with the statistical374

uncertainty from the original fit to produce a com-375

bined statistical uncertainty on fS. The fractional376

uncertainties on fS due to MC statistics are found377

to be < 2% and are typically much smaller than the378

uncertainties from the template fits.379

The sensitivity of the measured fS values to the380
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Signal ratio: fraction of muons from HF

5-6 GeV“heavy 
flavor”

Systematic errors shown as shaded areas
Combined errors shown as bars

‣ fS increase as a function of pT.
‣ fS increases from peripheral to central 
collisions, indication of heavy quarks 
less suppressed in central collisions.
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Template Fitting

5-6 GeV“heavy 
flavor”

MC templates are built from JX 
samples by RooFit package which 
uses kernel estimation method.

C distribution, dP/dC is formed assuming that a320

fraction, fS, of the measured muons are signal,321

dP
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+ (1− fS)
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B

, (5)

where dP/dC|S and dP/dCB represent the Monte322

Carlo C distributions from signal and background323

sources, respectively.324

To account for possible differences in the C dis-325

tribution between data and MC due to (e.g.) inac-326

curacies in the MC description of multiple scatter-327

ing in the ATLAS detector, the fits allow for limited328

adaptation of the MC templates to the data. In par-329

ticular, the fit allows a shift and re-scaling of the C330

distribution, C � = a+ �C�+ b (C − �C�), where �C�331

is the usual mean of the C distribution. In addi-332

tion, a Gaussian smearing of the MC C distribution333

was included such that the data C distribution was334

fit to335
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A kernel estimation method [39] was used to pro-336

duce the unbinned probability density distribution,337

dP �/dC � from the MC signal and background sam-338

ples. The signal fraction, fS, was then evaluated339

for each centrality and muon pT bin using unbinned340

maximum likelihood fits with four free parameters,341

fS, a, b, and σ. The fits were performed using MI-342

NUIT [40] as implemented in RooFit[41]. Examples343

of the resulting template fits are shown in Fig. 3 for344

the 0-10% and 60-80% centrality bins and for two345

muon pT intervals. The combination of the MC346

signal and background C distributions are found to347

describe well the measured C distributions. The348

description remains good even if the adaptation of349

the template described in Eq. 6 is removed, though350

the fit results may change (see below). As can be351

seen in Fig. 3, the signal and background contri-352

butions to the C distribution are quite distinct at353

higher pT. At lower muon pT values the separation354

between the two contributions is less clear and the355

estimation of fS is potentially more susceptible to356

systematic uncertainties.357

The signal muon fractions extracted from the358

template fits for all pT and centrality bins are shown359

in Fig. 4. The statistical uncertainties on fS from360

the fits represent 1σ confidence intervals that ac-361

count for the limited statistics in the data C dis-362

tributions and correlations between the fit parame-363

ters. The uncertainties in the fit results due to the364
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Figure 4: Fractions of signal muons, fS, in the measured
muon yields as a function of muon pT in different bins of col-
lision centrality. The shaded boxes indicate combined sys-
tematic errors due to possible data-MC template matches
and the template fitting (i.e. combination of dP/dC and
“Fit” entries in Table 3). The error bars show combined sta-
tistical and total systematic errors including the efficiency
and hadron composition (K/π).

finite MC statistics were evaluated using a pseudo-365

experiment technique in which new pseudo-MC C366

distributions with the same number of counts as367

the original MC C distributions were obtained by368

statistically sampling the MC distributions. The re-369

sulting pseudo-MC distributions were then used to370

perform template fits. The procedure was repeated371

eight times for each pT and centrality bin and the372

standard deviation of the resulting fS values in each373

bin was combined in quadrature with the statistical374

uncertainty from the original fit to produce a com-375

bined statistical uncertainty on fS. The fractional376

uncertainties on fS due to MC statistics are found377

to be < 2% and are typically much smaller than the378

uncertainties from the template fits.379

The sensitivity of the measured fS values to the380
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C distribution, dP/dC is formed assuming that a320

fraction, fS, of the measured muons are signal,321

dP

dC
= fS
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S

+ (1− fS)
dP

dC
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B

, (5)

where dP/dC|S and dP/dCB represent the Monte322

Carlo C distributions from signal and background323

sources, respectively.324

To account for possible differences in the C dis-325

tribution between data and MC due to (e.g.) inac-326

curacies in the MC description of multiple scatter-327

ing in the ATLAS detector, the fits allow for limited328

adaptation of the MC templates to the data. In par-329

ticular, the fit allows a shift and re-scaling of the C330

distribution, C � = a+ �C�+ b (C − �C�), where �C�331

is the usual mean of the C distribution. In addi-332

tion, a Gaussian smearing of the MC C distribution333

was included such that the data C distribution was334
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A kernel estimation method [39] was used to pro-336

duce the unbinned probability density distribution,337

dP �/dC � from the MC signal and background sam-338

ples. The signal fraction, fS, was then evaluated339

for each centrality and muon pT bin using unbinned340

maximum likelihood fits with four free parameters,341

fS, a, b, and σ. The fits were performed using MI-342

NUIT [40] as implemented in RooFit[41]. Examples343

of the resulting template fits are shown in Fig. 3 for344

the 0-10% and 60-80% centrality bins and for two345

muon pT intervals. The combination of the MC346

signal and background C distributions are found to347

describe well the measured C distributions. The348

description remains good even if the adaptation of349

the template described in Eq. 6 is removed, though350

the fit results may change (see below). As can be351

seen in Fig. 3, the signal and background contri-352

butions to the C distribution are quite distinct at353

higher pT. At lower muon pT values the separation354

between the two contributions is less clear and the355

estimation of fS is potentially more susceptible to356

systematic uncertainties.357

The signal muon fractions extracted from the358

template fits for all pT and centrality bins are shown359

in Fig. 4. The statistical uncertainties on fS from360

the fits represent 1σ confidence intervals that ac-361

count for the limited statistics in the data C dis-362

tributions and correlations between the fit parame-363

ters. The uncertainties in the fit results due to the364
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Figure 4: Fractions of signal muons, fS, in the measured
muon yields as a function of muon pT in different bins of col-
lision centrality. The shaded boxes indicate combined sys-
tematic errors due to possible data-MC template matches
and the template fitting (i.e. combination of dP/dC and
“Fit” entries in Table 3). The error bars show combined sta-
tistical and total systematic errors including the efficiency
and hadron composition (K/π).

finite MC statistics were evaluated using a pseudo-365

experiment technique in which new pseudo-MC C366

distributions with the same number of counts as367

the original MC C distributions were obtained by368

statistically sampling the MC distributions. The re-369

sulting pseudo-MC distributions were then used to370

perform template fits. The procedure was repeated371

eight times for each pT and centrality bin and the372

standard deviation of the resulting fS values in each373

bin was combined in quadrature with the statistical374

uncertainty from the original fit to produce a com-375

bined statistical uncertainty on fS. The fractional376

uncertainties on fS due to MC statistics are found377

to be < 2% and are typically much smaller than the378

uncertainties from the template fits.379

The sensitivity of the measured fS values to the380
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C distribution, dP/dC is formed assuming that a320

fraction, fS, of the measured muons are signal,321
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+ (1− fS)
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, (5)

where dP/dC|S and dP/dCB represent the Monte322

Carlo C distributions from signal and background323

sources, respectively.324

To account for possible differences in the C dis-325

tribution between data and MC due to (e.g.) inac-326

curacies in the MC description of multiple scatter-327

ing in the ATLAS detector, the fits allow for limited328

adaptation of the MC templates to the data. In par-329

ticular, the fit allows a shift and re-scaling of the C330

distribution, C � = a+ �C�+ b (C − �C�), where �C�331

is the usual mean of the C distribution. In addi-332

tion, a Gaussian smearing of the MC C distribution333

was included such that the data C distribution was334
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A kernel estimation method [39] was used to pro-336

duce the unbinned probability density distribution,337

dP �/dC � from the MC signal and background sam-338

ples. The signal fraction, fS, was then evaluated339

for each centrality and muon pT bin using unbinned340

maximum likelihood fits with four free parameters,341

fS, a, b, and σ. The fits were performed using MI-342

NUIT [40] as implemented in RooFit[41]. Examples343

of the resulting template fits are shown in Fig. 3 for344

the 0-10% and 60-80% centrality bins and for two345

muon pT intervals. The combination of the MC346

signal and background C distributions are found to347

describe well the measured C distributions. The348

description remains good even if the adaptation of349

the template described in Eq. 6 is removed, though350

the fit results may change (see below). As can be351

seen in Fig. 3, the signal and background contri-352

butions to the C distribution are quite distinct at353

higher pT. At lower muon pT values the separation354

between the two contributions is less clear and the355

estimation of fS is potentially more susceptible to356

systematic uncertainties.357

The signal muon fractions extracted from the358

template fits for all pT and centrality bins are shown359

in Fig. 4. The statistical uncertainties on fS from360

the fits represent 1σ confidence intervals that ac-361

count for the limited statistics in the data C dis-362

tributions and correlations between the fit parame-363

ters. The uncertainties in the fit results due to the364

 [GeV]
T

p
4 6 8 10 12 14

Sf

0

0.2

0.4

0.6

60-80%

Sf

0

0.2

0.4

0.6

40-60%

Sf

0

0.2

0.4

0.6

20-40%

Sf

0

0.2

0.4

0.6

10-20%ATLAS internal

Sf

0

0.2

0.4

0.6

0-10%

=2.76 TeVNNsPb+Pb, 
-1

bµ L dt = 7 ∫

| < 1.05η|

Figure 4: Fractions of signal muons, fS, in the measured
muon yields as a function of muon pT in different bins of col-
lision centrality. The shaded boxes indicate combined sys-
tematic errors due to possible data-MC template matches
and the template fitting (i.e. combination of dP/dC and
“Fit” entries in Table 3). The error bars show combined sta-
tistical and total systematic errors including the efficiency
and hadron composition (K/π).

finite MC statistics were evaluated using a pseudo-365

experiment technique in which new pseudo-MC C366

distributions with the same number of counts as367

the original MC C distributions were obtained by368

statistically sampling the MC distributions. The re-369

sulting pseudo-MC distributions were then used to370

perform template fits. The procedure was repeated371

eight times for each pT and centrality bin and the372

standard deviation of the resulting fS values in each373

bin was combined in quadrature with the statistical374

uncertainty from the original fit to produce a com-375

bined statistical uncertainty on fS. The fractional376

uncertainties on fS due to MC statistics are found377

to be < 2% and are typically much smaller than the378

uncertainties from the template fits.379

The sensitivity of the measured fS values to the380

6

Data are modeled by two component 
templates: signal and background.

To account for the possible momentum 
scale shift and momentum resolution 
worsening in date, we added shift, 
stretch and smear parameters:

a ∼ 0.02 b ∼ 0.95− 1.05
σ ∼ 0.002
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Template Fitting

5-6 GeV“heavy 
flavor”

MC templates are built from JX 
samples by RooFit package which 
uses kernel estimation method.

C distribution, dP/dC is formed assuming that a320

fraction, fS, of the measured muons are signal,321
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where dP/dC|S and dP/dCB represent the Monte322

Carlo C distributions from signal and background323

sources, respectively.324

To account for possible differences in the C dis-325

tribution between data and MC due to (e.g.) inac-326

curacies in the MC description of multiple scatter-327

ing in the ATLAS detector, the fits allow for limited328

adaptation of the MC templates to the data. In par-329

ticular, the fit allows a shift and re-scaling of the C330

distribution, C � = a+ �C�+ b (C − �C�), where �C�331

is the usual mean of the C distribution. In addi-332

tion, a Gaussian smearing of the MC C distribution333

was included such that the data C distribution was334
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A kernel estimation method [39] was used to pro-336

duce the unbinned probability density distribution,337

dP �/dC � from the MC signal and background sam-338

ples. The signal fraction, fS, was then evaluated339
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maximum likelihood fits with four free parameters,341

fS, a, b, and σ. The fits were performed using MI-342

NUIT [40] as implemented in RooFit[41]. Examples343

of the resulting template fits are shown in Fig. 3 for344

the 0-10% and 60-80% centrality bins and for two345

muon pT intervals. The combination of the MC346

signal and background C distributions are found to347

describe well the measured C distributions. The348

description remains good even if the adaptation of349

the template described in Eq. 6 is removed, though350

the fit results may change (see below). As can be351

seen in Fig. 3, the signal and background contri-352

butions to the C distribution are quite distinct at353

higher pT. At lower muon pT values the separation354

between the two contributions is less clear and the355

estimation of fS is potentially more susceptible to356

systematic uncertainties.357

The signal muon fractions extracted from the358

template fits for all pT and centrality bins are shown359

in Fig. 4. The statistical uncertainties on fS from360

the fits represent 1σ confidence intervals that ac-361

count for the limited statistics in the data C dis-362

tributions and correlations between the fit parame-363
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Figure 4: Fractions of signal muons, fS, in the measured
muon yields as a function of muon pT in different bins of col-
lision centrality. The shaded boxes indicate combined sys-
tematic errors due to possible data-MC template matches
and the template fitting (i.e. combination of dP/dC and
“Fit” entries in Table 3). The error bars show combined sta-
tistical and total systematic errors including the efficiency
and hadron composition (K/π).
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Data are modeled by two component 
templates: signal and background.

To account for the possible momentum 
scale shift and momentum resolution 
worsening in date, we added shift, 
stretch and smear parameters:

a ∼ 0.02 b ∼ 0.95− 1.05
σ ∼ 0.002
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Systematical uncertainties

5-6 GeV“heavy 
flavor”

•Efficiency
•Double π/K composition
•Fitting vs simple cut method
•Fitting with vs without shift, 
stretch, smear effect
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Figure 5: Invariant differential muon per-event yields calculated according to Eq. 8 as a function of muon pT for different bins
in collision centrality. The points along the x-axis denote the x-axis is the mean momentum of the muons’ in the pT range
denoted by the bin width. The statistical errors are smaller than the sizes of the points in all bins and are not shown. The
error bars indicate combined statistical and systematic errors (see text).

results to such a difference, new MC background414

C distributions were obtained by separately dou-415

bling the π and kaon contributions. The new CB416

distributions were used in the template fits and the417

resulting differences in extracted fS used to esti-418

mate the K/π systematic uncertainties on the fS419

values. The resulting (fractional) uncertainties are420

typically of order 1%, but they can be as large as421

5% in the lowest pT bin.422

Potential systematic uncertainties resulting from423

the template fitting procedure were evaluated us-424

ing a simple cut procedure. For a given centrality425

and pT bin, a cut was applied at a chosen value of426

C, Ccut, and the fraction of muons below the cut,427

f< was calculated. The same cut was applied to428

the MC C distributions and the fractions below the429

cuts were evaluated for both the signal and back-430

ground C distributions, f<
S , and f<

B respectively.431

Then, the fraction of signal events, f cut
S was esti-432

mated assuming that the MC correctly described433

the missing fraction of signal events and the frac-434

tion of background muons below the cut,435

f cut
S =

f< − f<
B

f<
S − f<

B

. (7)

The results of this analysis were compared to the436

fS values obtained from the template fitting proce-437

dure where the adaptation was disabled. The two438

different estimates of the signal fraction agreed typ-439

ically to better than 1%, but differences as large440

Table 3: Systematic uncertainty contributions from differ-
ent sources for sample pT bins in 0-10% and 60-80% cen-
trality bins. “dP/dC” represents the systematic uncertain-
ties due to potential data-MC mismatches in the template,
“Fit” represents the estimated systematic on the fitting pro-
cedure evaluated using the cut method. “K/π” represents
the uncertainty on the relative fraction of K/π in the data
and “ε” represents the uncertainty on the efficiency estima-
tion.“Total” represents the quadratically combined total sys-
tematical uncertainty.

Uncertainty (%)
pT , centrality dP/dC Fit K/π ε Total

4 – 5, 0-10% 4 0 5 3 7
7 – 8, 0-10% 5 0.5 0.5 2 5.5
10 – 14, 0-10% 4 1 1 2 5
4 – 5, 60-80% 18 1 5 3 19
7 – 8, 60-80% 14 5 0.5 2 15
10 – 14, 60-80% 4 4 2 2 6

as 5% were observed for the 60-80% centrality bin.441

These differences were used to establish systematic442

uncertainties associated with the template fitting443

procedure.444

Table 3 summarizes the contributions to the sys-445

tematic error in the determination of the signal frac-446

tion, fS, for three sample pT bins in 0-10% and 60-447

80% centrality bins.448
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From signal ratio to Rcp

5-6 GeV“heavy 
flavor”

Rcoll =
< Ncoll >

< Ncoll >60−80%
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Figure 5: Invariant differential muon per-event yields calculated according to Eq. 8 as a function of muon pT for different bins
in collision centrality. The statistical errors are smaller than the sizes of the points in all bins and are not shown. The error
bars indicate combined statistical and systematic errors (see text).

previous section. Figure 5 shows the resulting dis-458

tributions for the five centrality bins included in this459

analysis. The yields increase by more than an order460

of magnitude between peripheral and central colli-461

sions as expected from the geometric enhancement462

of hard scattering rates.463

The muon RCP is calculated from the ratio of the464

invariant differential yields between a given central-465

ity bin and the 60-80% bin multiplied by 1/Rcoll .466

Since the kinematic and phase space factors cancel467

between the numerator and denominator, the RCP468

calculation reduces to469

RCP(pT)|cent =
1

Rcent
coll
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evt
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S
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1

N60−80
evt
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. (9)

The resulting RCP values are shown in Fig. 6. The470

RCP values vary at most weakly with pT and the471

points for each centrality interval are consistent472

with a pT-independent RCP within the uncertain-473

ties on the points. The RCP varies strongly with474

centrality, increasing from about 0.4 in the 0-10%475

centrality bin to about 0.85 in the 40-60% bin.476

One disadvantage of RCP is the poor statistics477

in peripheral bins which have small geometric en-478

hancement of hard scattering processes compared479

to central collisions. Statistical errors in a given pe-480

ripheral pT bin then influence the RCP results for481

that bin for all centralities. Such an effect can be482
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Table 6: Rcoll and their uncertainties in different centrality intervals. The �Npart� and their uncertainties
in different centrality intervals are also shown.

Centrality Rcoll �Npart�
0-10% 56.7 ± 6.2 356.2 ± 2.5

10-20% 34.9 ± 3.5 260.7 ± 3.6
20-40% 16.7 ± 1.5 157.9 ± 3.9
40-60% 4.9 ± 0.2 69.3 ± 3.5
60-80% 1.0 22.6 ± 2.3

Table 7: Rcoll and their uncertainties in different centrality intervals when 0-10% is used as the reference
interval.

Centrality Rcoll
0-10% 1.0

10-20% 0.615 ± 0.006
20-40% 0.294 ± 0.009
40-60% 0.086 ± 0.006
60-80% 0.018 ± 0.002

5.5 Heavy flavor suppression446

The prompt muon yield can be used to study the heavy flavor suppression. Rcp, which is defined as447

the ratio of prompt muons between central and peripheral events, is a useful quantity to characterize the448

heavy flavor suppression in heavy ion collisions. In this analysis, the peripheral centrality 60-80% is449

used as the reference for the calculation. The definition of Rcp is as the following:450

Rcp =
Yield(cent, pT )/�Ncoll(cent)�

(Yield(cent, pT )/�Ncoll(cent)�)|cent=60−80%
(15)

Intuitively, the equation 15 calculates the relative yield of prompt muons in different centrality inter-451

vals with the yield scaled by the mean number of binary collisions, which is denoted as �Ncoll� and is452

dependent on the centrality interval. Yield(cent, pT ) is defined by the equation 14, the prompt muon453

yield.454

Because the mean number of binary collisions in each centrality interval are correlated with each455

other, we define a new variable to denote the relative ratio of the quantity in central events to peripheral456

events:457

Rcoll =
�Ncoll�C

�Ncoll�P (16)

Table 6 shows Rcoll and their uncertainties in different centrality intervals when 60-80% are used as the458

reference. The �Npart� and their uncertainties in different centrality intervals are also shown for later459

usage.460

Figure 32 shows the Rcp as a function of pT for different centrality intervals. It is very flat as a461

function of pT , except the 7 – 8 GeV bin, which is caused by the peripheral 60-80% fraction.462

Figure 33 shows the Rpc as a function of pT for different centrality intervals. Rpc is defined similar463

to Rcp except that we use 0-10% as the reference. The three more central bins show very flat behaviour464

as a function of pT . The 0-60% bin is almost flat except the 7 – 8 GeV bin, which is slightly higher than465

other points.466
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Efficiency

5-6 GeV“heavy 
flavor”
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Signal muon yield

5-6 GeV“heavy 
flavor”
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Rcp vs pT

5-6 GeV“heavy 
flavor”

7-8 GeV bin caused by  
statistical fluctuation of 
60-80% centrality.

J. Phys. G: Nucl. Part. Phys. 38 (2011) 124031 C Luiz da Silva (for the PHENIX Collaboration)
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Figure 1. Left: nuclear modification factor (RAA) of electrons from heavy flavour decays and π0

in central Au+Au events. Right: RAA of electrons from heavy flavour decays in central Cu+Cu and
peripheral Au+Au collisions.

describes the suppression of light mesons, predicted to decrease with the increasing of the quark
mass [2–4]. Recent heavy flavour measurements in d+Au and Cu+Cu collisions performed
in the PHENIX detector explored the possibility that initial state effects are responsible for
the large suppression observed in Au+Au collisions. Section 2 presents the results from
these measurements along with some discussion concerning the baseline measurement in p+p
collisions and future measurements using vertex detectors.

Another puzzling observation is the similar suppression of the J/ψ charmonium state in
A+A collisions compared to binary scaling at the RHIC and CERN-SPS energies as well as its
stronger suppression at forward rapidities compared to mid-rapidity [5, 6]. The energy density
of the medium formed at the RHIC is larger than that found in the CERN-SPS experiments [7]
giving more room for the colour screening of charmonium at the RHIC [8]. On the other hand,
the energy density should be rapidity independent, in contradiction with the observation of a
rapidity dependence of the J/ψ suppression. A system/energy consistent study of the J/ψ

production has been carried out including (i) the feed-down fraction from excited charmonium
states, (ii) hints about the production mechanism in p+p collisions, (iii) a systematic study of
the geometry dependence of the nuclear modification in d+Au collisions and (iv) reduction
of the statistical and systematic uncertainties of the forward rapidity measurement in Au+Au
collisions. The collision energy dependence of the J/ψ suppression was also studied with
Au+Au collisions at

√
sNN = 62 GeV and

√
sNN = 39 GeV. These studies are summarized

in section 3 which also reports the first measurements of ϒ production in p+p and d+Au
collisions.

2. Heavy flavour

The differential cross section of electrons from heavy flavour measured in p+p collisions at
mid-rapidity [9] is in agreement with the STAR data measured at the same energy [10]. This
result is ∼1.5 larger than fixed-order-leading-log (FONLL) pQCD calculation [11], but still
in agreement within the experimental and theoretical uncertainties. If a Gaussian transverse

momentum
√〈

k2
T

〉
of 1 GeV/c is introduced in the outcoming heavy quarks in a FONLL-

based event generator, the calculated heavy flavour yield matches the central value of the
experimental result [12]. This additional feature in simulation takes into account the intrinsic

transverse momentum of the initial partons. PHENIX found
√〈

k2
T

〉
of 2.68 ± 0.07(stat) ±

2
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Figure 35: The Nuclear Modification factor RCP is displayed in three pseudo-rapidity windows, two of

which correspond to the acceptance of the PHENIX and ALICE TPC experiments respectively. The third

panel shows the ratio extracted in the full ID acceptance. The ratio is shown for events that belong to

four centrality classes. The centrality class of the peripheral yields in |η| < 0.8 is set to 70-80% in order

to be able to compare to the ALICE published result.
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Figure 36: The ratio of the .
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‣ Rcp is around 0.45 for 0-10% 
with respect to 60-80%. 
‣ No dependence of Rcp on muon 
pT.
‣ Different from RHIC results where 
heavy flavor and light hadrons RAA 
have similar suppression behavior.
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Rpc vs pT

5-6 GeV“heavy 
flavor”

Correlated errors shown as shaded areas

 [GeV]
T

p
0 2 4 6 8 10 12 14

PC
M

uo
n 

R

0

0.5

1

1.5

2

2.5

3

3.5

4
10-20% / 0-10%
20-40% / 0-10%
40-60% / 0-10%
60-80% / 0-10%

Pb+Pb
 = 2.76 TeVNNs

| < 1.05|
-1bµ L dt = 7 

ATLAS Preliminary

16Tuesday, May 29, 2012



Rcp vs <Npart>

5-6 GeV“heavy 
flavor”

‣ Rcp decreases smoothly from peripheral to central collisions.
‣ No dependence of Rcp on muon pT in the range studied here.
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Conclusions

5-6 GeV“heavy 
flavor”

•Measured muon yield and suppression from heavy quark 
decays for muons with 4 < pT < 14 GeV and |η|<1.05 in 
Pb+Pb collisions.
•Rcp indicates a factor of about 2 suppression in the yield 
of 0-10% collisions compared to 60-80% collisions.
•No significant variation of Rcp with muon pT is observed.
•Rcp vs <Npart> shows a smooth suppression from 
peripheral to central collisions.
•Rcp vs pT shows different behavior as compared with 
RHIC electron results.
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Backup

• Backup
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CMS non-prompt J/ψ

20 7 Results
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Figure 13: b fraction of J/ψ production in pp and PbPb collisions at √sNN = 2.76 TeV as a
function of pT for the rapidity bins |y| < 2.4 and 1.6 < |y| < 2.4, compared to b fractions
measured by CDF in pp collisions at

√
s = 1.96 TeV [41] and by CMS in pp collisions at

√
s =

7 TeV [26]. Points are plotted at their measured average pT. Statistical (systematic) uncertainties
are shown as bars (boxes).
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Figure 14: Left: non-prompt J/ψ yield divided by TAA (orange stars) as a function of Npart
compared to the non-prompt J/ψ cross section measured in pp (black cross). Right: nuclear
modification factor RAA of non-prompt J/ψ as a function of Npart. A global uncertainty of 6%,
from the integrated luminosity of the pp data sample, is shown as a grey box at RAA = 1.
Statistical (systematic) uncertainties are shown as bars (boxes).
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