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  ALICE	
  detector	
  
•  Open	
  Heavy	
  Flavour	
  produc2on	
  in	
  pp	
  collisions:	
  

–  Charmed	
  meson	
  cross	
  sec2ons	
  	
  
–  Electrons	
  from	
  heavy	
  flavour	
  decays	
  	
  
–  Muons	
  from	
  heavy	
  flavour	
  decays	
  

•  J/ψ	
  produc2on	
  in	
  pp	
  collisions	
  :	
  
–  Inclusive	
  J/ψ	
  cross	
  sec2on	
  
–  J/ψ	
  polariza2on	
  
–  Mul2plicity	
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  from	
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Physics	
  mo4va4ons	
  
Why	
  do	
  we	
  study	
  Open	
  Heavy	
  Flavour	
  and	
  Quarkonium	
  produc2on	
  in	
  pp	
  collisions	
  ?	
  

Tes2ng	
  ground	
  of	
  QCD	
  calcula2ons	
  at	
  the	
  new	
  LHC	
  energy	
  regimes	
  	
  
(√s	
  =	
  2.76	
  and	
  7	
  TeV)	
  	
  

Crucial	
  reference	
  for	
  corresponding	
  measurements	
  in	
  ultra	
  rela2vis2c	
  
heavy-­‐ion	
  collisions	
  (Pb-­‐Pb	
  at	
  LHC)	
  	
  
	
  
•  Heavy	
  Flavours	
  and	
  Quarkonia	
  probe	
  the	
  proper2es	
  of	
  the	
  strongly	
  

interac2ng	
  medium	
  formed	
  in	
  HI	
  collisions	
  

Heavy-­‐Flavour	
   Quarkonia	
  

•  Measure	
  produc2on	
  cross	
  sec2on	
  
of	
  charm	
  and	
  beauty	
  quarks	
  

	
  	
  	
  	
  	
  (down	
  to	
  low	
  pT)	
  
•  Compare	
  to	
  pQCD	
  calcula2ons	
  
	
  	
  	
  

•  Study	
  the	
  hadroproduc2on	
  of	
  
quarkonium	
  states	
  	
  

•  Challenge	
  for	
  models,	
  but	
  recent	
  
progress	
  seen	
  with	
  LHC	
  data	
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Data Sets and Trigger descriptions 

 p-p 
–  Minimum bias (MB) trigger  

•  V0-A or V0-C or SPD 
–  Single-muon trigger  

•  forward muon in coincidence 
with MB trigger 

 Pb-Pb 
–  Minimum bias trigger (MB) 

•  V0-A and V0-C and SPD 
–  Centrality from Glauber 
model fit to V0 signal 
 

SQM2011 – Krakow, Poland – 19/09/2011 7 

System pp pp pp pp PbPb 

 !sNN [TeV] 7 7 2.76 2.76 2.76 

trigger MB µ-trigger MB µ-trigger MB 

Nevents up to 298 M 130 M 65 M ~9 M 17 M 

L"A1"A2 (nb-1) up to 4.8 16 1.1 20 118 

VZERO Amplitude (a.u.)
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V0: Array of scintillators 
SPD: Silicon Pixel Detector 

PRL. 105, 252301 (2010) 

ALICE	
  detector	
  

ITS	
  

TPC	
  

Central	
  Barrel	
  (|η|<0.9)	
   Forward	
  Muon	
  Spectrometer	
  (-­‐4	
  <	
  η	
  <-­‐2.5)	
  
ü  Open	
  Heavy	
  Flavour	
  
	
  	
  	
  	
  	
  	
  -­‐	
  Charm	
  hadronic	
  	
  
	
  	
  	
  	
  	
  	
  	
  	
  channels	
  (D	
  mesons)	
  
	
  	
  	
  	
  	
  	
  -­‐	
  Semileptonic	
  decays	
  
	
  	
  	
  	
  	
  	
  	
  	
  (single	
  electrons)	
  	
  
ü  Quarkonia	
  
	
  	
  	
  	
  	
  	
  -­‐	
  e+e-­‐	
  decay	
  channel	
  	
  

Tracking	
  

TRD	
  

PID	
  
TPC	
  

TRD	
  

EMCAL	
  

TOF	
  

Vertexing	
  	
   ITS	
  

ü  Open	
  Heavy	
  Flavour	
  
	
  	
  	
  	
  	
  -­‐	
  Semileptonic	
  decays	
  (single	
  muons)	
  	
  

ü  Quarkonia	
  	
  	
  -­‐	
  μ+μ-­‐	
  decay	
  channel	
  	
  

Front	
  Absorber	
  

10	
  tracking	
  chambers	
  

Muon	
  trigger	
  

4	
  

•  Minimum	
  Bias	
  (MB)	
  trigger:	
  
	
  	
  	
  	
  	
  	
  VZERO-­‐A	
  or	
  VZERO-­‐C	
  or	
  SPD	
  
•  Single-­‐Muon	
  trigger:	
  
	
  	
  	
  	
  	
  	
  muon	
  in	
  forward	
  spectrometer	
  	
  
	
  	
  	
  	
  	
  	
  in	
  coincidence	
  with	
  MB	
  trigger	
  	
  
	
  	
  	
  	
  	
  	
  (pTcut	
  =	
  0.5	
  GeV/c)	
  

Trigger	
  descrip4on	
  

VZERO-­‐C	
  
VZERO-­‐A	
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Strangeness in Quark Matter 2011 Gian Michele Innocenti - Turin University

Invariant mass analysis of fully reconstructed decay topologies 
originating from displaced decay vertices 

Candidate reconstruction and selection:

! Single track selection
! Build candidates from all combinations of selected tracks with proper charge sign
! Selection on the topology of the secondary vertex according to pt-dependent cuts

Particle identification with combined information from TPC and TOF

5
Friday, September 23, 2011

Open	
  Heavy-­‐Flavour:	
  analysis	
  technique	
  (I)	
  

Hadronic	
  channels	
  (|y|<0.5)	
  

•  Topological	
  reconstruc2on	
  (decay	
  channels)	
  

•  Tracking:	
  TPC	
  +	
  ITS	
  

•  PID:	
  TPC	
  +	
  TOF	
  

5	
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8 The ALICE Collaboration
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Fig. 2: (Colour online) Electron selection with the TOF, TRD, and TPC detectors. The difference between mea-

sured and expected time-of-flight is shown in the upper left panel. Lines indicate the selection band. For tracks

selected by TOF, the TRD electron likelihood distribution for tracks with 6 TRD tracklets is shown in the upper

right panel. The lower right panel displays the TRD electron likelihood distribution for tracks with an electron

efficiency of 80% in the TRD (note the compressed scale on the vertical axis). For tracks passing the TRD se-

lection, the TPC dE/dx, expressed in units of the dE/dx resolution (σTPC−dE/dx) is shown in the lower left panel.

Lines indicate the electron selection band. The parameterisation of the expected energy loss of electrons in this

data period, and the specific selection criteria of this analysis are such that the mean (width) of the electron dE/dx
distribution is not exactly zero (one). Therefore, the selection band is slightly shifted from the nominal values of 0

and 3 σTPC−dE/dx.

tracks, the ratio E/p of the energy deposited in the EMCal and the measured momentum was calculated

to identify electrons. The distribution of E/p is shown in Fig. 3 for tracks with transverse momenta in

the range 4 < pt < 5 GeV/c. Electrons deposit their total energy in the EMCal and, due to their small

mass, the ratio E/p should be equal to unity. Therefore, the peak around one in Fig. 3 confirms the good

pre-selection of electron candidate tracks using the TPC. The exact shape of the E/p distribution depends

on the EMCal response, Bremsstrahlung in the material crossed by electrons along their trajectory, and

the remaining background from charged hadrons. The E/p distribution was fitted with the sum of a

Gaussian and an exponential function. Electron candidates were required to have E/p between −3 and

+3 σE/p of the E/p distribution, where σE/p is the width of the fitted Gaussian function. Due to the

loose ITS cuts, the TPC-EMCal analysis suffers from a large background from photon conversions and,

consequently, a small signal to background ratio for electrons from heavy-flavour hadron decays at low

pt. Therefore, the pt range was limited to pt > 3 GeV/c, where a significant heavy-flavour signal could

be measured.

ALICE Collaboration / Physics Letters B 708 (2012) 265–275 267

Fig. 1. Transverse momentum distribution of reconstructed tracks in the muon spec-
trometer after all selection cuts were applied (see Section 3.1 for details). The dis-
tributions were obtained from a PYTHIA [33,34] (tune Perugia-0 [35]) simulation of
pp collisions at

√
s = 7 TeV. The main sources are indicated in the figure.

muons from W± and Z0 decays, which dominates in the pt range
30–40 GeV/c [36,19], is not considered in this analysis. This con-
tribution is negligible in the pt range of interest 2–12 GeV/c.

3.1. Data sample: event and track selection

The data sample used in the physics analysis amounts to
1.3 · 107 µ-MB trigger events. These selected events satisfied the
quality criteria on detector conditions during data taking and the
analysis quality criteria, which reduced the beam-induced back-
ground. This was achieved by using the timing information from
the VZERO and by exploiting the correlation between the number
of hits and track segments in the SPD. The accepted events have at
least one interaction vertex reconstructed from hits correlation in
the two SPD layers. The corresponding total number of tracks re-
constructed in the muon spectrometer is 7.8 ·106. Various selection
cuts were applied in order to reduce the background contribu-
tions in the data sample. Tracks were required to be reconstructed
in the geometrical acceptance of the muon spectrometer, with
−4 < η < −2.5 and 171◦ < θabs < 178◦ , θabs being the track polar
angle measured at the end of the absorber. These two cuts re-
ject about 9% of tracks. Then, the track candidate measured in the
muon tracking chambers was required to be matched with the cor-
responding one measured in the trigger chambers. This results in a
very effective rejection of the hadronic component that is absorbed
in the iron wall. This condition is fulfilled for a large fraction of re-
constructed tracks since the analysis concerns µ-MB trigger events.
The fraction of reconstructed tracks that are not matched with a
corresponding one in the trigger system is about 5%. For compar-
ison, in MB collisions this fraction is about 64%. Furthermore, the
correlation between momentum and Distance of Closest Approach
(DCA, distance between the extrapolated muon track and the in-
teraction vertex, in the plane perpendicular to the beam direction
and containing the vertex) was used to remove remaining beam-
induced background tracks which do not point to the interaction
vertex. Indeed, due to the multiple scattering in the front absorber,
the DCA distribution of tracks coming from the interaction vertex
is expected to be described by a Gaussian function whose width
depends on the absorber material and is proportional to 1/p. The
beam-induced background does not follow this trend and can be
rejected by applying a cut on p ×DCA at 5σ , where σ is extracted
from a Gaussian fit to the p × DCA distribution measured in two
regions in θabs, corresponding to different materials in the front
absorber. This cut removes 0.4% of tracks, mainly located in the
high pt range (in the region pt > 4 GeV/c, this condition rejects
about 13% of tracks). After these cuts, the data sample consists of
6.67 · 106 muon candidates.

The measurement of the heavy flavour decay muon production
is performed in the region pt > 2 GeV/c where the contribution
of secondary muons is expected to be small (about 3% of the total
muon yield, see Fig. 1). In such a pt region the main background
component consists of decay muons and amounts to about 25% of
the total yield (see Fig. 1).

3.2. Subtraction of the background contribution of decay muons

The subtraction of the background component from decay
muons (muons from primary pion and kaon decays, mainly)
is based on simulations, using PYTHIA 6.4.21 [33,34] (tune
Perugia-0 [35]) and PHOJET 1.12 [37] as event generators. In or-
der to avoid fluctuations due to the lack of statistics in the high pt
region in the Monte Carlo generators, the reconstructed pt distri-
bution of decay muons, obtained after all selection cuts are applied
(Section 3.1), is fitted using

dN
dpt

µ←decay

= a

(p2
t + b)c

, (1)

where a, b and c are free parameters. The fits are performed in
five rapidity intervals, in the region 2.5 < y < 4. The normalization
is done assuming that the fraction of decay muons in the data
is the same as the one in the simulations, in the region where
this component is dominant (pt < 1 GeV/c). Finally, the (fitted) pt
distribution is subtracted from the measured muon pt distribution.
The subtracted pt distribution is the mean of the pt distributions
from the PYTHIA and PHOJET event generators.

The total systematic uncertainty due to this procedure in-
cludes contributions from the model input and the transport code
(GEANT3 [31,32]). The former takes into account the shape and
normalization of the pt distribution of decay muons, and the ob-
served difference in the K±/π± ratio as a function of pt in the
mid-rapidity region [38] between ALICE data and simulations. The
results show that both PYTHIA (tune Perugia-0) and PHOJET un-
derestimate this ratio by about 20%. The corresponding uncertainty
due to this difference between data and simulations is propagated
to the muon yield in the forward rapidity region. The effect of
the transport code is estimated by varying the yield of secondary
muons within 100% in such a way to provide a conservative esti-
mate of the systematic uncertainty on the secondary particle pro-
duction in the front absorber. The systematic uncertainty from the
model input varies from about 7% to 2% as y increases from 2.5
to 4, independently of pt, while the one from the transport code
depends both on y and pt and ranges from 4% (3.7 < y < 4) to
a maximum of 34% (pt = 2 GeV/c and 2.5 < y < 2.8). The cor-
responding values of these systematic uncertainties as a function
of pt and y are summarized in Table 1. They are added in quadra-
ture in the following.

3.3. Corrections

The extracted yields of muons from heavy flavour decays are
corrected for acceptance, reconstruction and trigger efficiencies by
means of a simulation modelling the response of the muon spec-
trometer. The procedure is based on the generation of a large
sample of muons from beauty decays by using a parameteriza-
tion of NLO pQCD calculations [29]. The tracking efficiency takes
into account the status of each electronic channel and the residual
mis-alignment of detection elements. The evolution of the track-
ing efficiency over time is controlled by weighting the response
of electronic channels as a function of time. The typical value of
muon tracking efficiency is about 93%. The efficiencies of the muon
trigger chambers are obtained directly from data [28] and em-
ployed in the simulations. The typical value of such efficiencies

Semileptonic	
  decay	
  channels	
  	
  

ü  Single	
  electron	
  channel	
  (|y|	
  <	
  0.5)	
  

•  PID:	
  	
  	
  TPC	
  +	
  TOF	
  +	
  TRD	
  +	
  EMCAL	
  

•  Background	
  es2ma2on:	
  
	
  	
  	
  	
  	
  	
  	
  

MC  
cocktail  

•  Muon	
  ID:	
  MUON	
  trigger	
  matching	
  

ü  Single	
  muon	
  channel	
  (2.5	
  <	
  y	
  <	
  4.0)	
  

•  Background:	
  MC	
  cocktail	
  

Physics	
  LeCers	
  B	
  708	
  (2012)	
  265–275	
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  Heavy-­‐Flavour:	
  analysis	
  technique	
  (II)	
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Figure 5. (colour online) pt-differential inclusive cross section for prompt D0, D+, and D∗+

mesons in pp collisions at
√
s = 7 TeV compared with FONLL [1, 2, 33] and GM-VFNS [10, 34]

theoretical predictions. The symbols are positioned horizontally at the centre of each pt interval.
The normalization uncertainty is not shown (3.5% from the minimum-bias cross section plus the
branching ratio uncertainties, as of table 2).

of the experimental measurement and of the theoretical predictions, it is not possible to

draw conclusions about small-x gluon saturation effects (see section 1).

The pt-integrated visible cross sections, σvis(pt > 1 GeV/c, |y| < 0.5), for the three

mesons were extrapolated down to pt = 0 to estimate the production cross sections per unit

of rapidity dσ/dy at mid-rapidity. The extrapolation factor was computed from the FONLL

calculation [1, 2, 30] as the ratio (dσFONLL/dy)/σvis
FONLL and it amounts to 1.25+0.29

−0.09 for D0

and D+, and 1.21+0.29
−0.08 for D∗+, for the central values of the calculation. Its uncertainty
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  Ds
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  D+	
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  =	
  5	
  nb-­‐1	
  

1<pT<24	
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  D0)	
  	
  
GeV/c	
  

Lint	
  =	
  4.8	
  nb-­‐1	
  

2<pT<12	
  GeV/c	
  

√s	
  =	
  7	
  TeV	
  

•  Data	
  well	
  described	
  by	
  pQCD	
  predic4ons	
  (FONLL	
  
and	
  GM-­‐VFNS)	
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•  B-­‐feed	
  down	
  (≈	
  10-­‐15	
  %)	
  subtracted	
  using	
  FONLL	
  
calcula2ons	
  	
  

see	
  Gian	
  Michele	
  Innocen8’s	
  poster	
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Measurement of charm production at central rapidity in proton–proton collisions at . . . 13
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Figure 5: Left: The fraction Pv of cū D mesons created in a vector state to vector and pseudoscalar prompt
D mesons [8, 11, 12, 34–37]. The weighted average of the experimental measurements reported in Ref. [38] and
of the LHC data [11, 12] shown in the figure is Pv = 0.60± 0.01, and is represented by a solid yellow vertical
band. Right: Energy dependence of the total nucleon–nucleon charm production cross section [12, 13, 42–44]. In
case of proton–nucleus (pA) or deuteron–nucleus (dA) collisions, the measured cross sections have been scaled
down by the number of binary nucleon–nucleon collisions calculated in a Glauber model of the proton–nucleus
or deuteron–nucleus collision geometry. The NLO MNR calculation [45] (and its uncertainties) is represented by
solid (dashed) lines.

sections have been scaled down by the number of binary nucleon–nucleon collisions calculated in a
Glauber model of the proton–nucleus or the deuteron–nucleus collision geometry. At

√
s = 7 TeV, our

result and preliminary measurements by the ATLAS [12] and the LHCb Collaboration [13] are in fair
agreement. The curves show the calculations at next-to-leading-order within the MNR framework [45]
together with its uncertainties using the same parameters (and parameter uncertainties) mentioned before
for FONLL. The dependence on the collision energy is described by pQCD calculations. We observe
that all data points populate the upper band of the theoretical prediction.

6 Summary

The measurement of the production of D mesons at mid-rapidity, |y| < 0.5, in pp collisions at
√
s =

2.76 TeV from the hadronic decay channels D0 →K−"+, D+ →K−"+"+, and D∗+ →D0"+, and their
charge conjugates, has been reported. The transverse momentum distributions are in agreement with
pQCD calculations, even though the central prediction of FONLL [7, 27] (GM-VFNS [6, 31]) seems to
underestimate (overestimate) charm production. The pt-differential cross sections are also in agreement
with a rescaled reference computed from the cross section measured at a higher collision energy

√
s =

7 TeV with high statistics. The rescaling to the lower collision energy [20] was performed by applying
the collision energy dependence as computed by FONLL calculations. These two measurements, taken
together, validate the

√
s–scaling procedure and provide a reference for studying the QCD matter effects

on charm quark production in Pb-Pb collisions at
√
s = 2.76 TeV [33]. An extrapolation to the full

phase space using the shape of the distributions from FONLL yields the total production cross section of
cc̄ pairs at LHC energies. The dependence on the collision energy is described by the pQCD expectations.
The fraction of cū D mesons produced in a vector state is compatible with values from lower energies
and different colliding systems.

Total	
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  cross	
  sec4on	
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Electrons from heavy-flavour decays in pp collisions at
√

s = 7 TeV 23
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Fig. 11: (Colour online) The measured electron spectrum from heavy-flavour hadron decays is compared to a
FONLL calculation for inclusive charm and beauty semileptonic decays on an absolute scale in the upper panel.
The ratio of the measured spectrum to the FONLL pQCD calculation is shown in the lower panel. Error bars,
bands, and boxes are described in the text.

ALICE includes most of the total cross section, the data from ATLAS extend the measurement to higher
pt. Corresponding FONLL pQCD calculations in the rapidity intervals covered by ALICE and ATLAS,
respectively, are included for comparison in Fig. 12 as well. Within the experimental and theoretical
uncertainties FONLL is in agreement with both data sets. It should be noted that the invariant cross sec-
tion per unit rapidity decreases with increasing width of the rapidity interval because the heavy-flavour
production cross section decreases towards larger absolute rapidity values. However, this effect is small
in pp collisions at

√
s = 7 TeV (< 5% for electrons from charm decays and < 10% for electrons from

beauty decays according to FONLL calculations).

5 Summary

The inclusive differential production cross section of electrons from charm and beauty decays has been
measured by ALICE in the transverse momentum range 0.5 <pt < 8 GeV/c at mid-rapidity in pp colli-
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Electrons	
  from	
  Heavy	
  Flavour	
  decays	
  

•  Measurement	
  of	
  B	
  è	
  e	
  +X	
  	
  
	
  	
  	
  	
  	
  	
  	
  	
  by	
  electron	
  selec2on	
  from	
  
	
  	
  	
  	
  	
  	
  	
  	
  displaced	
  ver2ces	
  	
  
•  Well	
  described	
  by	
  FONLL	
  	
  
	
  	
  	
  	
  	
  	
  	
  	
  b	
  è	
  e	
  calcula2ons	
  	
  

B	
  è	
  e+X	
  	
  
from	
  impact	
  
parameter	
  
analysis	
  

•  Inclusive	
  electron	
  spectrum:	
  Electron	
  ID	
  	
  	
  TOF-­‐TRD-­‐TPC-­‐EMCAL	
  
•  Subtracted	
  cocktail	
  of	
  electron	
  background	
  based	
  on	
  	
  
	
  	
  	
  	
  	
  	
  	
  measured	
  π0	
  spectrum	
  +	
  mT-­‐scaling	
  +	
  pQCD	
  direct	
  	
  
	
  	
  	
  	
  	
  	
  	
  photons	
  +	
  LHC	
  J/ψ	
  and	
  ϒ	
  measurements	
  

D,B	
  è	
  e+X	
  	
  	
  
=	
  

Inclusive	
  
Electron	
  

-­‐	
  
cocktail	
  

pp	
  @	
  7	
  TeV	
  	
  

D,B	
  è	
  e+X	
  	
  	
  0.5	
  <	
  pT	
  <	
  8	
  GeV/c	
  	
  	
   B	
  -­‐>	
  e+X	
  	
  	
  1.5	
  <	
  pT	
  <	
  6	
  GeV/c	
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•  Well	
  described	
  by	
  FONLL	
  b+c	
  è	
  e	
  over	
  the	
  full	
  pT	
  range	
  

see	
  Min	
  Jung	
  Kweon’s	
  talk	
  

Differen2al	
  produc2on	
  cross	
  sec2on	
  of	
  electrons	
  from	
  semileptonic	
  HF	
  decays	
  (|y|<0.5)	
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  B	
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  (2012)	
  265–275	
  

•  pT-­‐	
  and	
  y-­‐differen2al	
  produc2on	
  cross	
  sec2on	
  of	
  muons	
  from	
  HF	
  decay	
  	
  (2.5	
  <	
  y	
  <	
  4)	
  
•  Curves	
  represent	
  FONLL	
  calcula2ons	
  and	
  bands	
  display	
  theore2cal	
  systema2c	
  uncertain2es	
  	
  
•  Model	
  calcula2ons	
  provide	
  overall	
  good	
  descrip2on	
  up	
  to	
  pT	
  =	
  12	
  (10)	
  GeV/c	
  
•  Theore2cal	
  charm	
  and	
  beauty	
  components	
  are	
  shown:	
  muon	
  contribu2on	
  from	
  b	
  decays	
  	
  
	
  	
  	
  	
  	
  	
  	
  dominates	
  in	
  the	
  range	
  pT	
  >	
  6	
  GeV/c	
  	
  

pp	
  @	
  7	
  TeV	
  	
  

•  Background	
  subtrac2on	
  based	
  on	
  MC	
  dN/dpT	
  (PYTHIA	
  and	
  PHOJET)	
  normalized	
  to	
  data	
  at	
  low	
  pT	
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J/ψ:	
  analysis	
  techniques	
  
3	
  possible	
  sources	
  of	
  J/Ψ	
  

Inclusive	
  J/Ψ	
  	
  

Prompt	
  J/Ψ	
  	
  	
  

J/Ψ	
  from	
  b-­‐hadron	
  decay:	
  	
  ~10%	
  	
  

Direct	
  produc2on	
  :	
  ~50%	
  	
  	
  	
  
Feed	
  down	
  from	
  heavier	
  states	
  (χc,	
  Ψ’)	
  :	
  	
  ~40%	
  	
  	
  	
  

J/Ψ	
  in	
  ALICE	
  

pp	
  @	
  7	
  TeV	
  	
  

•  J/Ψ	
  -­‐>	
  e+e-­‐	
  	
  	
  (|y|<0.9)	
  	
  
ü  Tracking:	
  TPC	
  +	
  ITS	
  
ü  PID:	
  TPC	
  +	
  TOF	
  
ü  Secondary	
  vertexing:	
  ITS	
  

•  J/Ψ	
  -­‐>	
  μ+µ-­‐	
  	
  	
  (2.5<y<4.0)	
  	
  
ü  Tracking:	
  10	
  tracking	
  chambers	
  
ü  Muon	
  ID:	
  Front	
  absorber	
  +	
  Muon	
  Trigger	
  
ü  Dedicated	
  Muon	
  trigger	
  

feasible	
  in	
  the	
  central	
  barrel	
  
thanks	
  to	
  good	
  impact	
  
parameter	
  resolu2on	
  	
  
	
  

pp	
  @	
  7	
  TeV	
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Inclusive	
  J/ψ	
  produc4on	
  cross	
  sec4on	
  
8 The ALICE Collaboration
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Fig. 3: Double differential J/! production cross section at
√
s= 2.76 TeV compared to previous ALICE results at√

s= 7 TeV [5]. The vertical error bars represent the statistical errors while the boxes correspond to the systematic
uncertainties. The systematic uncertainties on luminosity are not included. The results are compared with a NLO
NRQCD calculation [26] performed in the region pt > 3 GeV/c.

Table 2: The 〈pt〉 and 〈p2t 〉 values for inclusive J/! production measured by ALICE. Statistical and systematic
uncertainties are quoted separately.

〈pt〉 (GeV/c) 〈p2T〉 (GeV/c)2√
s= 2.76 TeV, 2.5< y< 4 2.28 ± 0.07 ± 0.04 7.06 ± 0.40 ± 0.22√

s= 7 TeV, |y|< 0.9 2.72 ± 0.21 ± 0.28 10.02 ± 1.40 ± 1.80√
s= 7 TeV, 2.5< y< 4 2.44 ± 0.09 ± 0.06 8.32 ± 0.50 ± 0.35

Figure 4 presents the
√
s-dependence of the inclusive J/! 〈pt〉, for various fixed-target and collider

experiments [3, 5–7, 9, 27]. The results show a roughly linear increase of 〈pt〉 with ln(
√
s), with slightly

larger 〈pt〉 values at central rapidity. The numerical values for both 〈pt〉 and 〈p2t 〉 are quoted in Table 2.

In Fig. 5 we present the results for d"J/!/dy at
√
s= 2.76 TeV, compared with the previously published√

s= 7 TeV results. The numerical values corresponding to the results presented in Fig. 3 and Fig. 5 are
shown in Table 3, together with the number of signal events and with the values for A× # . Most sources
of systematic uncertainty are common or strongly bin-to-bin correlated, except, as outlined before, the
ones related to the signal extraction and to the MC inputs that are therefore quoted separately in Table 3.

The kinematic coverage of the ALICE experiment is unique among the LHC experiments due to the very
good acceptance down to pt = 0 at central rapidity. This feature allows a comparison of the pt-integrated
midrapidity cross sections with those from lower energy collider experiments. The result is displayed in
Fig. 6, where the d"J/!/dy values from ALICE for the two energies are shown together with results from
RHIC [9] and Tevatron [7] experiments, as a function of

√
s.

Inclusive J/! production in pp collisions at
√
s= 2.76 TeV 9
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Fig. 4: The
√
s-dependence of 〈pt〉 for inclusive J/! production, for various fixed-target and collider experiments.

For the ALICE points the error bars represent the quadratic sum of statistical and systematic uncertainties. The
points for

√
s= 7 TeV have been slightly shifted to improve visibility.
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•  NRQCD	
  calcula2ons	
  describe	
  well	
  the	
  pT-­‐differen2al	
  	
  
cross	
  sec2on	
  measured	
  for	
  pT	
  >	
  3	
  GeV/c	
  at	
  √s	
  =	
  2.76,	
  7	
  TeV	
  

•  y	
  dependence:	
  large	
  rapidity	
  coverage	
  	
  
pp	
  @	
  √s	
  =	
  2.76	
  TeV	
  reference	
  for	
  Pb-­‐Pb	
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! J /" 2.5< y < 4( ) = 6.31± 0.25 stat( )± 0.76 syst( )+ 0.95 !CS = +1( )!1.96 !CS = !1( ) µb

! J /" y < 0.9( ) =10.7±1.0 stat( )±1.6 syst( )+1.6 !HE = +1( )! 2.3 !HE = !1( ) µb
•  Inclusive	
  J/Ψ	
  cross	
  sec4on	
  in	
  pp	
  collisions	
  at	
  √s	
  =	
  2.76	
  TeV	
  	
  

! J /" 2.5< y < 4( ) = 3.34± 0.13 stat( )± 0.28 syst( )+ 0.53 !CS = +1( )!1.07 !CS = !1( ) µb
! J /" y < 0.9( ) = 6.71±1.24 stat( )±1.22 syst( )+1.01 !HE = +1( )!1.41 !HE = !1( ) µb
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of the same size of the resolution obtained by the offline
alignment procedure [17]. For both tracking and triggering
detectors, the time variation of the efficiencies during the
data-taking period was accounted for (see [17] for details).
Since the cos! and " acceptances are strongly correlated,
the acceptance values as a function of one variable strongly
depend on the input distribution used for the other variable.
Given the fact that the correct input distributions are not
known a priori but rather represent the outcome of the data
analysis, an iterative procedure was followed in order to
determine them. In the first iteration, a flat distribution of
the angular variables (equivalent to a totally unpolarized
J=c distribution) was adopted to calculate the acceptances.
After correcting the signal with those acceptances, a first
determination of the polarization parameters is performed,
and the results are then used in a second determination of the
acceptance values. The procedure is then repeated until
convergence is reached; i.e., the extracted polarization pa-
rameters do not vary by more than 0.005 between two
successive iterations. This occurs, for this analysis, after
at most three steps. It was also checked that by using
polarized MC input distributions in the first iteration the
procedure converges towards the same results as in the
default, unpolarized, case. Typical Ai"i values vary be-
tween !0:22 (0.05) at low pt and large j cos!j and !0:41
(0.63) at large pt and small j cos!j for the HE (CS) frame.

A simultaneous study of the J=c polarization variables
in several reference frames, as first carried out in hadro-
production studies by the HERA-B experiment [23], is
particularly interesting since consistency checks on the
results can be performed, using combinations of the polar-
ization parameters which are frame-invariant. In particular
we made use of the invariant F ¼ ð#! þ 3#"Þ=ð1& #"Þ
[21], performing a simultaneous fit of the j cos!j and j"j
distributions in the two reference systems and further con-
straining the fit by imposing F to be the same in the CS and
HE frames. In Fig. 2 we present, as an example, the result
of such a fit relative to the last iteration of the Ai"i
calculation, for 2< pt < 3 GeV=c. The $2=d:o:f: values
(d:o:f: ¼ 10) are 1.08, 1.00, 1.32 for 2< pt < 3, 3<pt<4
and 4< pt < 8 GeV=c, respectively, showing that the
quality of the fits is good. Compatible results are obtained
when the constraint on F is released.

In the analysis described so far, the #!" parameter was
implicitly assumed to be zero in the iterative acceptance
calculation. In the one-dimensional approach followed in
this analysis, #!" could be estimated from the data, defin-

ing an ad hoc variable ~", which is a function of cos! and"
and contains #!" as a parameter (see [21] for details). In
principle, the iterative procedure applied to #! and #"

determination could be extended to include #!"; however,
in some cases, relatively small statistical fluctuations in the
distributions of the measured variables tend to induce large
variations of the fitted values in the following iterations,
leading to convergence problems. A check of the #!" ¼ 0

assumption was done a posteriori for each pt bin, by fitting

the ~" distributions, corrected with an acceptance which
makes use of the measured #! and #" values as inputs. In

this way, we get for all the pt bins #!" values compatible

with zero for both CS and HE reference frames. We also
note that all the previous experiments assumed #!" ¼ 0 in
their analysis, with the exception of HERA-B [23], who
measured it in pA collisions at

ffiffiffi
s

p ¼ 41:6 GeV and found
values ranging from 0 to 0.05.
Various sources of systematic uncertainty on the mea-

surement of the polarization parameters have been inves-
tigated. The uncertainty on the signal extraction was
studied by leaving in the fits the width of the CB function
as a free parameter. This choice leads to an absolute
variation of the polarization parameters between 0.02 and
0.10. Another sizable source of systematic uncertainty is
the choice of the input distributions for pt and y in the
simulation. It was evaluated by comparing the results
obtained with a parameterization of our 7 TeV results on
differential J=c cross sections [17] with those obtained by
using an extrapolation of lower energy results [24]. The
absolute effect on the polarization parameters varies be-
tween 0.01 and 0.07. For the lowest pt bin, the acceptance
in the HE frame drops by about 40% in the highest j cos!j
bin used in the analysis (0:6< j cos!j< 0:8) and has also a
strong variation inside the bin itself. We therefore followed
an alternative approach, fitting the angular spectrum in the
restricted interval 0< j cos!j< 0:6 (instead of the default
choice 0< j cos!j< 0:8), and we conservatively consid-
ered the variation in the result of the fit (0.15) as an
additional systematic uncertainty on #!. For consistency,
the same evaluation was performed in the CS frame. The
role of the systematic uncertainties on the trigger and
tracking efficiency [17] was also studied. The first was
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0 state.

evaluated by varying the efficiency values for each detector
element by 2% with respect to the default values in the
simulation. This choice is related to the estimated uncer-
tainty on the detector efficiency calculation. For the sec-
ond, we have used the rather conservative choice of
comparing the reference results, obtained with realistic
dead channel maps, with those relative to an ideal detector
setup. The result is typically 0.03–0.04. Finally, by quad-
ratically combining the results for the various sources,
values between 0.04 and 0.21 are obtained for the global
systematic uncertainties.

In Fig. 3, we show the results on !" and !# for inclusive
J=c production. In both frames, all the parameters are
compatible with zero, with a possible hint for a longitudi-
nal polarization at low pt (at a 1:6$ level) in the HE frame.
The numerical values are given in Table I.

The inclusive J=c yield is composed of a ‘‘prompt’’
component [direct J=c þ decay of the c ð2SÞ and %c

resonances] and of a component from B-meson decays.
In the pt range accessed in this analysis, the B-meson
decay component accounts for 10% (2<pT<3GeV=c),
12% (3<pT < 4 GeV=c), and 15% (4< pT < 8 GeV=c)
of the inclusive yield, according to the LHCb measure-
ments carried out in our same kinematical domain [15].
The polarization of the nonprompt component is expected
to be quite small. In fact, even if a sizable polarization were
observed when the polarization axis refers to the B-meson
direction [25], it would be strongly smeared when it is
calculated with respect to the direction of the decay J=c
[15], as observed by CDF, who measured in this way
!"ðJ=c  BÞ $ %0:1 in the HE frame [5]. By assuming

conservatively j!"ðJ=c  BÞj< 0:2 for both frames, and
taking into account the fraction of the inclusive yield
coming from B-meson decays [15], the difference between
prompt and inclusive J=c polarization was estimated and
found to be at most 0.05, a value smaller than the system-
atic uncertainties of our measurements. Concerning
higher-mass charmonia, the %c ! J=c þ & decay cannot
be reconstructed in the muon spectrometer, and the
c ð2SÞ! '' statistics is currently too low. Values of the
feed-down ratios measured mainly by lower energy experi-
ments range from $10% for the c ð2SÞ [26] to 25%–30%
for the %c [27], implying that there could be a sizable
difference between direct and prompt J=c polarization.
The results presented in Fig. 3 extend the study of the

J=c polarization to LHC energies and therefore open up a
new testing ground for theoretical models. At present,
next-to-leading-order calculations for direct J=c polariza-
tion at the LHC via the color-singlet channel [10,12]
predict a large longitudinal polarization in the HE frame
(!" $%0:6) at pt $ 5 GeV=c, which is in contrast with
the vanishing polarization that we observe in such a trans-
verse momentum region. The contribution of the S-wave
color-octet channels was also worked out [9] and indicates
a significantly different trend (large transverse polariza-
tion) with respect to the color-singlet contribution, but
again in contrast with our result. In this situation, a rigor-
ous treatment on the theory side of all the color-octet terms
(includingP-wave contributions) is mandatory, as well as a
study of the contribution of %c and c ð2SÞ feed-down
which, as outlined before, is important for a quantitative
comparison with our result [28]. Such studies are presently
in progress, and the comparison of their outcome with the
results presented in this Letter will allow a very significant
test of the understanding of the heavy-quarkonium produc-
tion mechanisms in QCD-based models.
In summary, we have measured the polarization parame-

ters !" and !# for inclusive J=c production in
ffiffiffi
s
p ¼

7 TeV pp collisions at the LHC. The measurement was
carried out in the kinematical region 2:5< y< 4, 2<
pt < 8 GeV=c. The polarization parameters !" and !#

are consistent with zero, in both the helicity and Collins-
Soper reference frames. These results can be used as a
stringent constraint on the commonly adopted QCD frame-
work for heavy-quarkonium production.
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Fig. 3: J/$ yield dNJ/$/dy as a function of the charged particle multiplicity densities at mid-rapidity dNch/d" .
Both values are normalized by the corresponding value for minimum bias pp collisions (〈dNJ/$/dy〉, 〈dNch/d"〉).
Shown are measurements at forward rapidities (J/$ → µ+µ−, 2.5 < y < 4) and at mid-rapidity (J/$ → e+e−,
|y| < 0.9). The error bars represent the statistical uncertainty on the J/$ yields, while the quadratic sum of the
point-by-point systematic uncertainties on the J/$ yield as well as on dNch/d" is depicted as boxes.

range under consideration here (dNch/d" < 32.9). Therefore, these corrections and their correspond-
ing systematic uncertainties cancel in the ratio (dNJ/$/dy)/〈dNJ/$/dy〉 and only the uncorrected signal
counts have to be divided. The number of events used for the normalization of 〈dNJ/$/dy〉 is corrected
for the fraction of inelastic events not seen by the MB trigger condition. After applying acceptance and
efficiency corrections these values are in agreement with those that can be obtained from the numbers
quoted in [8]: 〈dNJ/$/dy〉 = (8.2± 0.8(stat.)± 1.2(syst.))× 10−5 for J/$ → e+e− in |y| < 0.9, and
〈dNJ/$/dy〉 = (5.8±0.2(stat.)±0.6(syst.))×10−5 for J/$ → µ+µ− in 2.5 < y< 4. In the case of the
J/$ yields measured in a given multiplicity interval, no trigger-related correction is needed, since the
trigger efficiency is 100% for Ntrk ≥ 1.

The systematic uncertainties are estimated as follows. In case of the di-electron analysis, the absolute
differences between the resulting (dNJ/$/dy)/〈dNJ/$/dy〉 values obtained by using the like-sign and the
track rotation methods define the uncertainty due to the background subtraction. It is found to vary
between 2% and 12% for the different multiplicity intervals. For the di-muon analysis this uncertainty
is evaluated by varying the functional form of the background description (polynomial instead of sum of
two exponential). It depends on the signal to background ratio and varies between 3% and 4%. Since
for the muon measurement it is not possible to associate a measured track to the interaction vertex, an
additional systematic uncertainty arises from pile-up events. Among the vertices inside these events
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Fig. 1: The distribution of the relative charged particle density (dNch/d#)/〈dNch/d#〉 reconstructed around mid-
rapidity (|# |< 1.0) after correction for SPD inefficiencies. The vertical lines indicate the boundaries of the multi-
plicity intervals used in this analysis.

Pile-up events are identified by the presence of two interaction vertices reconstructed with the SPD.
They are rejected if the distance along the beam axis between the two vertices is larger than 0.8 cm,
and if both vertices have at least three associated tracklets. This removes 48% of the pile-up events.
In the remaining cases two events can be merged into a single one, thus yielding a biased multiplicity
estimation. A simulation assuming a Gaussian distribution for the vertex z position results in a probability
for the occurrence of two vertices closer than 0.8 cm of 7%. Combined with the pile-up rate of 4%, this
gives an overall probability that two piled-up events are merged into a single event of ≈ 0.3%, which is
a negligible contribution in the multiplicity ranges considered here.

The charged particle density dNch/d# is calculated using the number of tracklets Ntrk reconstructed from
hits in the SPD detector, because the SPD is the only central barrel detector that is read out for all
of the µ-MB trigger. The tracklets are required to point to the reconstructed interaction vertex within
±1 cm in radial and ±3 cm in z direction [31, 32]. Using simulated events, it is verified that Ntrk is pro-
portional to dNch/d# . For a good geometrical coverage, only tracklets within |# | < 1 from events with
|zvtx|< 10 cm are considered. Since the pseudorapidity coverage of the SPD changes with the interaction
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data-driven method (discussed in section 3) was also developed and used to estimate the systematic un-
certainty related to this procedure. The Monte Carlo x distribution of J/! from the decay of b-hadrons
produced in proton-proton collisions simulated using the PYTHIA 6.4.21 event generator [45, 46] with
Perugia-0 tuning [47] was taken as the template for the x distribution of b-hadron events in data, "B(x).
A second template, used to estimate the systematic uncertainty, was obtained by decaying the simulated
b-hadrons using the EvtGen package [48], and describing the final state bremsstrahlung using PHO-
TOS [49, 50].

Promptly produced J/! mesons decay at the primary vertex, and their pseudoproper decay length distri-
bution is thus simply described by Rtype(x):

Fprompt(x) = # (x′)⊗Rtype(x′ − x) = Rtype(x). (8)

For the background x distribution, FBkg(x), the functional form employed by CDF [1] was used,

FBkg(x) =(1− f+− f−− fsym)Rtype(x)

+

[

f+
$+

e−x
′/$+%(x′)+

f−
$−

ex
′/$−%(−x′)+

fsym
2$sym

e−|x′|/$sym
]

⊗Rtype(x′ − x),
(9)

where %(x) is the step function, f+, f− and fsym are the fractions of three components with positive, neg-
ative and symmetric decay length exponential distributions, respectively. The effective parameters $+,
$− and $sym, and optionally also the corresponding fractions, were determined, prior to the likelihood fit
maximization, with a fit to the x distribution in the sidebands of the dielectron invariant mass distribu-
tion, defined as the regions 1.8–2.6 and 3.2–5.0 GeV/c2. The introduction of these components is needed
because the background consists also of random combinations of electrons from semi-leptonic decays
of charm and beauty hadrons, which tend to produce positive x values, as well as of other secondary or
mis-reconstructed tracks which contribute both to positive and negative x values. The first term in Eq. 9,
proportional to Rtype(x), describes the residual combinatorics of primary particles.

In Fig. 1 the distributions of the invariant mass and the pseudoproper decay length, the latter restricted
to candidates with 2.92<me+e− < 3.16 GeV/c2, for opposite-sign electron pairs with pt> 1.3 GeV/c are
shown with superimposed projections of the maximum likelihood fit result.

The value of the fit parameter f ′B provides the fraction of non-prompt J/! which were reconstructed.
In principle prompt and non-prompt J/! can have different acceptance times efficiency (A× &) values.
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J/!
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The latter distribution is limited to the J/! candidates under the mass peak, i.e. for 2.92< me+e− < 3.16 GeV/c2,
for display purposes only. The "2 values of these projections are reported for both distributions.

Prompt and non-prompt J/! production at mid-rapidity in pp collisions at
√
s=7 TeV 13
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Fig. 3: The fraction of J/! from the decay of b-hadrons as a function of pt of J/! compared with results from
ATLAS [16] and CMS [18] in pp collisions at

√
s =7 TeV. The error bars represent the quadratic sum of the

statistical and systematic errors. Superimposed is the semi-phenomenological function fmodelB used to extrapolate
down to pt = 0.

4.2 Prompt J/! production

By combining the measurement of the inclusive J/! cross section, which was determined as described
in [17], and the fB value, the prompt J/! cross section was obtained:

"prompt J/! = (1− fB) ·"J/! . (14)

The numerical values of the inclusive J/! cross section in the pt ranges used for this analysis are sum-
marized in Table 2. In the measured region the integrated cross section is "prompt J/!(|y| < 0.9, pt >
1.3GeV/c) = 7.2±0.7(stat.)±1.0(syst.)+1.3(#HE=1)−1.2(#HE=−1)µb. The systematic uncertainties related to the un-
known polarization are quoted for the reference frame where they are larger.

The differential distribution d2"prompt J/!
dptdy is shown as a function of pt in Fig. 4 and the value of

d"prompt J/!
dy

is plotted in Fig. 5. The numerical values are summarized in Table 2. In Fig. 4 the statistical and
all systematic errors are added in quadrature for better visibility, while in Fig. 5 the error bar shows
the quadratic sum of statistical and systematic errors, except for the 3.5% systematic uncertainty on
luminosity and the 1% on the branching ratio (B.R.), which are added in quadrature and shown as box.
The results shown in Fig. 4 and Fig. 5 assume unpolarized J/! production. Systematic uncertainties due
to the unknown J/! polarization are not shown. Results by the CMS [14,18], LHCb [15] and ATLAS [16]
Collaborations are shown for comparison. Also for these data the uncertainties due to luminosity and to
the B.R. are shown separately (boxes) in Fig. 5, while the error bars represent the statistical and the other
sources of systematic uncertainties added in quadrature.

The ALICE d2"prompt J/!
dydpt measurement at mid-rapidity (Fig. 4) is complementary to the data of CMS, avail-

able for |y|< 0.9 and pt > 8 GeV/c, and ATLAS, which covers the region |y|< 0.75 and pt > 7 GeV/c.
The results are compared to next-to-leading order (NLO) non-relativistic QCD (NRQCD) theoretical
calculations by M. Butenschön and B.A. Kniehl [19] and Y.-Q. Ma et al. [20]. Both calculations in-
clude color-singlet (CS), color-octet (CO), and heavier charmonium feed-down contributions. For one
of the two models (M. Butenschön and B.A. Kniehl) the partial results with only the CS contribution
are also shown. The comparison suggests that the CO processes are indispensable to describe the data.

J/ψ	
  from	
  b-­‐hadron	
  decays	
  
Measurement	
  of	
  the	
  frac2on,	
  fB,	
  of	
  the	
  J/ψ	
  coming	
  from	
  b-­‐hadron	
  decays	
  	
  

at	
  mid-­‐rapidity	
  and	
  low	
  pT	
  :	
  unique	
  opportunity	
  at	
  LHC	
  at	
  y	
  =0	
  !	
  
Feasible	
  in	
  central	
  barrel	
  thanks	
  to	
  good	
  impact	
  parameter	
  resolu4on:	
  	
  

	
  

σJ/ψ	
  (prompt,	
  |y|<0.9,	
  pT>1.3	
  GeV/c)	
  =	
  7.2	
  ±	
  0.7(stat)	
  ±	
  1.0	
  (syst)	
  +	
  1.3	
  –	
  1.2	
  (syst	
  polar.)	
  	
  μb	
  

pp	
  @	
  7	
  TeV	
  	
  

σrφ	
  <	
  75	
  μm	
  for	
  pT>1	
  GeV/c	
  

ü  Contribu2ons	
  from	
  B	
  decays	
  es2mated	
  
from	
  the	
  pseudo-­‐proper	
  decay	
  length	
  

•  Measured	
  region:	
  pT	
  >	
  1.3	
  GeV/c	
  	
  	
  |y|	
  <	
  0.9	
  
	
  	
  	
  	
  	
  	
  fB=	
  0.149	
  ±	
  0.037(stat)	
  +	
  0.018	
  -­‐	
  0.027	
  (syst)	
  +	
  0.025	
  -­‐	
  0.021	
  (syst	
  polar.)	
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•  Review	
  of	
  the	
  main	
  ALICE	
  results	
  in	
  pp	
  collisions	
  
•  Prompt	
  D-­‐mesons,	
  HF	
  electron	
  and	
  muon	
  cross-­‐sec2ons	
  

measured	
  in	
  pp	
  collisions	
  at	
  √s	
  =	
  7	
  TeV	
  and	
  2.76	
  TeV	
  	
  
–  Results	
  well	
  reproduced	
  by	
  pQCD	
  calcula2ons	
  
–  Total	
  charm	
  cross	
  sec2on	
  measurement	
  	
  

•  J/ψ	
  produc2on	
  measured	
  at	
  √s	
  =	
  7	
  TeV	
  and	
  2.76	
  TeV	
  
–  Inclusive	
  J/ψ	
  produc2on	
  cross	
  sec2on	
  
–  First	
  polariza2on	
  measurement	
  at	
  LHC	
  
–  Substan2al	
  increase	
  of	
  J/ψ	
  yield	
  as	
  a	
  func2on	
  of	
  mul2plicity	
  
–  Prompt	
  and	
  non-­‐prompt	
  J/ψ	
  down	
  to	
  low	
  transverse	
  momentum	
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Figure 5. (colour online) pt-differential inclusive cross section for prompt D0, D+, and D∗+

mesons in pp collisions at
√
s = 7 TeV compared with FONLL [1, 2, 33] and GM-VFNS [10, 34]

theoretical predictions. The symbols are positioned horizontally at the centre of each pt interval.
The normalization uncertainty is not shown (3.5% from the minimum-bias cross section plus the
branching ratio uncertainties, as of table 2).

of the experimental measurement and of the theoretical predictions, it is not possible to

draw conclusions about small-x gluon saturation effects (see section 1).

The pt-integrated visible cross sections, σvis(pt > 1 GeV/c, |y| < 0.5), for the three

mesons were extrapolated down to pt = 0 to estimate the production cross sections per unit

of rapidity dσ/dy at mid-rapidity. The extrapolation factor was computed from the FONLL

calculation [1, 2, 30] as the ratio (dσFONLL/dy)/σvis
FONLL and it amounts to 1.25+0.29

−0.09 for D0

and D+, and 1.21+0.29
−0.08 for D∗+, for the central values of the calculation. Its uncertainty
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Figure 5. (colour online) pt-differential inclusive cross section for prompt D0, D+, and D∗+

mesons in pp collisions at
√
s = 7 TeV compared with FONLL [1, 2, 33] and GM-VFNS [10, 34]

theoretical predictions. The symbols are positioned horizontally at the centre of each pt interval.
The normalization uncertainty is not shown (3.5% from the minimum-bias cross section plus the
branching ratio uncertainties, as of table 2).

of the experimental measurement and of the theoretical predictions, it is not possible to

draw conclusions about small-x gluon saturation effects (see section 1).

The pt-integrated visible cross sections, σvis(pt > 1 GeV/c, |y| < 0.5), for the three

mesons were extrapolated down to pt = 0 to estimate the production cross sections per unit

of rapidity dσ/dy at mid-rapidity. The extrapolation factor was computed from the FONLL

calculation [1, 2, 30] as the ratio (dσFONLL/dy)/σvis
FONLL and it amounts to 1.25+0.29

−0.09 for D0

and D+, and 1.21+0.29
−0.08 for D∗+, for the central values of the calculation. Its uncertainty
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Measurement of charm production at central rapidity in proton–proton collisions at . . . 9

4 D meson cross section at
√
s= 2.76 TeV

The prompt D0, D+, and D∗+ mesons pt-differential cross sections were derived from the raw yields as
described in section 3.2. The global systematic uncertainties were evaluated summing in quadrature the
various uncertainty sources explained in section 3.2, and reported in Table 2. The results are summarized
in Table 3 and shown in Fig. 3. The top panels of the figures present the measurement together with
the FONLL [7, 27] and the GM-VFNS [6, 31] theoretical predictions, while the bottom panels represent
the ratio of the measured cross section and the calculations. Both calculations use the CTEQ 6.6 parton
distribution functions (PDFs) [32], and vary the factorization and renormalization scales, µF and µR,
around their central values of µF = µR = mt in the ranges 0.5 < µF/mt < 2, 0.5 < µR/mt < 2, with the
constraint 0.5 < µF/µR < 2, where mt =

√

p2t +m2c. The FONLL calculation varies the charm quark
mass within 1.3 < mc < 1.7 GeV/c2 while GM-VFNS assumes mc = 1.5 GeV/c2. The FONLL and
GM-VFNS theoretical predictions are compatible with the measurements within the experimental and
theoretical uncertainties. Nevertheless, it can be noted that the central prediction of FONLL tends to
underestimate charm production whereas the central GM-VFNS calculation seems to overestimate it, as
seen in the lower panels of Fig. 3. This behaviour is in accordance with our results on the prompt D0,
D+, and D∗+ mesons pt-differential cross sections at

√
s= 7 TeV [11].

The visible cross sections of prompt D mesons (!Dvis), i.e. the pt-integrated production cross sections in
the rapidity range |y|< 0.5, where the measurement was performed, are reported in Table 4 for both the
present result at

√
s= 2.76 TeV and for

√
s= 7 TeV [11].
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Figure 3: Top : pt-differential cross section for prompt D0, D+, and D∗+ mesons in pp collisions at
√
s= 2.76 TeV

compared with FONLL [7, 27] and GM-VFNS [6, 31] theoretical predictions. Bottom: the ratio of the measured
cross section and the central FONLL and GM-VFNS calculations.

The measurements in pp collisions
√
s = 2.76 TeV described here provide a baseline for the studies of

the QCD matter created in Pb–Pb collisions at the same centre-of-mass energy [33]. However, since the
statistics is limited and does not allow a comparison with the Pb–Pb measurements for every pt inter-
val, the reference used for comparisons of the Pb–Pb and pp yields was obtained from a pQCD–based
(FONLL) energy scaling of the 7 TeV pt-differential cross sections to 2.76 TeV [11, 20]. The scaling

D-­‐meson	
  cross	
  sec4on	
  

√s	
  =	
  2.76	
  TeV	
  D0	
  D+	
  D*+	
  	
  

Lint	
  =	
  1.35	
  nb-­‐1	
  

2	
  (1	
  for	
  D0)	
  <	
  pT	
  <	
  12	
  GeV/c	
  

•  Data	
  well	
  described	
  by	
  pQCD	
  predic2ons	
  (	
  FONLL	
  and	
  GM-­‐VFNS)	
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J/ψàµ+µ-­‐:	
  differen2al	
  pT	
  distribu2on	
  
	
  The	
  differen2al	
  cross	
  sec2on	
  @	
  √s	
  =	
  2.76	
  TeV	
  	
  d2σJ/ψ/dydpT	
  ,	
  averaged	
  over	
  the	
  interval	
  	
  

2.5	
  <	
  y	
  <	
  4,	
  for	
  the	
  transverse	
  momentum	
  range	
  0	
  <	
  pT	
  <	
  8	
  GeV/c	
  is	
  presented	
  below	
  

The	
  results	
  are	
  compared	
  with	
  the	
  
previously	
  published	
  results	
  @	
  √s	
  =	
  7	
  TeV	
  	
  	
  
(K.	
  Aamodt	
  et	
  al.	
  (ALICE	
  Collabora2on),	
  Phys.	
  Leu.	
  B704	
  442	
  (2011))	
  

	
  
The	
  predic2ons	
  of	
  a	
  NRQCD	
  	
  
calcula2on	
  (*),	
  which	
  includes	
  both	
  
colour	
  singlet	
  and	
  colour	
  octet	
  terms	
  
at	
  NLO	
  order,	
  are	
  ploued	
  for	
  the	
  two	
  	
  
energies	
  in	
  the	
  range	
  3	
  <	
  pT	
  <	
  8	
  GeV/c.	
  	
  	
  	
  
	
  
	
  
	
  
There	
  is	
  a	
  good	
  agreement	
  between	
  
the	
  model	
  (NLO	
  NRQCD	
  calcula2ons)	
  
and	
  both	
  sets	
  of	
  experimental	
  data	
  
	
  
(*)	
  M.	
  Butenschoen	
  and	
  B.A.	
  Kniehl,	
  Phys.	
  Rev.	
  D84,	
  	
  
	
  	
  	
  	
  	
  	
  051501	
  (2011)	
  and	
  priv.	
  comm.	
  	
  
	
  	
  	
  	
  

The	
  systema2c	
  uncertain2es	
  on	
  luminosity	
  are	
  shown	
  as	
  boxes,	
  while	
  the	
  error	
  bars	
  represent	
  the	
  	
  
quadra2c	
  sum	
  of	
  the	
  sta2s2cal	
  errors	
  and	
  the	
  other	
  sources	
  of	
  systema2c	
  uncertainty	
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Fig. 3: Double differential J/! production cross section at
√
s= 2.76 TeV compared to previous ALICE results at√

s= 7 TeV [5]. The vertical error bars represent the statistical errors while the boxes correspond to the systematic
uncertainties. The systematic uncertainties on luminosity are not included. The results are compared with a NLO
NRQCD calculation [26] performed in the region pt > 3 GeV/c.

Table 2: The 〈pt〉 and 〈p2t 〉 values for inclusive J/! production measured by ALICE. Statistical and systematic
uncertainties are quoted separately.

〈pt〉 (GeV/c) 〈p2T〉 (GeV/c)2√
s= 2.76 TeV, 2.5< y< 4 2.28 ± 0.07 ± 0.04 7.06 ± 0.40 ± 0.22√

s= 7 TeV, |y|< 0.9 2.72 ± 0.21 ± 0.28 10.02 ± 1.40 ± 1.80√
s= 7 TeV, 2.5< y< 4 2.44 ± 0.09 ± 0.06 8.32 ± 0.50 ± 0.35

Figure 4 presents the
√
s-dependence of the inclusive J/! 〈pt〉, for various fixed-target and collider

experiments [3, 5–7, 9, 27]. The results show a roughly linear increase of 〈pt〉 with ln(
√
s), with slightly

larger 〈pt〉 values at central rapidity. The numerical values for both 〈pt〉 and 〈p2t 〉 are quoted in Table 2.

In Fig. 5 we present the results for d"J/!/dy at
√
s= 2.76 TeV, compared with the previously published√

s= 7 TeV results. The numerical values corresponding to the results presented in Fig. 3 and Fig. 5 are
shown in Table 3, together with the number of signal events and with the values for A× # . Most sources
of systematic uncertainty are common or strongly bin-to-bin correlated, except, as outlined before, the
ones related to the signal extraction and to the MC inputs that are therefore quoted separately in Table 3.

The kinematic coverage of the ALICE experiment is unique among the LHC experiments due to the very
good acceptance down to pt = 0 at central rapidity. This feature allows a comparison of the pt-integrated
midrapidity cross sections with those from lower energy collider experiments. The result is displayed in
Fig. 6, where the d"J/!/dy values from ALICE for the two energies are shown together with results from
RHIC [9] and Tevatron [7] experiments, as a function of

√
s.
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Fig. 4: The
√
s-dependence of 〈pt〉 for inclusive J/! production, for various fixed-target and collider experiments.

For the ALICE points the error bars represent the quadratic sum of statistical and systematic uncertainties. The
points for

√
s= 7 TeV have been slightly shifted to improve visibility.
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J/ψ	
  àµ+µ-­‐:	
  <pT>	
  and	
  <pT2>	
  
Using	
  the	
  results	
  shown	
  in	
  the	
  previous	
  slide	
  we	
  can	
  compute	
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  <pT>	
  and	
  <pT2>	
  for	
  inclusive	
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  forward	
  rapidity	
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  following	
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  free	
  parameters	
  	
  
(this	
  func2on	
  is	
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  the	
  literature	
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  such	
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  of	
  fits	
  )	
  	
  

The	
  ALICE	
  results	
  can	
  be	
  compared	
  to	
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  from	
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J/ψàµ+µ-­‐:	
  differen2al	
  y	
  distribu2on	
  
	
  The	
  differen2al	
  cross	
  sec2on	
  dσJ/ψ/dy	
  	
  @	
  √s	
  =	
  2.76	
  TeV	
  	
  is	
  presented	
  below	
  with	
  the	
  previously	
  

published	
  results	
  @	
  √s	
  =	
  7	
  TeV	
  	
  (K. Aamodt et al. (ALICE Collaboration), Phys. Lett. B704 442 (2011)) 

	
  

J/ψ	
  produc2on	
  cross	
  sec2on	
  measured	
  	
  
in	
  the	
  two	
  rapidity	
  ranges	
  covered	
  by	
  	
  

the	
  ALICE	
  experiment	
  

The	
  systema2c	
  uncertain2es	
  on	
  	
  
luminosity	
  are	
  shown	
  as	
  boxes,	
  while	
  	
  
the	
  error	
  bars	
  represent	
  the	
  quadra2c	
  	
  
sum	
  of	
  the	
  sta2s2cal	
  errors	
  and	
  the	
  	
  

other	
  sources	
  of	
  systema2c	
  uncertainty	
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J/ψ	
  produc4on	
  vs	
  Mul4plicity	
  J/! Production as a Function of Charged Particle Multiplicity 7

"#/d
ch

dN$
#/dchdN

0 2 4

"
/d

y
!

J/
dN$

/d
y

!
J/

dN

1

2 Pythia 6.4 (|y| < 0.9)
Pythia 6.4 (2.5 < y < 4)

Fig. 4: Relative J/! yield dNJ/!/dy as a function of relative charged particle multiplicity densities around mid-
rapidity dNch/d# as calculated with PYTHIA 6.4 in the Perugia 2011 tune [35, 36]. Shown are results for directly
produced J/! in hard scatterings via the NRQCD framework at forward rapidities (2.5< y< 4) and at mid-rapidity
(|y|< 0.9).

always the one with the largest number of associated tracks is chosen as main vertex. Therefore, events
with very lowmultiplicities are more likely to have a wrong assignment and thus this uncertainty is largest
in the first multiplicity interval (6%), while it is 3% in the others. Possible changes of the pt spectra
with event multiplicity can introduce a dNch/d# dependence of the acceptance and efficiency correction,
thus resulting in an additional systematic uncertainty. This is estimated by varying the 〈pt〉 of the J/!
spectrum that is used as input to the determination of the corrections via simulation between 2.6 and
3.2 GeV/c. A systematic effect of 1.5% (3.5%) is found for the di-electron (di-muon) analysis. The total
systematic error on (dNJ/!/dy)/〈dNJ/!/dy〉 is given by the quadratic sum of the separated contributions
and amounts to 2.5 –12% depending on the multiplicity interval for the di-electron result. In the case
of the di-muon analysis it varies between 8% in the first and 6% in the last multiplicity interval. An
additional global uncertainty of 1.5% on the normalization of 〈dNJ/!/dy〉 is introduced by the correction
of the trigger inefficiency for all inelastic collisions.

The systematic uncertainties on (dNch/d#)/〈dNch/d#〉 are due to deviations from a linear dependence
of dNch/d# on Ntrk and variations in the Ntrk distributions which remain after the correction procedure.
The latter are caused by changes in the SPD acceptance for the different data taking periods. The first
contribution is estimated to be 5%, while the second is ∼ 2%, as determined by Monte Carlo studies. In
addition, the systematic uncertainty of the 〈dNch/d#〉 measurement (+3.3%−2.0%) [32] is also included.

Figure 3 shows the relative J/! yields measured at forward and at mid-rapidity as a function of the
relative charged particle density around mid-rapidity. An approximately linear increase of the relative
J/! yield (dNJ/!/dy)/〈dNJ/!/dy〉 with (dNch/d#)/〈dNch/d#〉 is observed in both rapidity ranges. The
enhancement relative to minimum bias J/! yield is a factor of approximately 5 at 2.5 < y < 4 (8 at
|y|< 0.9) for events with four times the minimum bias charged particle multiplicity density.

A possible interpretation of the observed correlation of the J/! yield and the charged particle multiplicity
might be that J/! production is always accompanied by a strong hadronic activity, thus biasing the
dNch/d# distributions to higher values. Since this correlation extends over the three units of rapidity

•  Approximately	
  linear	
  increase	
  wrt	
  dNch/dη	
  (similar	
  behaviour	
  in	
  two	
  different	
  y	
  ranges)	
  

•  Non-­‐trivial	
  result:	
  for	
  example	
  PYTHIA	
  6.4	
  	
  predicts	
  opposite	
  effect	
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