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M.Battaglieri (INFN)

Online data reduction 
for the BDX experiment 

at Jefferson Lab
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From signals to physics

DAQ chain



M.Battaglieri - INFNOnline data reduction for the BDX experiment at Jefferson Lab3

Triggered DAQ

Trigger logic
★ decides if/when to collect detector information
★ Select ‘events’ over ‘background’
★ Save data on disk for further processing
★ Different levels

• L1: threshold on FEE

• L2: combine information from different sub-detector 
components

• L3: requires info processing  
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Streaming readout

Triggered DAQ

Streaming readout 
DAQ

Time frame 
builder



M.Battaglieri - INFNOnline data reduction for the BDX experiment at Jefferson Lab5

Streaming RO

✴Shifting data tagging/filtering from the front-end 
(hw) to the back-end (sw) 

• Optimize real-time rare/exclusive channel selection
• Use of high-level programming languages
• Use of existing/ad-hoc CPU/GPU farms
• Use of available AI/ML tools
• (future) use of quantum-computing

Many NP and HEP experiments adopt a 
SRO DAQ

• CERN: LHCb, ALICE, AMBER
• FAIR: CBM
• DESY: TPEX

Why SRO is so important?
✴High luminosity experiments 

• Write out the full DAQ bandwidth
• Reduce stored data size in a smart way 

(reducing time for off-line processing)

✴Scaling 
• Easier to add new detectors in the DAQ pipeline
• Easier to scale
• Easier to upgrade

• FRIBS: GRETA
• BNL: sPHENIX.ePIC
• JLAB: SOLID, BDX, CLAS12, …
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Streaming RO

•FEE optimised for SRO
•ASICS (cheap) or fADC (multiplexing) at (O($10/ch) 
•TDC if necessary to replace fADC
•Zero-suppression mode
• Fast readout (optical link)

•Signal pre-processing  with fast hw (dedicated FPGA)
•de-multiplexing fADC info
•Charge, time, amplitude
•Data compression
•Data monitoring
•Add other information (e.g. ch_ID e TimeStamp)

•Full reconstruction CPU analysis 
(for each time frame)

•CPU/GPU/TPU sub-detector analysis (single stream)
•Local clusters, track segments, PID, …
• Time-frame building
• If necessary only store high-level data dumping raw

•  TF-Router Time frame construction
•Use time stamps to reorganise data from all streams in 

time frames

Time frame 
builder

Counting room/experiment Data center

Time frame 
builder

Time frame 
builder

Time frame 
builder

Time frame 
builder

AI/ML 
shall play 

a 
significant 

role in 
each of 
these 
steps
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AI-supported algorithms for SRO

Partial Real-Time data reconstruction: clustering 
• Look at all detector information (hit: x, y, t, E) to learn 

correlations: clusters of objects share common features
• Define a metric in a space and identify cluster features

• Tests on minimum bias trigger data before real-time
• Hyperparameters optimization based on data

Real Time data analysis
• In the SRO scheme, data analysis is performed online [this does not prevent to save unbiased frames for further analysis!]
• A św trigger is released based on real-time data analysis
• SRO and real-time data processing shall use AI:

• to adapt data analysis to the changed conditions of the run (e.g. thresholds)
• to identify data features in real-time (e.g.clusters)
• to extract calibration constants from a data sub-set
• to define algorithms to run (fast!) in real time on heterogeneous systems (e.g. CPU+GPU+FPGA)

Calibration 
• Use smart algorithms to extract data features and correct 

detector parameters varying over time
• toward a self-calibrating detector

Fast inference
• Fast algorithms to extract data features to be used in data 

selections (and reduction)
• Mimicking a smart ‘trigger’
• provide partial reconstructed quantity quickly

Data reduction 
• reduce data volume to a manageable level with minimum bias 
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Realtime data reduction

Data reduction represents a main challenge in SRO 
• Traditional DAQ: triggering (+ high level triggering/

reconstruction and compression) reduces data volume
• Streaming DAQ needs to reduce data real-time: zero-

suppression, feature building, lossy compression

Opportunities for real-time AI 
but also a challenge: 
• reliable data reduction

• Applicable at each stages of 
streaming DAQ (front-end 
electronics, readout back-end, 
online computing)

• Data quality monitoring, fast 
calibration/reconstruction

Front end electronics 
• Digitization (ADC, TDC, pixel readout)
• Data reduction strategy to immediately apply zero-suppression
• Real-time AI data reductions: 
• Improved zero-suppression (e.g.small signal recovery)
• Feature building
• Compression

• Target hardware: ASIC, (smaller) FPGAs Common requirement 
of low-power consumption, radiation tolerant

• Waveform digitizer: output data in ADC 
time series

• NN can be used in the FE to extract 
features (e.g. amplitude and time)

• Fit limited resources in FEE FPGA or ASIC
• quantized-aware training and pruning

Autoencoder 
• Charge (Energy) and time 

are compact to stream but 
partial

• fast and efficient way to 
preserve the full (anagogic) 
wave-form information

• Reduce the traffic on the 
first stages of the SRO DAQ 
pipeline
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Jefferson Lab

✴Primary Beam:  Electrons
✴ Beam Energy:  12 GeV

• 10 > λ > 0.1 fm
• nucleon → quark transition
• baryon and meson excited states

✴100% Duty Factor (cw) Beam
• coincidence experiments 
• Four simultaneous beams
• Independent E and I

Luminosity > 107 -108 x SLAC 
at the time of the original DIS experiments!

✴ Polarization
•  spin degrees of freedom
•  weak neutral currents
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★ Unique experiment able to PRODUCE and DETECT Light Dark Matter
Two-step process:
I)  An electron radiates an A’  and the  A’ promptly decays to a χ (DM) pair
II) The χ (in-)elastically scatters on an e-/nucleon in the detector producing a visible recoil (GeV)

Experimental signature in the detector: 
Χ-electron → EM shower 

~GeV energy

The Beam Dump eXperiment - BDX Spokespersons: 
M.Battaglieri (INFN), M.Bondi (INFN), A.Celentano (INFN), M.DeNapoli (INFN), R.DeVita (JLab), G.Krnjaic (FNAL)

 Expected BDX reach in 1 year

★ JLab offers the best condition for BDX:
• A high energy beam: 11 GeV
• The highest available electron beam current: ~65 uA 
• The highest integrated charge: 1022 EOT (41 weeks)
• Fully parasitic wrt Hall-A physics program (Moeller experiment)
★ Approved by JLab PAC-46 in July 2018 (reconfirmed in 2023 by PAC-51) with maximum scientific rating (A) and waiting for scheduling

★ BDX will improve by 2 orders of magnitude current 
exclusion limits in LDM parameter space with sensitivity 
to the most viable scenarios (eg. relic LDM)
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The Beam Dump eXperiment - BDX 

★ New underground hall downstream of the Hall-A beam-dump and shielding wall (~2m of lead between the 
dump and the concrete vault or ~7m of iron downstream of the concrete vault)

BDX infrastructures: 
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BDX Detector 

★ BDX detector: 8 modules made by an EMCal and a surrounding veto
★ EMCal (each module): 2x100 CsI(Tl) crystals from BaBar ECal fully 

refurbished with SiPMs and fADCs readout 
★ The calorimeter is hermetically closed in a two-layer active veto 

(plastic scintillator) and passive (lead)

BDX detector: 

★ Calorimeter options B, C, D, …
• PANDA PbWO crystals
• BGO ex-GRAAL crystals  (+BaF2 nex-TAPS?)
• CMS PbWO?

★ DAQ
• ~1000 fADC cos provided by Hall-B (PRAD-II exp)
• INFN FastElectronics designed a16 chs bias/preamp 

board
• SRO DAQ crate with 4 fADC boards available at JLab for 

test
• BDX DAQ server procured and under tests at INFN-GE

★ SLAC trashed the BaBar EM 
endcap 

★ 1680 similar size crystals in 
the barrel 

★ They still have the barrel but 
storage conditions are not 
know

★ Planned an on-site visit to 
check and plan the loan to 
JLab
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BDX DAQ

256 chs (fADC250) 1 VME-VXS crate
• 200 chs calorimeter (CsI(Tl) Thr ~5 MeV
• 56 chs Vetos (plastic scent) The ~1-2 pe

256 chs 
preamps/
bias

Frame  routing
• Minimum bias trigger?
• local coincidence?

data
reduction

Detector
Module

1

256 chs (fADC250) 1 VME-VXS crate
• 200 chs calorimeter (CsI(Tl) Thr ~5 MeV
• 56 chs Vetos (plastic scent) The ~1-2 pe

256 chs 
preamps/
bias

data
reduction

Detector
Module 

1V

PIT Tent

Data
Rec

CC

• Node 1
• Node II
• Node III

• Node N

DAQ

• No amplification, MCX-MCX to 
MCX-3M patch panel
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BDX DAQ

Calorimeter: x200 6x6 S13360-6075 SiPM, CsI(Tl) crystals

1pe = 205 ± 5 ADC
MIPs

2 MeV threshold (~300 pe)

1 crystal 
REvents  ~ 20 Hz
RData-NO-WF (2us time window) ~ 0.5 kB/s
RData-WF (2us time window) ~ 30 kB/s

1 Module (200 crystals)
REvents  ~ 4 kHz
RData-NO-WF (2us time window) ~ 0.1 MB/s
RData-WF (2us time window) ~ 6 MB/s

Whole calorimeter (~1000 crystals)
REvents  ~ 20 kHz
RData-NO-WF (2us time window) ~ 0.5 MB/s
RData-WF (2us time window) ~ 30 MB/s

Gate: 1us 
Conversion: ~152 pe/MeV
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BDX DAQ

Calorimeter: x200 6x6 S13360-6075 SiPM, CsI(Tl) crystals

1pe = 205 ± 5 ADC
MIPs

Gate: 1us 
Conversion: ~152 pe/MeV

Event and data rates (no waveform saved) Event and data rates (with waveform)Caen Digitalizer v2470b 64 ch, 16 bit, 125 Gs/s

2 MeV threshold (~300 pe)

1 crystal 
REvents  ~ 20 Hz
RData-NO-WF (2us time window) ~ 0.5 kB/s
RData-WF (2us time window) ~ 30 kB/s

1 Module (200 crystals)
REvents  ~ 4 kHz
RData-NO-WF (2us time window) ~ 0.1 MB/s
RData-WF (2us time window) ~ 6 MB/s

Whole calorimeter (~1000 crystals)
REvents  ~ 20 kHz
RData-NO-WF (2us time window) ~ 0.5 MB/s
RData-WF (2us time window) ~ 30 MB/s
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BDX DAQ MIPs

Gate: 700ns 
Conversion: ~10 pe/MeV

Caen Digitalizer v2470b 64 ch, 16 bit, 125 Gs/s

0.15 keV threshold (~3 pe)
1 SiPM 
REvents  ~ 5 kHz
RData-WF (500ns time window) ~ 2 MB/s

1 Module (64 chs)
REvents  ~ 320 kHz
RData-WF (500ns time window) ~ 130 MB/s

Whole Veto (~256 cos)
REvents  ~ 1.3 MHz
RData-WF (500ns time window) ~ 0.5 GB/s

Veto: x 64 3x3 S13360-3075, SiPM, Plastic Scintillator

1pe = 140 ± 5 ADC

Event and data rates (with waveform)
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BDX DAQ

256 chs (fADC250) 1 VME-VXS crate
• 200 chs calorimeter (CsI(Tl) Thr ~5 MeV
• 56 chs Vetos (plastic scent) The ~1-2 pe

256 chs 
preamps/
bias

Frame  routing
• Minimum bias trigger?
• local coincidence?

data
reduction

Detector
Module

1

256 chs (fADC250) 1 VME-VXS crate
• 200 chs calorimeter (CsI(Tl) Thr ~5 MeV
• 56 chs Vetos (plastic scent) The ~1-2 pe

256 chs 
preamps/
bias

data
reduction

Detector
Module 

1V

PIT Tent

Data
Rec

CC

• Node 1
• Node II
• Node III

• Node N

DAQ

~1 Gb/s 
+0.1 Gb/s

~1 Gb/s 
+0.1 Gb/s

~4 Gb/s 
+0.4 Gb/s 

(no data red)

3M-3M

3M-3M

Lemo-Lemo

MCX-MCX
MCX-3M

Lemo-Lemo

opt fiber

opt fiber
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FRAME ROUTER

Module 1

Crystals

Veto

200

56

DATA 
REDUCTIO

N

256 256

Module 2

Module 3

Module 4

1024

VXS Crate 1

ROC Ti

fADC
1

VTP

fADC
2

fADC
16 VM

E 
BU

S…

VXS Crate 2 DATA 
REDUCTIO

N

256 256

VXS Crate 3 DATA 
REDUCTIO

N

256 256

VXS Crate 4 DATA 
REDUCTIO

N

256 256

VXS Crate 5 DATA 
REDUCTIO

N

0 0

256

256

256

- 16 fADC
- 1 VTP

- 1 ROC
- 1 Ti

- 16 fADC
- 1 VTP

- 1 ROC
- 1 Ti

- 16 fADC
- 1 VTP

- 1 ROC
- 1 Ti

- 16 fADC
- 1 VTP

- 1 ROC
- 1 Ti

n Analog Connection

n Optical Link

n is the number of channels 

16 Amplifier
1 16

…
16 Amplifier

2 16

16 Amplifier
16 16

BDX Test Setup
Underground Tent T.B.D T.B.D.Location:

F.Rossi
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Autoencoder for data reduction

Integral and peak position is a possible data 
reduction (lossy) algorithm

Goal: compress the waveform preserving the information (and 
eventually retrieve it)

Digitized waveform (48 samples)
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Autoencoder for data reduction

ML NN: FF Autoencoder with dim of latent feature space < dim input layer
(48,96,48,12 - 12, 48, 96, 48)
dim [48] → [12]

• REQUIREMENTS: the NN should be implemented on an FPGA (only integer 
numbers): as small as possible (regularisation) and weights need to be INT 
(quantized) 

• DATA SET: 25k waveform digitized by a fADC250 at JLab
• Training/Validation/Validation/Test: 48%/15%/12%/25%
• LOSS function: MSE
• ADAM optimizer (η = 10-3)
• EPOCHS: ~100
• ACTIVATION: ReLU
• WEIGHTS SETTING: training sample, test (during training on validation sample)
• PERFORMANCE: Quality based on comparison of WF integral TRUE/MODEL
• After training, the final weights are transferred to the FPGA for fast inference

Baseline model
• best results
• Starting point for further optimization
Pruned model
• zero (low values wi) uppression
• re-trained starting from baseline 
• sparsity evaluation
Quantized model
•  re-trained starting from pruned (keeping pruned model)
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Autoencoder for data reduction

Results

Baseline model

Pruned model

Quantized model
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Autoencoder for data reduction

Results

Compression 1:4
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Autoencoder for data reduction

• Performance considerations


