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FLASH (Finuda magnet for Axion SearcH)

FINUDA magnet for Light Axion SearcH

INFN-LNF Data AcQuisition  

What is needed:

● data streaming
● data monitoring (offline & online)
● documentation
● data & metadata handling
● data visualization
● HPC usage
● online analysis tools
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Once KLASH (KLoe magnet for Axion SearcH).

Search for galactic axions (mass ∼ 0.2 μeV) using a large 
volume resonant cavity at 4 K in a magnetic field of about 0.6 
T (superconducting magnet of the KLOE) experiment. 

Potential sensitivity on the axion-to-photon coupling (6e-17 
GeV)

KLOE  magnet for Light Axion SearcH

data throughput of about :
File size  ∼ 34 MByte
Storage rate ∼ 56  GByte /hour
2 months/y of data taking
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DAQ & Storage (LNF)

Documentation (web)

Authentication and 
authorization

Storage/Backup

Metadata & slow 
control

NFS and 
web 
interface

Batch & nodes managing

FLASH computing infrastructure  
State of the art



Documentation (web)
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DAQ & Storage (LNF)

Log management and data analytics 
(search and visualization of data)

Event streaming platform for 
alert and warnings

Online  monitoring 
of data and 
metadata

FLASH computing infrastructure  
Solutions under investigation



Documentation (web)
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DAQ & Storage (LNF)

management of 
large quantities of 
data across 
different facilities

Sentinel framework  
real-time reconstruction and 
analysis of data 

FLASH computing infrastructure  
Solutions under investigation



Actual FLASH Cloud resources 
quota:
● volumes: 130TB
● vCore: 50
● RAM: 100GB
● # instances: 12
● security group:100
● fIP:12

Tier-1 FLASH tape 
resources:

●  120TB

CloudVeneto:

● VCPU: 20
● Block storage: 1 TB 
● Object storage: 2 TB 6

FLASH computing infrastructure  
Computing resources



Identity and Access Management:  https://iam.cloud.infn.it
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FLASH computing infrastructure  
Up & running



Share and organize algorithms: https://github.com/QUAX-FL

Organize documentation, meetings: https://confluence.infn.it
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FLASH computing infrastructure  
Up & running



Organize data in a SQL-like DataBase -> MariaDB 

Cloud and tape storage of raw data: 
- Virtual machine hosted in INFN-Cloud with attached volume 
- TAPE Endpoint -> davs://xfer-archive.cr.cnaf.infn.it:8443/quax-tape
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FLASH computing infrastructure  
Up & running



Monitoring of Cloud resources via Grafana:  storage 
https://t1metria.cr.cnaf.infn.it/d/ZArHZvEMz/storage-usage-per-experiment?orgId=18&var-vo=QUA
X&var-exp=qua&var-Anno=2024
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FLASH computing infrastructure  
Up & running



Monitoring of Cloud resources via Grafana:  Cloud capacities 
https://monitoring.cloud.infn.it:3000/d/u1sBcydVkq/quax-cloud-capacities?orgId=1
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FLASH computing infrastructure  
Up & running



Sharing data via Network File System (NFS) among different virtual machines for online  data analysis.  

Jupyter notebook online-service: https://131.154.98.180.myip.cloud.infn.it:8888
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FLASH computing infrastructure  
Up & running



- HTCondor queues service for the reconstruction of raw data
- Kubernetes service for monitoring of Workload Status
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FLASH computing infrastructure  
Up & running



Log management and data analytics (search and visualization of data)

Event streaming platform for alert and warnings
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FLASH computing infrastructure  
Next steps



Thank you
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