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LHC accelerator
• LHC = Large Hadron Collider 
• proton-proton collisions at  
• 4 interaction points —> 4 experiments: ATLAS, 

CMS, Alice, LHCb

s = 13.6 TeV
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The trigger system
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ATLAS trigger system 

• Level1 
hardware trigger; only subset of 
detector are considered; 100k 
events accepted per second 

• High Level Trigger 
software trigger; 1k events 
accepted per second

 collisions 
every second @ LHC = 

60 TB per second

1.7 ⋅ 109

1 over 1M events 
are stored
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Starting from the theory

• 2012: discovery of the Higgs boson

Dark Matter? neutrino mass?

Dark Energy?

matter/antimatter 
asymmetry?

strong CP 
problem

hierarchy 
problem

Still many 
unanswered questions

• up to 2012 the Standard Model was not complete
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Where is New Physics?
from 2012 no evidence of New Physics (NP) has been found at 
LHC experiments

@ analysis level: 
are we looking at the right discriminating 
variable? 

@ trigger level: 
are we storing all the interesting events 
and not discarding Beyond the Standard 
Model (BSM) events?
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The idea behind
NP should consist in a small deviation from Standard Model 
data, otherwise we would have seen it before 

Anomaly Detection (AD) is an AI technique to identify 
anomalous behaviours among established, standard 

patterns. AD does not require a specific theoretical 
model, it looks directly on data 

Jets have very complex substructure that can potentially 
hide NP
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Graph Neural Networks (GNNs)

• GNN is any ML algorithm that handles graph 
structured data


• message passing is a useful way to embed 
the information from the neighbouring nodes

jets have very sparse 
structure, suitable for 
graph representation
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Jets and graphs
A graph is a set of points (nodes) that can be connected by edges

Transformation applied for data augmentation and model robustness reasons 
‣ ML algorithms rely a lot on the mass of the signature used in training, need to decorrelate AD score from 

S/B discriminants, e.g. mass  
‣ rescaling of the four momenta (  ) 

‣ boost so that  
‣ further rotation of constituents along jet axis

mjet = m0 = 0.25 GeV
Ejet = E0 = 1 GeV

• what is a node? 
‣ each constituent is a node 
‣ node features: , , pT frac η ϕ

• when are nodes connected? 

‣ edge features  

‣ distance-based 

1
ΔR(consti, constj)

https://arxiv.org/pdf/1903.02032.pdf
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• R&D LHC Olympics dataset 
‣  events 
‣ , ,

   
‣ reconstructed as large radius jets

Z′ ⟶ XY ⟶ qqqq
mZ′ 

= 3.5 TeV mX = 500 GeV
mY = 100 GeV

• ML tasks 
‣ output (jet-level) can be used to 

build event-level Anomaly Score (AS) 
‣ trained both supervised and 

unsupervised models 

• Run3 di-jet fully hadronic search  
‣ completely model agnostic 
‣ 2 large-R jets 
‣ event selection based on AS cut 
‣ data-driven background estimation 
‣ bump hunt/framework fit for the 

AS distribution

• to test the models, apply to 
benchmark physics 
‣ test on data for W boson rediscoveryW′ 
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toy model benchmarks final goal

https://arxiv.org/abs/2101.08320
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ML dataset and models
Z′ (3.5 TeV )

X (500 GeV )

Y (100 GeV )

2prong

LHC Olympics dataset contains: 
• 1M QCD events (background) + 100k signal events 
• Event = up to 2 large R jets 
• Jet = up to 50 constituents  
• Constituent = , distance-based edges[pT frac, η, ϕ]

Transformer

Graph Neural Networks
Graph Isomorphism Network (GIN) layer

Edge Graph Attention Transformer (EGAT) 
layer

https://arxiv.org/pdf/1810.00826.pdf
https://arxiv.org/pdf/2101.07671.pdf
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GNN trainings

event-level AD strategy: 
• possibility of recombining the AS of 

each jet of the event 
• sum of the AS of single jets

jet-level AD = model loss 
• using the DeepSVDD unsupervised loss 
• optimizing the radius of hypersphere in the hidden 

representation space to contain all standard events

supervised = trained on balanced 
dataset with signal and background 
unsupervised = trained only on 
background events
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UNsupervised EGAT training

• more stable training, no overtraining reached 
• AUC jet-level: 75.5% 
• AUC event-level: 81.8%

jet-level

event-
level
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Model summary
Model Transformer 

supervised
GIN 

supervised 
EGAT 

supervised
Transformer 
unsupervised

GIN 
unsupervised

EGAT 
unsupervised

loss CrossEntropy CrossEntropy CrossEntropy MSE DeepSVDD DeepSVDD

AUC jet-level 
2prong 91.3% 90.2% 89.9% 75.5% 73.7% 75.5%

AUC event-
level 2prong - 96.5% 96.5% - 79.6% 81.8%

AUC jet-level 
3prong 86.8% 75.5% 84.8% 69.1% 52.6% 67.2%

AUC event-
level 3prong 84.1% 92.4% 54% 74.3%
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L0 muon trigger

PatFinder, the traditional algorithm 
opens  -dependent  and  windows and searches for a muon patternpT η ϕ

relies on detector geometry! 
• efficiency saturation 
• windows fine tuning 
• primary vertex muons only 
• partial tracks?

BUT

• based on 3 stations, 6 layers of Resistive Plate Chambers (RPCs) 
• Phase II upgrade (2026-29): additional RPC inner station (4 stations, 9 

layers) + Field Programmable Gate Array (FPGA)-based sector logic for 
fast inference o(100 ns)
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ML approach

Dataset of 200k images with: 

• random noise-only hits 
• single muon tracks 

( GeV)  
+ noise hits

∼

pT ∈ [2.5, 20]

Target label:

pT, η, (q)

Trick: muon track reinterpreted as a black-and-white image
and used for a Convolutional Neural Network (CNN)
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Compression techniques

Train a CNN model (VGG-like) 
+ help from compression techniques

Quantization

Knowledge Distillation

Experimental requirements

• Fit within the Virtex UltraScale+ 13 FPGA resources; 

• Maximum latency (= time interval of algorithmic response) allowed of 400 ns; 

• Fake efficiency (= trigger efficiency on noisy events) < 2‰

∼

Weights Activation 

QKeras 

arXiv:1804.03235 
arXiv:1711.05852

https://github.com/google/qkeras
https://arxiv.org/abs/1804.03235
https://arxiv.org/abs/1711.05852
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Single muon results

Efficiency curve

ultra-small CNN models 
700 parameters∼

synthesis on XCV13P FPGA performed by using HLS4ML 
library and by-hand VHDL implementation

Requirements are all satisfied thanks to the compression 

• Resources occupancy: mix of quantization and KD 
• Maximum latency: KD and VHDL implementation 
• Fake efficiency < 2‰: quantization

GPU Tesla V100 FPGA XCV13P 
with hls4ml

FPGA XCV13P with 
VHDL implementation

Latency 5 ms 438 ns 84 ns

EPJC 81 (2021) 969

https://fastmachinelearning.org/hls4ml/
https://link.springer.com/article/10.1140/epjc/s10052-021-09770-w
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Conclusion & perspectives

Anomaly Detection analysis 
• model independent search, more general 
• finalising the best ML model 
• moving to Run3 ATLAS data, adding the tracks information

L0 ML muon trigger algorithm 
• ML algorithm sensitive to larger range of physics 
• successful single muon results, moving to 2 muons with , , charge and #muons predictionpT η

LHC experiments are big data factories, large 
improvements in using ML tools



Thanks for the 
attention!
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More on the trigger system
ATLAS TDAQ public page

https://atlas.cern/Discover/Detector/Trigger-DAQ
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arXiv:1903.02032v3
QCD

https://arxiv.org/abs/1903.02032
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arXiv:1903.02032v3
2prong 
signal

https://arxiv.org/abs/1903.02032
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Transformer architecture
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Supervised Transformer training

• unstable training, overtraining at epoch ~20 but epoch 
with validation minimal loss is reached before  

• AUC: 88.3% (2prong)
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UNsupervised Transformer training
• stable training, almost no overtraining  
• AUC: 75.5% (2prong)
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Supervised GIN training
• quite stable training, very soon overtraining  
• AUC jet-level: 90.2% (2prong) 
• AUC event-level: 96.5% (2prong)

jet-level

event-
level
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UNsupervised GIN training
• very stable training, almost no overtraining  
• AUC jet-level: 73.7% (2prong) 
• AUC event-level: 79.6% (2prong)

jet-level

event-
level
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Supervised EGAT training
• more stable training, overtraining at epoch ~25  
• AUC jet-level: 89.9% (2prong) 
• AUC event-level: 96.5% (2prong)

jet-level

event-
level


