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KPI
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● First period (tentatively month 
13-22 - aligned with MS8): procure 
and configure ARM machines in 
order to provide access to the 
experiment software and storage 
via a production infrastructure; 
select and document workflows to 
be benchmarked from the most 
representatives; prepare a 
validation strategy agreed with the 
experiments.

● Second Period (tentatively month 
23-36 - aligned with MS10): test 
and validate the selected workflows 
(most probably from data 
reconstruction and simulation); 
validate the submission 
infrastructure and perform O(1 
week) exclusive tests as needed by 
the validation strategy. Report the 
results to the experiments and in the 
ICSC documentation; disseminate 
the results at topical conferences. 
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MS7 Final Report
There is no explicit milestone in the project from MS7, hence we provide a status report.
The goal of this Flagship use case is to provide the hardware and the software infrastructure to enable a validation of the software 
used by experiments to process data and Monte Carlo (MC). Such a validation is expected to be done at least for two major LHC 
experiments, using resources from the ICSC datalake and in particular hosted at the INFN CNAF Tier-1 facility.
Resource procurement started in the second half of 2023 when CNAF acquired two ARM nodes allowing the experiments to login 
on those machines and running preliminary tests. By the end of 2023  CNAF acquired two additional nodes and setup a 
GRID-HTCondor queue.
CMS was the first LHC experiments which started to submit jobs following the standard GRID chain. At the end of January 2024 
three of the LHC experiments were able to send standard GRID jobs, namely ALICE, ATLAS and CMS. See in the Figure 1 below an 
example taken from the CMS Dashboard (https://cmsweb.cern.ch/wmstats/index.html, access with experimental credentials 
required). CMS has also recognized the contribution from CNAF in a recent review at CERN (Figure 2).
At the moment data access is provided using Xrootd protocol but some work is ongoing to provide direct access also via GPFS.
All the experiments mainly ran MC jobs but also release validation jobs on data can run in the same nodes, CMS already ran several 
tests.
Before moving to test extensively data jobs some optimizations are still needed to cope with the higher I/O required.
Currently there is a discussion within the ARM flagship team to define, in view of MS8, the strategy for the validation of 
experiments' software.
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MS7 Final Report (II)
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CMS
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GRID

● All issues spotted in the 
previous reports fixed (xrootd 
access working fine after a fine 
tuning).

● In the last weeks technical 
validation of grace node was 
completed

○ → ARM GRID instance 
declared as ready

co
re

s
date

Up to ~500 cores used by 
concurrent jobs



CMS
GRID

● All issues spotted in the 
previous reports fixed (xrootd 
access working fine after a fine 
tuning).

● In the last weeks technical 
validation of grace node was 
completed

○ → ARM GRID instance 
declared as ready

● Ready to start a full 
validation (it will be done 
centrally)
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Some official release validation 
workflows already running on the outputs 
of CMS jobs@ARM-CNAF



ATLAS

GRID

● In the last week reached a plateau with 8-core full-simulation
○ 12.6 kHS23 (at plateau) →~10% of ATLAS pledge at CNAF

● no major issues

From previous report

● software ARM available on cmvfs
● Using container from cvmfs
● Full detector simulation -> validated
● NN training -> in setup
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ALICE

GRID

● Issues under investigation:
○ Software issue under investigation (not reproducible at 

Glasgow) →ALICE MC expert is looking into that (interactive 
access requested)

○ ALICE queue was blocked due to a wrong path of one script 
(pilot job) → fixed this morning

Workflow release validation

● Setting of data reconstruction jobs → work in 
progress (queue unblocked this morning, we 
need to wait to finish the backlog of MC jobs)
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Next plans

As announced we had an internal discussion about abstract submission to 
conferences: 

● CCR workshop (Palau, 20-24 May)
○ Abstract submission deadline → 29th March

● Congresso SIF (Bologna, 9-13 September)
○ Abstract submission deadline →22nd April

● CHEP (19-24 October)
○ Abstract submission deadline →10th May (to be discussed with experiments ~one month in 

advance)
○ We thought it may work if site-oriented (e.g. it could be a part of a more general farming talk)
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backup
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Current resources at CNAF

There are 2 ARM nodes (one already available)

● 256 cores
● 512 GB ram

Current setting (still work in progress)

● Cvmfs available
● Network: access to external network
● Gpfs client -> not available for ARM
● Condor -> not yet available

Opening access request was announced at the last CNAF Cdg

Some experiments already got access and start to play with it.
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It is in third position in the Hepscore23 DB
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Milestones
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