
ATLAS Jobs data inside CNAF 
BDP infrastructure

Setup of a BDP cluster to study performances 
and error analysis of ATLAS Jobs logs 
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INFN-CNAF
● CNAF (centro nazionale INFN “per la 

ricerca e lo sviluppo nelle tecnologie 
informatiche e telematiche”) is primary 
computational center for INFN

● Hosts Tier-1 infrastructure for LHC data, 
providing support to the activity of storage, 
processing and data analysis.

Tier-1

● Hosts a Big Data 
Processing (BDP) 
infrastructure for 
managing and analysis 
of heterogeneous data. 
 

INFN = Istituto Nazionale di 
Fisica Nucleare
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● Filebeat sends 
logs inside the BDP

● Kafka manages 
the data “topics” 
inside its machines

● Logstash reads 
the topics and 
sends them to 
Opensearch 
dashboards

CNAF BDP Infrastructure
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Infrastructure in details

Every pipeline reach 4 online data 
nodes accessible to users and 
administrators from web interface (from 
Opensearch)
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OpenSearch Output Control
● Topic “atlas” is already available inside the BDP, data is flowing 

constantly (simulated simple messages to check the pipeline)
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PanDa Jobs Data

● Access to PanDA (Production and Distributed Analysis) servers to collect 
logs from logs inside Tier-1 machine before they expire 

●
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Studies of interest

● Almost direct analysis on failed jobs 
● Investigate on possible reasons of the errors and failures

● BDP data recollection will allow delayed analysis on computation 
performance of both “long” period of time or specific machines
● The cluster may keep data online up to 1 month, lately stored offline 

(still accessible)
● From log information is possible to track the machines which handled 

a specific job (from job ID)
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Conclusions and future works 

● Currently: the BDP pipeline is set and  functioning for the topic ATLAS, 
thus able to register properly data
● Possibility to add in future more specific topics of ATLAS or new 

topics (in agreement with CNAF administrators)
● Next step: activate through ATLAS proxy the extraction of logs from 

completed jobs 
● Time periodic collection of logs, to be stored in a local machine at 

CNAF and sent to the BDP with a producer
● Further step: start to analyze error logs and machine performances
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Thanks for the 
attention!
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Backup – Opensearch 
indices search 
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