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Initial design 
variables

Design objective
evaluation

Update design
variables



  

 Optimization Layout
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● Design simulation in g4bl

Design parameters:
● Injection coordinates
● Magnetic field strength
● Correction coil features
● Weak-focusing coil features
● Kicker pulse features
● …...



  

 Optimization Layout
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● Sampling input variables

● Sobol distribution

● Maximum uniform spread

Random distribution Sobol distribution
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● Maximize injection efficiency

● Minimize power dissipation of setup

● Minimize polarization spread in stored muons

● ….
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● Update design variables based
on objective evaluation

● Repeat until optimal solution found

● Required to run simulation thousands of times
→ computationally expensive

● Replace physics simulation with approximation
→ surrogate model

Surrogate model for objective
evaluation
→ Many ways
→ PCE and NN models explored



  

 PCE Surrogate Model
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● Polynomial Chaos Expansion (PCE) :

Y → Model response (injection efficiency), Ψ
i
 → Orthogonal polynomials

           x → input variables, α
i
 → expansion coefficients

● Polynomial basis based on input variable distribution

● Coefficients determined using regression based methods



  

 NN Surrogate Model
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● Use the input (design) and 
output (objective) to train a 
neural network

● Need to make choice for 
hyper parameters:
→ no. of hidden layers
→ no. of neurons
→ learning rate
→ optimizer
→ scheduler
→ activation functions
→ ….



  

 Model Performance
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Model performance for a 6 dimensional input space

Mean Square Error: 3.47 e-08
 

Mean Square Error: 1.88 e-08 



  

 Genetic Algorithm: NSGA-II
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Non-dominated Sorting Genetic Algorithm-II

Generate initial
population in given 
input space. Each mem-
ber is called an individual

Evaluate objective (e.g 
injection efficiency) for
each individual in initial 
population

Select individuals for the next 
generation based on rank, i.e 
from higher pareto fronts 

Apply crossover and 
mutation to create 
offspring from the selected 
individuals

Replace the current 
population with the 
combined population of 
parents and offspring

Rank the individuals based on 
non-domination

Non-dominated individuals form 
first pareto front.

Repeat steps for a 
predetermined number of 
generations or until 
convergence criteria is met



  

 Surrogate model based NSGA-II performance
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● 5% vs 2% agreement for PCE/NN based GA performance for average eff 0.35%



  

 A look at Solutions: Magnetic Field Profile
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Efficiency Kicker 
Timing

[ns]

Kicker
strength

Corr coil
Length 
[mm]

Corr coil
InnRadius

[mm]

Corr coil
OutRadius 

[mm]

Corr Coil
Pos [mm]

Optima 1 0.0022 97.99 0.80 95.93 40.01 7.00 202.40

Optima 2 0.0032 91.80 0.72 118.31 40.01 7.10 198.90

Optima 3 0.0048 81.27 0.69 140.96 40.00 8.00 194.57



  

 A look at Solutions: Storage phase space at Injection
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Optima 1 Optima 2 Optima 3



  

 A look at Solutions: Transverse Storage Phase Space
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Optima 1 Optima 3Optima 2



  

 Summary
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● Running simulations iteratively is bottleneck in optimization process

● Orders of magnitude speed up can be achieved by replacing physics simulation
by surrogate model

● Genetic algorithm NSGA-II used to run multiobjective optimization 

● PCE and NN surrogate models based GA investigated; 
~103 speed up for PCE, ~104 for NN

● No significant difference in storage phase space at injection or storage for 3 kicker
timings

● Possibility to improve efficiency with bigger pulse coil separation

● Plan to expand into optmization where higher dimensional input space can be
implemented with straightforward uncertainty quantification techniques



  

Acknowledgments

 16

● Computational resources: PSI Local High Performance Computing cluster, Merlin6, 
Siyuan-1 cluster supported by the Center for High Performance Computing at 
Shanghai Jiao Tong University and the Euler cluster operated by the High 
Performance Computing group at ETH Zürich.

● Accelerator Modeling and Advanced Simulations (AMAS) group  at PSI: A. Adelmann,
S. Heinekamp and P. Juknevicius

● NN surrogate starting point: A. Holmberg Bachelor’s Thesis ETH Zurich 2021



  

 Extra

 15



  

 Total phase space after collimation
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 Neural Net hyperparameters
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 Neural Net activation function
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 6-d optimization parameter bounds
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