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Role of the user support1 Introduction

Tier-1 guarantees support for experiments/users through the dedicated User Support (US)unit which:
• helps users to use computing resources in an efficient way;
• collaborate with different experiments to define a computing model in line with theTier-1 standards;
• develop tools to simplify the use of resources
• mantain and keep updated the official documentation for the users at Tier-1, theUser Guide (UG)
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Some data1 Introduction
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User Support Mission1 Introduction

• High number of users + development/adoption of new technologies−→crucial role ofthe US department
• Users from different scientific communities−→ different computing needs forexperiments
• Tier support → 1st level (User Support), 2nd level (specialized department), 3rd level(software developement)
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Why using AI?1 Introduction

With the increasing number of communities the US team
Aspect Without AI Assistant With AI Assistant

Handling Increased Queries Cannot handle growing volume AI scales with query volume,handling a large portion
Response Times ↑ as teambecomes overwhelmed ↓ as AIassists with load
User Satisfaction ↓ due to delayedresponses ↑ dueto efficient handling
Focus on Complex Issues Limited as all queriesneed attention Human canfocus on complex issues
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Problem core Workflow1 Introduction

User Query
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Problem core Workflow1 Introduction

User Query

Hello, How can I use Jupyter Notebook?

User Support Team

Leverage the power of a GenAI based Digital Agent
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Historical Overview of Language Models2 AI concepts

1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010 2015 2020 2025
ELIZA
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ELIZA2 AI concepts
Pattern recognition to simulate conversation
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Statistical Models + Neural Networks2 AI concepts

After many years of research...
Probabilistic models Neural Networks

Statistical language models
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Historical Overview of Language Models2 AI concepts
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Word2vec2 AI concepts
• Able to capture multiple different degrees of similarity between words
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Attention mechanism2 AI concepts

• Focuses on relevant parts of the input sequence
• Improves performance by weighting important information

For example, to continue the sentence
The cat is jumping from the...

the attention mechanism will put attention to the words
The cat is jumping from the...

and the Seq2seq model will generate
The cat is jumping from the table
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Historical Overview of Language Models2 AI concepts
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Transformers2 AI concepts

• Encoder-Decoder architecture
• Uses self-attentionmechanisms to process all input tokens in parallel
• Captures long-range dependencies efficiently

Input words Input Embeddings Self-Attention Layer

Output Embeddings
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Historical Overview of Language Models2 AI concepts
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BERT and GPT2 AI concepts

BERT:
• Bi-directional Encoder Representations from Transformers
• Processes input tokens in parallel, capturing context from both directions

GPT:
• Consists of multiple transformer decoder-only layers
• Pre-trained on a large corpus and fine-tuned for specific tasks.
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Historical Overview of Language Models2 AI concepts
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Large Language Models2 AI concepts

• Massive Pre-training: Trained on vast datasets, capturing diverse language patterns.
• Scale: Billions to trillions of parameters.
• Versatility: Perform multiple tasks with minimal fine-tuning.
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Downsides of LLMs2 AI concepts

• Hallucinations
— Generation of incorrect or nonsensical information

• Lack of Up-to-Date Information
— Trained on data up to a certain cutoff— Cannot provide real-time information

• Inaccuracy
— Errors in understanding context— Potential spreading misinformation
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For example2 AI concepts
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Hallucination2 AI concepts
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The Paper cited2 AI concepts
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The RAG Model2 AI concepts

Retrieval Augmented Generation [12] is an AI framework that combines the strengths ofretrieval-based and generative models. It’s main components can be summarize in thosethree section:

Retrieval Augmented Generation
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The RAG Model2 AI concepts
Retrieval Augmented Generation [12] is an AI framework that combines the strengths ofretrieval-based and generative models. It’s main components can be summarize in thosethree section:

Retrieval Augmented Generation

A pre-trained retriever

Prompt Engingeering
A pre-trained Seq2Seq model
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Why RAG models?2 AI concepts

1. Highly customizable
2. Implement updated information
3. Used for QA tasks
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Research Questions3 Methodology

1. Can Artificial Intelligence-based technologies efficiently support INFN-Tier1 users?
2. Is it possible to overcome the limitations of Large Language Models?
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The complete pipeline3 Methodology
User Query

Document Chunks

Embedding

Embedding

Similarity Search

Prompt assembly

LLM

Generated Answer
Splitting

User Guide

Input/Output
Retrievial
Augmented
Generation
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Data Workflow4 RAG workflow - Input

The RAG model developed has two input components coming from two different sources:User Query (UQ) and the User Guide (UG)
User Query User Guide
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Embedding the User Guide5 RAG worklfow - Embedding

User-Guide Documents format
Page-content

Metadata

• A Document is a piece of text and associated metadata.
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Snapshot of the User Guide in Document format5 RAG worklfow - Embedding
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Text Chunking5 RAG worklfow - Embedding

Why Chunk?
• Context Window Limit: LLMs have a limited text processing capacity.

How?
• Divide Text: Split the User Guide into smaller chunks.
• Purpose: Ensure each chunk fits within the LLM’s context window.
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User Guide Document format Splitting Documents chunks
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Embedding phase5 RAG worklfow - Embedding

Embedding:
• Process: Convert chunks to vectors using a model (e.g., "all-mpnet-base-v2").

Storage:
• Vector Database: Efficiently store embeddings for quick searches.
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Embedding phase5 RAG worklfow - Embedding
Embedding:
• Process: Convert chunks to vectors using a model (e.g., "all-mpnet-base-v2").

Storage:
• Vector Database: Efficiently store embeddings for quick searches.

Document Chunks Embedding function

"all-mpnet-base-v2"
Vector Database
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Vector database5 RAG worklfow - Embedding

A vector database (VD) is a type of database specifically designed to store and efficientlymanage high-dimensional vectors. A VD organizes and indexes these vectors in a way thatenables:
• fast retrieval,
• search operations based on similarity search (or other criteria);
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Efficient Retrieval with Vector Databases5 RAG worklfow - Embedding

Comparison:
• Document vs. Query: Match embeddings to find relevant info.

Challenges:
• High-dimensional Embeddings: Exact matches are impractical.

Solution:
• Approximate Nearest Neighbor Search: Fast, efficient retrieval.
• Trade-off: Balancing speed and precision.
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But more specifically...5 RAG worklfow - Embedding

The common pipeline for a vector database is the following

Vectors Indexing Querying
Document Retrieved

• Indexing: process of organizing and structuring vector data to facilitate efficientretrieval of similar vectors
• Querying: the vector database compares the indexed query vector to the indexedvectors in the dataset to find the nearest neighbors
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Embedding the query5 RAG worklfow - Embedding

Once the VD is created, the User Query is embedded with the same function used toembed the UG, so that the query stands in the same vector space of the VD:
User Query Embedding function
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Embedding the query5 RAG worklfow - Embedding
Once the VD is created, the User Query is embedded with the same function used toembed the UG, so that the query stands in the same vector space of the VD:

User Query Embedding function

Vector embedded

"all-mpnet-base-v2"

40/53



all-mpnet-base-v2 sentence similarity5 RAG worklfow - Embedding
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Similarity search5 RAG worklfow - Embedding

Figure: Vector space representation Figure: Cosine similarity
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Querying in Vector Databases5 RAG worklfow - Embedding
Querying involves:
• Query vector
• Distance Metric
• Vector database

Distance metric
Query Vector

Querying Document Retrieved
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Prompt creation6 RAG workflow - Prompt

The vectors retrieved are re-converted into the original documents, and the documentsare included in the prompt of a Large Language model (LLM)
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The vectors retrieved are re-converted into the original documents, and the documentsare included in the prompt of a Large Language model (LLM)
Similarity Search Documents Retrieved Prompt
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Prompt instruction6 RAG workflow - Prompt

The prompt of the LLM is composed by some human-instruction on how the LLM shouldanswer to the query and the context retrieved by the retrieval algorithm.
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Prompt instruction6 RAG workflow - Prompt
The prompt of the LLM is composed by some human-instruction on how the LLM shouldanswer to the query and the context retrieved by the retrieval algorithm.
prompt = Answer the user’s questions based on the below context as you were
answering to an email in a professional style.

<context>
{context}
</context>

<query>
{query}
</query}
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Prompt Injection7 RAG workflow - Generation

The created prompt can then be submitted to a Large Language Model (LLM) which, evenif not an "expert" on a specific topic, is capable of extracting the "interesting" contentfrom context and reformulating it
prompt LLM Answer generated
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Answer generated7 RAG workflow - Generation
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The complete pipeline7 RAG workflow - Generation
User Query

Document Chunks

Embedding

Embedding

Similarity Search

Prompt assembly

LLM

Generated Answer
Splitting

User Guide

Input/Output
Retrievial
Augmented
Generation
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Conclusion8 Conclusion

To summarize:
• GenAI techniques has been explored to help the US handling large volume of queries
• The RAG models has been prototyped to overcome the drawbacks of LLMs
• The LLMs can be empowered by RAG by enriching the knowledge-base with the UG

Future works:
• Explore different LLM in the generation part
• Prompt engineering: few-shot learning, chain-of-thought
• Enrich the knowledge-base with external resources
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How to Reach us8 Conclusion

• albertotrashaj31@gmail.com
• matteo.barbetti@cnaf.infn.it
• elisabetta.ronchieri@cnaf.infn.it
• carmelo.pellegrino@cnaf.infn.it

Thank you!
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