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9.1 Basics
Quantum Chromodynamics (QCD), the gauge field theory that describes the strong interactions

of colored quarks and gluons, is the SU(3) component of the SU(3)◊SU(2)◊U(1) Standard Model
of Particle Physics. The Lagrangian of QCD is given by

L =
ÿ

q

Â̄q,a(i“µ
ˆµ”ab ≠ gs“

µ
t
C
abA

C
µ ≠ mq”ab)Âq,b ≠

1
4F

A
µ‹F

A µ‹
, (9.1)

where repeated indices are summed over. The “
µ are the Dirac “-matrices. The Âq,a are quark-field

spinors for a quark of flavor q and mass mq, with a color-index a that runs from a = 1 to Nc = 3,
i.e. quarks come in three “colors.” Quarks are said to be in the fundamental representation of the
SU(3) color group.

The A
C
µ correspond to the gluon fields, with C running from 1 to N

2
c ≠1 = 8, i.e. there are eight

kinds of gluon. Gluons transform under the adjoint representation of the SU(3) color group. The
t
C
ab correspond to eight 3 ◊ 3 matrices and are the generators of the SU(3) group (cf. the section

on “SU(3) isoscalar factors and representation matrices” in this Review, with t
C
ab © ⁄

C
ab/2). They

encode the fact that a gluon’s interaction with a quark rotates the quark’s color in SU(3) space.
The quantity gs (or –s = g2

s
4fi ) is the QCD coupling constant. Besides quark masses, which have
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Table 9.1: Unweighted and weighted pre-averages of –s(m2

Z) for each sub-
field in columns two and three. The bottom line corresponds to the com-
bined result (without lattice gauge theory) using the ‰

2 averaging method.
The same ‰

2 averaging is used for column four combining all unweighted
averages except for the sub-field of column one. See text for more details.

averages per sub-field unweighted weighted unweighted without subfield
· decays & low Q

2 0.1173 ± 0.0017 0.1174 ± 0.0009 0.1177 ± 0.0013
QQ̄ bound states 0.1181 ± 0.0037 0.1177 ± 0.0011 0.1175 ± 0.0011
PDF fits 0.1161 ± 0.0022 0.1168 ± 0.0014 0.1179 ± 0.0011
e

+
e

≠ jets & shapes 0.1189 ± 0.0037 0.1187 ± 0.0017 0.1174 ± 0.0011
hadron colliders 0.1168 ± 0.0027 0.1169 ± 0.0014 0.1177 ± 0.0011
electroweak 0.1203 ± 0.0028 0.1203 ± 0.0016 0.1171 ± 0.0011
PDG 2023 (without lattice) 0.1175 ± 0.0010 0.1178 ± 0.0005 n/a

αs(mZ
2) = 0.1180 ± 0.0009
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Figure 9.5: Summary of determinations of –s as a function of the energy scale Q compared to
the running of the coupling computed at five loops taking as an input the current PDG average,
–s(m2

Z) = 0.1180 ± 0.0009. Compared to the previous edition, numerous points have been updated
or added.

weighted fits with our standard procedure in columns two and three of Table 9.1. We observe
that the weighted averages are rather close to the unweighted ones. However, the uncertainties
become significantly smaller. This approach may be too aggressive as it ignores the correlations
among the data, methods, and theory ingredients of the various determinations. We feel that the
uncertainty of ±0.0005 is an underestimation of the true error. We also note that in the unweighted
combination the estimated uncertainty for each sub-field is larger than the spread of the results as
given by the standard deviation. In the weighted fit this crosscheck fails in four out of six cases.

The last several years have seen clarification of some persistent concerns and a wealth of new
results at NNLO, providing not only a rather precise and reasonably stable world average value
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50  YEARS  OF  QUANTUM CHROMO DYNAMICS ~ 1973 

“A Tool Supporting Experimental 
Exploration“

“A Tool for Astrophysics and Nuclear 
Technology”

“A pointer to New Realities”

QCD

(Frank Wilczek, arXiv:2403.06038v1)

Lattice Quantum 
Chromodynamics (LQCD) is a 
tool to carry out such calculations.

Theoretical calculations of the 
hadronic bound states properties 
require non-perturbative methods.

Computational 
Challenges: towards 
EXASCALE



Lattice QCD

13 12. CKM Quark-Mixing Matrix

γ

γ

α

α

dm∆

K
ε

K
ε

sm∆ & dm∆

ub
V

βsin 2

α

βγ

ρ
-1.0 -0.5 0.0 0.5 1.0 1.5 2.0

η

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5
excluded area has CL > 0.95

Figure 12.2: Constraints on the fl̄, ÷̄ plane. The shaded areas have 95% CL.

and the Jarlskog invariant is J =
!
3.08+0.15

≠0.13
"

◊ 10≠5. The parameters in Eq. (12.3) are

sin ◊12 = 0.22500 ± 0.00067 , sin ◊13 = 0.00369 ± 0.00011 ,

sin ◊23 = 0.04182+0.00085
≠0.00074 , ” = 1.144 ± 0.027 . (12.28)

Fig. 12.2 illustrates the constraints on the fl̄, ÷̄ plane from various measurements, and the global
fit result. The shaded 95% CL regions all overlap consistently around the global fit region. This
reverts a change in the 2020 edition, when the shown CL of each region was increased to 99%,
because of poor consistency (primarily due to changes in |Vud|), which is no longer the case.

If one uses only tree-level inputs (magnitudes of CKM elements not coupling to the top quark
and the angle “), the resulting fit is almost identical for ⁄ in Eq. (12.26), while the other pa-
rameters’ central values can change by about a sigma and their uncertainties double, yielding
⁄ = 0.22507 ± 0.00068, A = 0.805 ± 0.028, fl̄ = 0.166+0.026

≠0.024, and ÷̄ = 0.370+0.029
≠0.028. This illustrates

how the constraints can be less tight in the presence of BSM physics.

12.5 Implications beyond the SM
The e�ects in B, Bs, K, and D decays and mixings due to high-scale physics (W , Z, t, H in

the SM, and unknown heavier particles) can be parameterized by operators composed of SM fields,

11th August, 2022

Precision studies of flavor physics, within and beyond the Standard ModelStudy of QCD in extreme conditions

The development of numerical algorithms is crucial: 
over the history of lattice gauge theory calculations, the 
improvement from algorithm development has been similar 
to the gain from Moore’s law.

A large number of computing nodes is required (up to 

 cores.  On the largest scales the challenge lies in 
efficiently and effectively exchanging data among the 
processors or nodes  —>  MPI, MPI+OpenMP.

𝒪(105)

Lattice QCD is an essential tool for obtaining precise first-principle 
theoretical predictions of the hadronic processes underlying many key 
experimental searches.

As experimental measurements become more precise, lattice QCD will 
play an increasingly important role in providing the necessary 
matching theoretical precision.

Achieving the needed precision requires simulations on lattices with 
significantly increased resolution.
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Cineca was born in 1969, and this means that 
2019 is a very important anniversary for us: the 
50th year of important milestones reached in the 
field of Advanced Scientific computing.
The idea of an innovative centralised 
infrastructure for supporting computational 
research dates back to 1967 when four Italian 
Universities (Bologna, Florence, Padua and 
Venice) signed an agreement for creating an 
inter-university consortium for the management 
of a computing centre in the north-east of Italy. 
The original meaning of the acronym CINECA is 
in effect: Consorzio Interuniversitario del Nord 
Est per il Calcolo Automatico (Interuniversity 
Consortium in the North-East for Automatic 
Computing).
The statute papers were approved in late 1969 
and few months later, in February 1970, they 
were published on the Italian Official Gazette, 
thus starting the incredible adventure that goes 
until today.
The first computer acquired by the Consortium 
was a CDC 6600, generally considered the first 
supercomputer, with performance of up to 
three MegaFlops.
Over the years Cineca continued to acquire very 
powerful computers, such as the Cray X-MP in 
1985, that was the fastest computer at the time 
with a dual processor system and a performance 
of 800 MegaFlops.
Another important milestone was in 1995 
when the new massively parallel architecture 
took place with Cray-T3D. It consisted of 64 
Processing Elements, connected by a three-

dimensional torus network. The performance 
increased by one order of magnitude, reaching 
9.6 GigaFlops.
Less than 20 years after, in 2012, the top machine 
was FERMI, an IBM BlueGene/Q system 
that, thanks to its 160 thousand processing 
elements, was able to increase the performance 
of 200 thousand times. The system was the 
7th more powerful system worldwide with a 
peak performance of 2 million GigaFlops (2 
PetaFlops), near 1 billion times more powerful 
than the first CDC supercomputer. 
Today Cineca hosts the Marconi system, a 20 
PetaFlops cluster based of conventional and 
scale-out processors, as described later in this 
report. For the next near future, we expect 
a new large increase toward the exascale 
computing, with the EuroHPC initiative that 
is expected to bring here Leonardo, a new pre-
exascale accelerated computer that will be part 
of the new pan-European supercomputing 
infrastructure.

In year 2013 Cineca merged the other Italian 
consortia for scientific computing (CILEA 
in Milan and CASPUR in Rome) to give rise 
to a large supercomputing centre for high 
performance computing with a national scope. 
The European dimension is guaranteed by the 
PRACE initiative (Partnership for Advanced 
Computing in Europe). Since 2009 Cineca is 
one of the main partners of PRACE by hosting 
on its supercomputing systems the numerical 
projects of the European scientists.

50 years of HPC milestones
Elda Rossi
Cineca

CDC 
6600

1 core
Leonardo

1969 1985 1995 2012 2019 future
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Not only brute force…
Developing computational strategies requires combining physical insight with an understanding 
of modern numerical mathematics and the capabilities of massively parallel computers.

For more news and information please visit Leonardo’s website.

System Architecture

Compute Nodes:
4992 computing nodes organized in:

Booster partition
Model:  BullSequana X2135 “Da Vinci” single node
GPU Blade
Nodes: 3456
Processors: single socket 32-core Intel Xeon
Platinum 8358 CPU, 2.60GHz (Ice Lake)
Cores: 110592
RAM: 8x 64 GB DDR4 3200 MHz (512 GB)
Accelerators: 4x NVIDIA custom Ampere A100
GPU 64GB HBM2e, NVLink 3.0 (200GB/s)
Network: 2 x dual port HDR100 per node
(400Gbps/node)
Data Centric General Purpose partition
Model:  BullSequana X2140 three-node CPU Blade
Nodes: 1536
Processors: Intel Saphire Rapids 2×56 cores, 2.0
GHz
Cores: 172032 (112 cores/node)
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~17.4 (TFlops)/GPU 
(13824 GPUs) 

~0.06 (TFlops)/core 
(165888 GPUs) 

3 MFlops/core
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LQCD123
NPQCD
QCDLAT

SFT
SIM
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Lattice QCD
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NEUMATT

TEONGRAV

Cosmology and 
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Complex Systems
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Quantum 
Information
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(*) talk B. Giacomazzo

Cineca-INFN agreement 2024

Projects in Experimental Physics
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SPOKE 0 - Infrastruttura Cloud di supercalcolo
Lo Spoke 0 “Infrastruttura Cloud di supercalcolo” ha la 
responsabilità di fornire un’infrastruttura federata HPC e Big 
Data. Si differenzia dagli altri Spoke perché non è dedicato a 
una specifica area tematica ma è trasversale a tutte.

SPOKE 1 - FUTURE HPC & BIG DATA
Il focus principale dello Spoke 1 “Future HPC & Big Data” è lo 
sviluppo di tecnologie hardware e software altamente 
innovative per i supercalcolatori del futuro e il suo obiettivo è 
creare nuovi laboratori come parte integrante di un centro 
federato nazionale.

SPOKE 2 - FUNDAMENTAL RESEARCH & SPACE ECONOMY
Lo Spoke 2 intende sviluppare e testare nuove soluzioni per 
rispondere alle sempre crescenti esigenze di calcolo delle nuove 
generazioni di esperimenti per la ricerca di base e favorire la 
condivisione delle conoscenze e delle tecnologie sviluppate in 
ricerca di base con i settori produttivi.

SPOKE 4 - EARTH & CLIMATE
L’obiettivo dello Spoke 4 “Earth & Climate” è la creazione di un 
framework interdisciplinare che integri componenti della più 
avanzata modellistica del sistema terrestre, per fornire alla 
comunità scientifica e agli utenti uno strumento flessibile, 
affidabile e potente.

ICSC Italian Research Center on High-Performance Computing, Big Data and Quantum Computing

SPOKE 3 - ASTROPHYSICS & COSMOS OBSERVATIONS
Lo scopo dello Spoke 3 “Astrophysics & Cosmos observation” 
è lo sviluppo di software innovativi in grado di sfruttare le 
tecnologie di HPC e Big Data per raggiungere obiettivi nelle 
aree dell’astronomia, dell’astrofisica delle alte energie, della 
fisica astroparticellare e della cosmologia.

ICSC —> SPOKE2 - WP1 (Theoretical Physics)
(*)

(*) talk T. Boccali

 “Multilevel Hybrid Monte Carlo for Lattice QCD” 
 “QCD under extreme conditions”
 “Advanced Calculus for Precision Physics (ACPP)”

 “Large Scale Simulations of Complex Systems”

UC2.1.1
UC2.1.2
UC2.1.3

UC2.1.4



UC2.1.1 Multilevel Hybrid Monte Carlo for lattice QCD

UC2.1.2 QCD under extreme conditions

UC2.1.3 Advanced Calculus for Precision Physics (ACPP)

UC2.1.4 Large Scale Simulations of Complex Systems

Development, test and validation of  a fully optimized parallel code for 
simulating QCD with a multi-level Hybrid Monte Carlo (HMC), obtaining a 
dramatic improvement of the signal to noise ratio even in the case of full 
QCD, with the aim to compute many correlation functions with an 
unprecedented precision. 
The code will implement an MPI+openMP parallelization so as to run 
efficiently up to  approximately 100,000 cores or more simultaneously (the 
real limit being the resources the ICSC will be able to provide).

The main  purpose of the present use case is to extend that strategy 
to compute the Equation of State of QCD. To accomplish this task, we 
need to define the numerical techniques and prepare an efficient 
parallel code that can be run on large HPC systems. Since the 
numerical simulations are computationally very demanding, the code 
has to run efficiently and scale up to 5,000-10,000 cores.

The Advanced Calculus for Precision Physics (ACPP) use case aims at supporting the 
phenomenology analyses for prospects of detection and observations of new physics 
events or weaker signals that require an enhancement of sensitivity within advanced 
collider physics programs (CERN, Fermilab, etc.), as well as within current and future 
gravitational waves (GW) detectors (LIGO-VIRGO-KAGRA, ET, LISA, etc.) in the next three 
decades. 
• Developing software and tools for the efficient, automatic evaluation of multi-loop scattering amplitudes, making use of 

advanced analytic and numerical methods; 
• Exploring new computational architectures to improve the events generation, the evaluation of hadronic cross sections, 

and the data fits for collider phenomenology; 
• Developing codes for describing hadronic production and decay of new particles, as well as to include new physics 

effects in the study of Higgs boson and top-quark phenomenology; 
• Developing softwares that combines new methods and advanced computing techniques of particle physics and 

cosmology.

Development, test, and validation of an optimized parallel Lattice Boltzmann (LB) 
solver specifically designed for simulating 3D multiphase active droplets.  
Generalization of the LB algorithm to handle three spatial dimensions, enabling to 
us accurately capture the complex dynamics of the active droplets.  
To ensure computational efficiency and handle large-scale simulations, we will 
leverage the MPI standard and implement domain decomposition techniques.

Computing resources for development and test of the codes —>  ICSC RAC



LEONARDO-booster LEONARDO-GP

MARCONI-A3GALILEO100 HPC bubbles

LISA-GPU  ( > 100 PFlops HPL) LISA-CPU  ( > 6 PFlops HPL)

Computing facilities 2024

1 x CPU Intel Xeon 8358 32 cores, 2,6 GHz 
512 (8 x 64) GB RAM DDR4 3200 MHz 
4 X Nvidia custom Ampere GPU 64GB HBM2 
2 x NVidia HDR 2×100 Gb/s cards 

2x Intel Sapphire Rapids, 56 cores, 4.8 GHz 
512 (16 x 32) GB RAM DDR5 4800 MHz 
3xNvidia HDR cards 1x100Gb/s cards 
8 TB NVM

3456 nodes 240 Pflops HPL 9 Pflops HPL1536 nodes

528 computing nodes each 2 
x CPU Intel CascadeLake 
8260,  48 cores/node 
Peak Performance: ~2 PFlop/s

Nodes: 2982 
Processors: 2 x 24-cores Intel Xeon 
8160 (SkyLake) at 2.10 GHz 
Cores: 48 cores/node 
RAM: 196 GB/node 
Peak Performance: ~8 PFlop/s

HPC systems in a selected number of sites,  
equipped with CPUs, GPUs (Nvidia H100), FPGA,  
fast storage, Infiniband  
~10 M€ investment in TeRABIT



Resource allocation 2024 (TH)LEONARDO-booster LEONARDO-GP

95 Mcoreh 78 Mcoreh

MARCONI-A3
14 Mcoreh

GALILEO100
5.6 Mcoreh



Computing Resource Use in 2023
MARCONI100
13 Mcoreh  (end June 2023)

GALILEO100
4.7 Mcoreh

LEONARDO-booster
22 Mcoreh MARCONI-A3

38 Mcoreh



Other potential resources: EURO-HPC JU  

LUMI supercomputer 
375 PFlop/s    -  FINLAND

MARENOSTRUM 5 
275 PFlop/s    - SPAIN

HPC Vega IZUM 
6.92  PFlop/s   - SLOVENIA

MELUXINA supercomputer 
12.81 PFlop/s    - LUXEMBOURG

KAROLINA supercomputer 
9.59 PFlop/s - CZECH Republic

DISCOVERER supercomputer 
4.51 PFlop/s    - BULGARIA

DEUCALION supercomputer 
7.22 PFlop/s    - PORTUGAL

MareNostrum 5 ACC 
(Accelerated Partition) 
1120 nodes based in Intel 
Sapphire rapids (64 cores/node) 
and Nvidia Hopper GPUs (4 
GPUs/node).  230 PFlops HPL 
MareNostrum 5 GPP (General 
Purpose Partition) 
6408 nodes based in Intel 
Sapphire rapids (112 cores/
node).    45 PFlops HPL

LUMI-G (accelerated partition) 
2978 nodes with 4 AMD MI250x 
GPUs and a single 64 cores AMD 
EPYC "Trento" CPU. 
379.70 PFlop/s HPL 
LUMI-C (CPU partition) 
2048 CPU-based compute nodes 
(128 cores/node AMD EPYC)

https://eurohpc-ju.europa.eu/
supercomputers/our-
supercomputers_en



The EuroHPC Joint Undertaking is composed of public and private members:

Public members:
the European Union (represented by the Commission),

Member States and Associated Countries that have chosen to become members of
the Joint Undertaking: Austria, Belgium, Bulgaria, Croatia, Cyprus, Czech
Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Iceland,
Ireland, Italy, Latvia, Lithuania, Luxembourg, Malta, Montenegro, the
Netherlands, North Macedonia, Norway, Poland, Portugal, Romania, Serbia,
Slovakia, Slovenia, Spain, Sweden, and Türkiye.

Private members: representatives from the three participating private partners, the European
Technology Platform for High Performance Computing (ETP4HPC), the Big Data
Value association (BDVA) and the European Quantum Industry Consortium (QuIC). The JU
also relies on collaboration with key European actors such as PRACE (Partnership for
Advanced Computing in Europe) and GEANT (the pan-European high-speed network for
research and education).

Other Member States and Associated States to Horizon Europe or Digital Europe Programme can
also join the Joint Undertaking at any moment.

Governance
The governance structure of the EuroHPC Joint Undertaking is composed of:

1. The Governing Board (representatives of the public members), responsible for the Joint
Undertaking’s decision-making, including funding decisions related to all procurement and
research and innovation activities.

2. The Industrial and Scientific Advisory Board (representatives appointed by the private
members and the Governing Board), consisting of the Research and Innovation Advisory
Group (RIAG) and the Infrastructure Advisory Group (INFRAG), which provides independent
advice to the Governing Board on the Joint Undertaking’s strategic research and innovation
agenda and on the acquisition and operation of the supercomputers it owns.

3. The Executive Director, the chief executive responsible for the Joint Undertaking’s day-to-day
management.

Budget
The EuroHPC Joint Undertaking is jointly funded by its participating countries and private
members. The budget of the JU is of around EUR 7 billion for the period 2021-2027. Its funding is
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…and the first European 
exascale computer, Jupiter, 
is underway in Germany 
(Jülich Supercomputing 
Centre).

Compute partitions: 
• Booster Module (highly-scalable 

GPU accelerated) 
• Cluster Module (general-purpose, 

high memory bandwidth) 
1 Exaflop sustained performance



Conclusions
Computational theoretical physics @INFN: a 
rich and enduring tradition. Researchers in 
this field are working on a wide range of 
projects, including lattice QCD, high-energy 
physics (HEP), astroparticle physics, nuclear 
physics, complex systems, and quantum 
computing.

Challenge: Ensuring the long-term 
sustainability of efforts to maintain 
and enhance codes and algorithms.

The availability of cutting-edge 
computing resources is vital for 
maintaining competitiveness on an 
international scale.


