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Cluster Counting vs dE/dx
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* Energy loss per unit length(dE/dx) would follow Landau distribution
* Number of primary ionization clusters per unit length (dN/dx), Poisson
distribution —> Cluster Counting Technique
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Simulation Based on Garfield ++

e Pimeson is passed through mixture mom
of gas having 10% He and 90% [ hemp |
Isobutane C4H10 by using a geometry of Entries 2000

Mean 91.59
drift tubes mimicking what was used for the sn[:ev 50.99

beam test at CERN in 2023
e e b | | |
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e Following the simulation in Garfield++, | 20 40 60 80 100 120 140 160 180
proceeded to plot various results for the SISt EE messen
study of the cluster counting techniques
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° The simulation parameters included a cell
size of 1.5 cm, a sampling rate of 1.2 GHz, a
time window of 2000 ns, and momentum
pi-meson particles ranging from 4 to 180
GeV/c. The simulation was conducted using
Garfield++
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Simulation Based on Garfield ++
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The above distribution shows the number o
primary electrons per cluster with mean

The above distribution shows the number o
primary ionization clusters with mean value

22/02/2024 9




Two-Step Reconstruction Algorithm

Step1: Peak Finding

Waveform
X1 » LSTM >
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A classification problem to classify ionization
signals (Primary and Secondary lonizations) and

Y Labels: Signal or Noise

* Features: Slide windows of peak candidates,
ith a shape of (15, 1)
* The data of waveform is time sequence data, which is suitable for LSTM

noises in the waveform
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Evaluation by Waveform

Waveform
lonizations
- Detected peaks
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Performance of the LSTM Model for 5000 events

Training and validation acc Training and validation loss
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The above plot Accuracy VS epoch show us The above plot loss VS epoch show us
that the training and validation Accuracy that the training and validation loss
increases over the epochs and then it become decreases over the epochs and then it

constant which shows a best trained model. become constant which shows a best
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True Positive Rate
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Performance of the LSTM Model for 5000 events

Receiver Operating Characteristic (ROC) Curve

»7 —— LSTM Algorithm (area = 0.97)
-, ® Threshold 0.5 (LSTM)
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False Positive Rate

The above plot show ROC curve for the
LSTM model with Area under the curve
alue 0.97 with threshold value 0.5 which
show a best classification

TPR = TP/(TP+FN)
FPR = FP/(FP+TN)
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Step2: Clusterization for 5000 Events
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e Determine the number of clusters from

represents primary and Red dots shows * Extracting features from input
I LETWALN P (111 )is knowns as * 1D CNN can handle sequence data
Regression Problem in ML
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Performance of the Model for 5000 Events

Training and validation loss
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The above plot loss VS epoch show us that the
training and validation loss decreases over the
epochs and then it become constant shows us a best
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Predictions of the Two Models for 5000 events

Prob of the LSTM Model to

Number of Primary clusters predicted by CNN Classify Signal and
Background
ncls_pred prob_rnn
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Future Planning

Now, we aim to enhance the performance of these models

e Different optimizers, loss and activation functions
e Adding more layers, different number of filters and kernel sizes
e Adjusting different number of training epochs etc.
°

Once we achieve the best performance, we will apply our model to the

test beam data.
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ACCURACY and LSTM

Ty Ty

Aecuraey =
The accuracy is defined as the ratio between the number off T?'WposmpgJFT?'uenegariveH “lsepositiveH “l”negmive

correct predictions to the total number of predictions|
Accuracy values range between 0 and 1. Obviously an accurac

LONG SHORT-TERM MEMORY
NEURAL NETWORKS

LSTM Recurrent Unit
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Long SHort Term Memory (LSTM)
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EXAMPLES of LOSS FUNCTIONS

® Mean Squared Error(MSE)/ Quadratic Loss/ L2:

MSE(y?,y" ) = -

e Mean Absolute Error (MAE)/ L1 Loss:
MAE(y",y% ) =

’ Ipred

e Mean Bias Error (MBE):

MBE((y®,y? ) =
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NUMBER OF EPOCHS

e Epoch: In terms of artificial neural networks, an epoch refers to one cycle
through the full training dataset

e Number of epochs is a delicate choice:
A Alarge number of epochs can induce our model to an overfitting problem
A Too small number of epochs can lead to an under fitting problem

e To avoid a wrong choice we can use the ' EarlyStopping', also implemented by
Keras:
[ It allows to stop the training when a monitor (set by us and tipically the loss

function) has stopped improving.
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OVERFITTING PROBLEM

e The more complex the model is, the higher is

Overfitting in Training

the risk of overfitting 500 { — raining_loss
e Here a clear example of overfittig, the train o e
loss keeps going down while the validation ::Z
loss get worse. It is always important to split 0 1
the training in train and validation set and to -
have a clear picture of the train history 55
e |n order to avoid overfitting and make the b 20 40 &0 ®0 1000

num_epochs

training stable we have different approach
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FACING OVERFITTING PROBLEM

Overfitting in Training

e Introduce a callback function that i
stops the training if the validation w0
loss get worse and restore the best

300 1

parameters (Early Stop function).

250

200

150 ———

e Dropout: it refers to the practice of rum_epochs
disregarding certain nodes in a layer
at random during training. A dropout
is a regularization approach that O oA
prevents overfitting by ensuringthat 7 ) O T g
no units are co-dependent with one ;”;’{i"?'_'ff;:.-b
another :>
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ACTIVATION FUNCTION

e Most of them provides to add
non-linearity to the mode

e The activation function o has as

input the weighted sum of the
input variables x, added with
the bias b

e The functions are in general
differentiable operators in order
to transform the inputs to
outputs

Bias ;~=--\ '
unit ! (1 g function

Activation

- - - - - -————

_____

~ Predicted
Y class label

Net input Unit step
e function function

_____

Input coefficients

values
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RECTIFIED LINEAR UNIT (RELU)

e One the most popular non-linear
activation function is the REctified Linear

(o))
i

relu(x)
£ -3

Unit (ReLU) .

e |t provides a non-linear transformation ottt | |
and returns the max value between the I
input x (the argument) and 0O ReLU(z) = maz(0, z)

e The RelLU function is also differentiable in
as given below:

dReLU(.’B) - 0 £ S 0 02
dx 1 x>0 Yl
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SCALED EXPONENTIAL LINEAR UNIT (SELU)

SELU activation function (a =1.6732 and A = 1.0507)

* Another choice is the Scaled Exponential Linear

3
2
1
0

Unit (SELU)
* The functions depends on two parameters and the
equation is the following: T
ale® —1 xz <0 e
SELU(z) = A ( ) ~
x x>0 3
e The function is not differentiable in zero 2
dSELU () \ ae® =<0 . J
dzx - 1 x>0 3

-4 -2 0 2 -
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