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Gruppo Informatica –
Dipartimento di Matematica e Fisica ‘Ennio De Giorgi ’

• Esperienza Decennale nello sviluppo di soluzioni Algoritmiche per Problemi di
Ottimizzazione (Centralizzati e Distribuiti)

• Gruppo Teorico su Teoria Algoritmica dei Giochi (Applied Game Theory)
• Gruppo Applicativo su IoT Design and Deployment, Machine Learning and Data

Analysis, Deep Learning for Satellite Image Analysis (Segmentazione
Semantica)

Progetti Nazionali e Regionali:

• 3 Progetti Regionali in collaborazione con Esprivia spa, Engineering Ingegneria
Informatica Spa, ELIF.

• 1 Progetto PON Nazionale su Analisi di Immagini Satellitari e da Drone per
Agricoltura di Precisione con partner ASI e Planetek.

• 2 Progetti PNRR.



Role and Effort
People involved

• 5 Strutturati
• Assegno di Ricerca (FTE): 1 call to be open

(difficult to get people formed on IA with this kind of contract)
• Collegamenti con varie aziende agricole Salentine

AgroIntesa@Idee:

• Clustering di PMI
• Condivisione e Correlazione del Rischio Finanziario
• Matrici Input-Output in input?





Progetto TEBAKA



• > 10 partner

• 6,2 M€

• 4 anni di attività (chiusura Feb. 2024)

• Studio di 2 anni di crescita delle colture:  

Grano, Ulivo, Vite.

• Aziende Agricole:   Tormaresca,  Casillo,  

Zeuli. 

• Modelli di ML in Agronomia

• Piattaforma Tecnologica Sperimentale.



Sintesi e Validazione Visuale di maschere delle colture e di segmentazione 
delle istanze con image processing tradizionale



Figure 5: Overlay between the input tiles and the result
produced by our models. Yellow is for model-0, red for
model-1 and blue for model-2.

can be handled when generating the dataset by introducing
asymmetrical opening kernels, in order to perform stronger
erosion in the direction in which the shadow is present
and/or weakening dilation in the same direction. This would
add parameters to the self-supervised pipeline, increasing its
complexity and the time required for fine-tuning. From the
discussion above we see that, the solution presented is viable,
and solve the task of semantic segmentation even without a
proper labelled dataset.

IV. RELATED WORKS

Although the surveyed works exhibit significant hetero-
geneity, several commonalities can be identified. Each author
has a different area of interest, with its own local charac-
teristics and species, and therefore everyone provides for
themselves in the construction of the dataset. In general,
almost all authors perform 3 steps in common: acquisition of
raw data with planned UAV flights, orthomosaics tiling and
manual labelling performed by domain experts.

Safonova et al. [7] proposed a Mask R-CNN implementa-
tion to classify shadows and crowns of olive trees, used to
estimate the height of each tree. From the height estimation,
it was possible to estimate the biovolume of the trees, which
value was measured for 6 trees and used to evaluate the
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Figure 6: (a) Inner square of an input tile, vineyard; (b) Over-
lay between the previous input tile and the result produced
by our self supervised pipeline; (c), (d) are the same but for
olive trees.

performance of the entire pipeline. The resulting model
estimate the biovolume with an error of no more than 10% of
the measured values. Ye et al. [8] proposed a stacked U-Net
(also known as U2-Net) for semantic segmentation of olive
crown surfaces. This approach leverages the nested structure
of the chosen architecture which has shown a great potential
in capturing mult-iscale feature information. Gurumurthy et
al. [14] presented a fully convolutional U-Net inspired neural
network for instance segmentation of mango trees, aiming to
detect individual instances of tree crowns in the target crop.
Their approach is to first train the chosen model for semantic
segmentation of tree crowns, producing a single map of
scalar values representing the probability that an observed
pixel belongs to a canopy. Next, the network is retrained to
produce a map with scores for three different classes: canopy,
background, and the intersection surface between canopies.
These training steps use differently labeled datasets. Natesan
et al. [20] proposed a ResNet 50-based CNN that classifies
patches of tree crowns into three different classes (red
pine, white pine, and non-pine). Patches are obtained from
orthomosaics using a processing pipeline based on classical
computer vision techniques, including Gaussian smoothing
of DSMs and marker-controlled watershed segmentation. The
ground truth of each patch is provided by a forestry expert.
Egli et al. [9] presented a multi-class 4-layer lightweight
CNN classifier where the different classes correspond to
different tree specimens. The authors pointed out that, in
similar works, machine learning model performance is often
overestimated due to spatial and temporal auto-correlation
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Technical and theoretical Background

• Academics / PA / Industry
• Main expertise

• AI & ML
• Computer Science
• Data Science
• Modeling

• Working Tools
• Codes
• Software
• Infrastructures

Esempio di Segmentazione Semantica di
Filari di Vite.Rete con Apprendimento
Semi-Supervisionato.



Thank you!


