
GEMMA-2 / Rome, Sep 2024

Searches for generic gravitational waves 
transients in the data of current ground- 
based detectors 

Shubhanshu Tiwari 
University of Zürich 
Switzerland 

1



Outline 
❖ Introduction  

❖ Search methodologies  

❖ Sensitivity to generic morphologies  

❖ Sensitivity “conventional” sources  

❖ Supernovae <- MM connection 

❖ Neutron star glitches <- MM connection 

❖ Sensitivity to “non-conventional” sources 

❖ Orphan memory of ultra light black hole mergers <- DM connection 

❖ Hyperbolic encounters of compact objects 

❖ Direct capture of black holes 

❖ Conclusions 2



Introduction
❖ There are several possible sources of gravitational wave (GW) 

transients apart from the usual coalescing compact binaries (CBC) for 
e.g. Core-collapse Supernovae, glitching neutron stars etc 

❖ Not all aspects of CBC is well modelled e.g. eccentric, hyperbolic, 
precessing orbits, memory, strong field matter effects etc 

❖ Other sources mostly are not well modelled and some are not even 
known 

❖ Searches sensitive to generic morphologies of the GW signals are 
required to detect any possible GW signal, thus covering the full 
parameter space made available to us from the detectors  

❖ Generic morphology search which are presented here are the results 
for the all-sky search for short duration transients (milliseconds - few 
seconds) within frequency band of 24-4096 Hz without any prior 
assumptions on the signal morphology or the time of arrival. 

❖ It should be noted that there is also dedicated generic morphology 
search for longer duration signals (few seconds - O(100) seconds)  

❖ In this talk I will describe the generic search known as coherent 
Wavebursts , it should be noted that there are various methods for 
searches of generic transients which are used e.g. BayesWave, Mly, 
STAMPAS, X-pipeline etc  

❖ Also cWB and other methods are constantly improving <- Salemi’s 
talk 
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FIG. 1. Representative amplitude spectral density of the three
detectors’ strain sensitivity (LIGO Livingston 5 September
2019 20:53 UTC, LIGO Hanford 29 April 2019 11:47 UTC,
Virgo 10 April 2019 00:34 UTC).

During O3b, data were collected for 115.7 days at Han-
ford, for 115.5 days at Livingston, and for 113.2 days at
Virgo. The actual analyzed data amounts are 93.4 days
for HL, 17.8 days for HV, and 14.8 days for the LV net-
work.

The calibration uncertainties for the LIGO detectors in
the 20–2000 Hz frequency range are <7% in amplitude,
<4� in phase, <1 µs in timing for O3a [16], and <12%
in amplitude, <10� in phase, <1 µs in timing for O3b
[17]. The calibration uncertainties for Virgo in most of
the 20–2000 Hz frequency range are <5% in amplitude,
<2� in phase, and <10 µs in timing for all of O3 [18, 21].
These uncertainties are not expected to have a signifi-
cant impact on the search presented here. However, they
can contribute to the systematic uncertainties associated
with the e�ciency numbers quoted in Section IV. The
O3a GW strain data used in this paper is part of the
O3a Data Release through the Gravitational Wave Open
Science Center [22], and can be found at [23].

B. Data quality

The LIGO and Virgo detectors are a↵ected by vari-
ous sources of terrestrial noise that can interfere with
the detection of GWs [24, 25]. In addition to the pri-
mary channel recording GWs, the interferometers use a
large number of auxiliary channels that observe either
the external environment [26, 27], or the interferometer
itself. Through the use of auxiliary channels, it is possi-
ble to substantially reduce the impact of noise transients
by discarding (vetoing) a small percentage of observing
time during which noise contamination is present [28]. A
brief discussion of some of the most relevant data quality

issues is presented in this section, but much more detail
on these issues and their mitigation can be found in [19].

To address specific data quality problems, tens of dif-
ferent data quality vetoes defining times to be removed
from the search are constructed and applied to the anal-
yses described in this paper. The e↵ectiveness of each
data quality veto is determined based on the ratio of the
percentage of glitches removed to amount of observation
time vetoed. The most significant data quality issues
successfully discarded by these vetoes are high signal-to-
noise ratio (SNR) glitches associated with light intensity
dips in both LIGO interferometers, radio frequency beat-
notes (also known as Whistles), and a single half-hour pe-
riod of extremely rung-up violin mode resonances of the
LIGO Hanford suspension system. An additional stage
of automated statistical vetoes using the hveto [29] algo-
rithm is subsequently applied using the same procedure
as in O2 [13]. Hveto uses a hierarchical method to pro-
duce a ranked list of statistically significant vetoes gen-
erated by applying a specific list of SNR thresholds and
time windows to a subset of LIGO’s auxiliary channels.
Between 1% and 2% of the total observation time per in-
terferometer is discarded due to data quality issues, with
precise breakdowns provided in [19]. A complete list of
vetoes used in this search with brief descriptions of each
is given in [30].

Unfortunately, these vetoes do not suppress all non-
astrophysical features of the data. As interferometer sen-
sitivity has improved, light scattering has become more
prominent at low frequencies [31, 32]. Scattering noise
was significantly reduced in the latter part of the run,
but it remained a prominent feature throughout much
of O3, especially during periods of high anthropogenic
or seismic activity. Because of the large amount of time
with light scattering present and the lack of straightfor-
ward and consistent auxiliary channel witnesses, most
light-scattering glitches are not vetoed.

Another prominent noise type that is not vetoed by
standard methods are Blip glitches [33]. These have re-
curred in both LIGO interferometers throughout the ad-
vanced detector era. Blips are short-duration, low quality
factor (Q) glitches which occur at the rate of several per
day. As these Blips do not have clear auxiliary witnesses
or known origin, and are not clearly morphologically dis-
tinct from some astrophysical models of interest, they
must be handled by the search algorithms themselves.
During O3 a new population of loud single-pulse Blip-
like glitches was observed. The origin of these glitches is
not known. See Section IIIA 1 for more details on the
handling of this glitch class.

III. UNMODELED GW TRANSIENT ANALYSES

Using the three-detector HLV network generally en-
ables more accurate reconstruction of both the structure
of the GW signal and its sky location than is possible
with a two-detector network. However, for purposes of

Fig1 of  arXiv:1905.03457 
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Search methodology : cWB
❖ Uses the estimation of excess 

energy in the detectors

❖ Exploits the presence of signal 
(energy) in multiple detectors to 
appear coherently i.e. consistent 
in time and sky location 

❖ Data is combined from the 
networks of detectors 

❖ No templates/waveforms 
models are required/used  

4

Signal at Hanford

Signal at Livingston
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Search methodology : cWB stages 
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Read Data Data conditioning 
Time frequency 
transform and 

selection of pixels 
Clustering* 

❖ Regression to get rid of 
stationary noise 
(resonances) 

❖ Non uniform noise in 
frequency are 
conditioned with 
whitening 

❖ TF transform such as 
WDM are used 

❖ Pixels which are over 
the threshold from the 
data conditioning step 
are selected

❖ Pixel with most energy 
and surrounding 
pixels are selected 

❖ Various methods to 
cluster

Noise characterization related to GW150914 10
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Figure 1: The average measured strain-equivalent noise, or sensitivity, of the Advanced
LIGO detectors during the time analyzed to determine the significance of
GW150914 (Sept 12 - Oct 20, 2015). LIGO-Hanford (H1) is shown in
red, LIGO-Livingston (L1) in blue. The solid traces represent the median
sensitivity and the shaded regions indicate the 5th and 95th percentile over
the analysis period. The narrowband features in the spectra are due to known
mechanical resonances, mains power harmonics, and injected signals used for
calibration [4, 5, 6].

1. Introduction

A gravitational wave signal, denoted GW150914, has been detected by the Advanced
LIGO detectors [1]. The recovered waveform indicated the source was a binary black
hole system with component masses 36+5

�4 M� and 29+4
�4 M�, which coalesced at a

distance of 410+160
�180 Mpc away from Earth. The significance of the GW150914 event

was measured to be greater than 5.1 �, corresponding to a false-alarm rate of less
than 1 event per 203 000 years [1]. The event, lasting 0.2 seconds in Advanced LIGO’s
sensitive frequency range, was detected in independent searches for modeled compact
binary coalescences (CBCs) and for unmodeled gravitational wave bursts [2, 3].

The US-based detectors, in Hanford, Washington (H1) and in Livingston,
Louisiana (L1) jointly comprise the Laser Interferometer Gravitational-wave
Observatory (LIGO). The detectors are designed to measure spacetime strain induced
by passing gravitational waves using a modified Michelson interferometer with 4 km
length arms, as described in [4, 5, 6]. The detectors were operating in their nominal
configuration at the time of GW150914. The corresponding detector sensitivity is
shown in Figure 1; both detectors achieved a best sensitivity of ⇠ 10�23 Hz�1/2

between roughly 50 and 300 Hz. Peaks in the strain-equivalent noise amplitude
spectral density are due largely to mechanical resonances, mains power harmonics, and
injected signals used for calibration. Non-stationarity in the detector noise manifests
as variations in the level and shape of these sensitivity curves over time.

Even in their nominal state, the detectors’ data contain non-Gaussian noise
transients introduced by behavior of the instruments or complex interactions between

Decomposition level 
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Wavelet Transform 
• Characterization of signal with use of template 

waveforms 
<0: mother wavelet 

• Natural basis of bursts 
– low spectral leakage 
– Good TF localization of transient 

� �ktjj
jk �< < 22 0

2/

Pixel selection 
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• For each core pixel cWB selects the neighbour in TF plane: 
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• Core pixels are considered if the energy in the core and/or 

in the halo is above a certain threshold 

22

2

0

0

0

EEE

AND

EE

OR

EE

halocore

core

core

!

!

!



Search methodology : cWB stages 
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Likelihood analysis 

❖ Define a multidimensional space N = number of 
detector and detector data on axes 

❖ Likelihood is wave frame rotation invariant 

❖ We rotate it in such a way that the antenna pattern 
function are orthogonal and + is dominant called 
dominant polarisation frame (DPF)

❖ In this frame detector response corresponding to 
maximum likelihood is projection of data vector X 
on the DPF

❖ Orthogonal to this plane is the Null Stream (N) 
which describes the noise

❖ Maximum likelihood points to the reconstructed 
direction 

❖ We get sky map, polarisation, reconstructed 
waveform and coherent signal strength as output 

Dominant Polarization Frame 
• Defining a multi-dimensional  space where axes are 

defined by detectors 
• Likelihood is invariant if we apply any rotation on the 

Wave Frame coordinate 
– “Rotation” on the antenna pattern 
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• The Dominant Polarization 
Frame is that angle which gives 
the following properties to the 
Antenna patterns 
– Orthogonality 
– F+ is dominant 
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Maximum Likelihood 
• In the DPF, detector response 

corresponding to maximum likelihood 
is the projection of X vector on f’+, f’x 
plane 
 

• Null stream (N) described the noise 
after the likelihood subtraction 
 

• Noise could be also in the f’+, f’x 
plane: use of regulator 
 

• The likelihood projection on the axes 
is the contribution for each detector 
to the event energy, the rest is the 
coherent energy 
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Dominant Polarization Frame 
• Defining a multi-dimensional  space where axes are 

defined by detectors 
• Likelihood is invariant if we apply any rotation on the 

Wave Frame coordinate 
– “Rotation” on the antenna pattern 
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• The Dominant Polarization 
Frame is that angle which gives 
the following properties to the 
Antenna patterns 
– Orthogonality 
– F+ is dominant 
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Klimenko, Vedovato, Drago et 
al  PhysRevD.93.042004 



Latest available results : Third observing run of LIGO-Virgo-
KAGRA

We have employed two algorithms 
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cWB (coherent WaveBursts) BW (BayesWave)

❖ cWB works in multi resolution time frequency 
(TF) domain, picking up the TF pixels above the 
noise floor for various detectors 
❖ Obtains unique stream of coherent energy 

from different detectors appearing due to 
GW signal by considering time delays and 
antenna pattern factors 

❖ cWB analysis is done in two parts Low 
Frequency (32-1024 Hz) and High Frequency 
(1024-4096 Hz) 

❖ Analysed networks are HL, HV and LV for low 
frequency and HL for high frequency 

❖ BW follows up the cWB triggers 

❖ Uses Bayesian infrastructure which 
models GW signals and non-
Gaussian noise transients (glitches) 
as the superposition of sine-
Gaussian wavelets, obtaining Bayes 
factor between signal + Gaussian 
noise model and glitches + 
Gaussian noise model 

❖ BW analysis is done only for Low 
frequency 

cWB : Phys. Rev. D 93, 042004 BW : Class. Quant. Grav. 32, 135012 
Phys. Rev. D 103, 044006 (2021)



Searches and results : Low Frequency 

❖ Our detection criteria is iFAR > 100 
years 

❖  For low frequency both cWB and BW 
did not find any events apart from 
the known CBCs which can be 
deemed statistically significant 
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detector with respect to the other detector by an amount
that breaks any correlation between detectors for a real
signal. The HL network is time-shifted to obtain total
background livetime of around 2000 years. For the HV
and LV networks, around 1000 years of background are
generated using all coincident data. The use of full co-
incident time for the HV and LV networks is necessary
because the exclusive livetime is not su�cient to produce
such large background statistics.

The high-frequency analysis covers the frequency range
1024–4096 Hz. The analysis is carried out in the fre-
quency band 512–4096 Hz but only triggers with mean
reconstructed frequencies are � 1 kHz are kept. For this
analysis only the HL network is considered, as Virgo is
significantly less sensitive than the LIGO interferome-
ters in the high-frequency region (a factor of ⇠5 above
1000 Hz, see Figure 1). Similarly to the low-frequency
analysis, a network correlation coe�cient threshold of 0.8
is used for the high-frequency part of the analysis. No
division of background triggers into analysis bins is re-
quired for this analysis. However, during the first part of
O3 run until May 16, 2019 there were background triggers
dominating the tail with central frequency f0 > 3400 Hz;
for this part of the run only the triggers with central
frequency  3400 Hz are admitted. The full frequency
range is considered for all times from May 16 onward.
As a result, the high-frequency cWB analysis is divided
into three parts, the first two parts are in O3a (before
and after May 16, 2019, see above), and the third part
corresponds to all of O3b. Total background livetimes of
around 1000 years are produced for O3.

The significance of each trigger is calculated by com-
paring the coherent network SNR ⌘c [34] with the back-
ground distribution of the bin and the network to which
the trigger belongs. The inverse false alarm rate (iFAR)
is calculated for each observed trigger. The iFAR for the
low-frequency analysis is penalized by a trials factor of
3 corresponding to the three analysis bins LF1, LF2 and
LF3. The criteria for a significant detection of an event
is set at iFAR � 100 years.

The analysis results for the cWB low-frequency region
are shown in Figure 2. The loudest candidate event in the
HL network after excluding known CBCs [3] occurred at
UTC 2019-09-28 02:11:45. This candidate has an iFAR
of 0.53 years. The second most significant candidate in
this network occurred at UTC time 2019-08-04 08:35:43,
with an iFAR of 0.19 years. The loudest candidate for
the HV and LV networks is an HV event at UTC time
2019-04-30 00:49:32, with an iFAR of 12 years. Though
none of these meet the iFAR threshold of 100 years for
a detection, investigations into these loudest remaining
candidates are discussed further in Section III B.

The results for the high-frequency cWB analysis are
shown in Figure 3, the loudest event has an iFAR of
0.3 years.
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FIG. 2. Cumulative number of events versus inverse false
alarm rate (iFAR) found by the cWB low-frequency analysis
using all O3 data for the HL network (top panel), and the HV
and LV networks combined (bottom panel). Circular points
show results for all data and triangular points show after times
around all known compact binary coalescence sources have
been excised. The solid line shows the expected mean value of
the background, given the analyzed time. The shaded regions
show the 1, 2, and 3 � Poisson uncertainty regions.

2. BayesWave

BW [38–40] is a Bayesian algorithm modeling both
GW signals and non-Gaussian noise transients as sums
of sine-Gaussian wavelets. The number of wavelets used
is marginalized over using a trans-dimensional Reversible
Jump Markov Chain Monte Carlo algorithm. The detec-
tion statistic used is the natural logarithm of the signal-
to-glitch Bayes factor (ln BS,G), i.e. the Bayes factor be-
tween the signal model consisting of Gaussian noise and
an astrophysical signal coherent across detectors; and
the glitch model, which describes the data as Gaussian
noise and glitches modeled independently in each detec-
tor. Thus a positive ln BS,G indicates that the presence
of a GW signal is favored, while a negative ln BS,G shows
support for the event being a glitch.

Due to the trans-dimensional sampling it requires, ana-
lyzing the entire O3 dataset with BW is computationally
prohibitive. Thus BW is used as a follow-up to the cWB
pipeline, similarly to previous observing runs [13, 15]. By

15

FIG. 3. Cumulative number of events versus inverse false
alarm rate (iFAR) found by the cWB high-frequency analy-
sis (triangular points) using all O3 data for the HL network
(Virgo is not used for high-frequency search). The solid line
shows the expected mean value of the background, given the
analyzed time. The shaded regions show the 1, 2, and 3 �
Poisson uncertainty regions.

doing so an additional measurement of iFAR for the can-
didates followed up by BW is acquired, thus making the
search presented in this paper more robust against po-
tential shortcomings of individual algorithms. BW fol-
lowed up cWB candidates in the low-frequency analysis,
treating all the search bins as a single bin, and using a
threshold of ⌘c = 9.90. BW uses the same background
data set as cWB from time slides.

A total of 22 cWB candidates are above the ⌘c thresh-
old, 19 of which are known CBC candidate events de-
scribed in recent or future publications. This is fewer
than found by cWB, because not all CBC candidates
passed the BW follow-up threshold. The combined re-
sults from all detector networks are shown in Figure 4 in
terms of the cumulative distribution of their iFAR values.
The three candidate events remaining after removing the
known CBC candidate events are discussed in the pre-
vious section. None of these is found with high enough
significance in BW to be considered a likely GW event.
Section III B discusses these candidate burst events.

B. Candidate events

1. Surviving non-CBC candidates

The three non-CBC candidate events with ⌘c values
above 9.90, a high enough value to trigger BW follow-
up, are discussed individually below. They are identified
by the time at which they occurred. In each case, the
statistical significance is not high enough to claim the
candidate as a GW event. Though none of these candi-
dates are vetoed by data quality procedures, data quality
concerns for each case are discussed.
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FIG. 4. Cumulative number of events versus inverse false
alarm rate (iFAR) found by the BW follow-up to the cWB
low-frequency analyses using all O3 data (circular points)
and after times around all compact binary coalescence sources
have been excised (triangular points). The solid line shows the
expected background, given the analyzed time. The shaded
regions show the 1, 2, and 3 � Poisson uncertainty regions.

2019-09-28 02:11:45 UTC The most significant HL
cWB candidate has an inverse false alarm rate of
0.53 years in cWB all-sky and 0.8 years in the BW follow-
up. This initially appeared in the low-latency CBC-
focused cWB analysis but was manually rejected in near-
real time as most probably being caused by a glitch in the
Livingston detector [41]. It does not pass signal consis-
tency cuts specific to the version of that search focused on
CBCs, described in [3], but remains in the more general
burst analysis at lower significance. Instrumental inves-
tigations into possible origins focused on magnetic noise
in the station at the end of Hanford’s X-arm, but mag-
netic coupling was ruled out as a significant contributor
to the power of the putative signal. The morphology in
the Livingston detector resembles Tomte glitches [24, 42]
appearing at other times, while there is little power in the
Hanford detector. The significant di↵erence in the rela-
tive amplitude between Hanford and Livingston would
mean that, if astrophysical, this candidate event would
have to originate from the ⇠5% of the sky where Han-
ford has negligible sensitivity but Livingston’s sensitivity
is significant.
2019-08-04 08:35:43 UTC The second most significant

low-frequency HL cWB candidate, at an iFAR of 0.19
years, was also initially identified in a low-latency cWB
targeted search for binary black hole coalescences. BW
follow-up finds an iFAR of 12.2 years, making this the
most significant non-CBC outlier in that analysis. It oc-
curred less than a second after an SNR ⇠60 series of
glitches in Livingston, which are themselves too loud to
be astrophysical. These glitches morphologically resem-
ble the Repeating Blips class of glitches [42] occurring at
other times in both LIGO interferometers. Its close prox-
imity to these glitches makes it impossible to discount
an instrumental origin, though it is not vetoed by any
auxiliary witness channel. As a follow-up study to the

BW cWB 

32-1024 Hz (HL,HV,LV networks)

Fig2 and 4 of  arXiv:1905.03457 



Searches and results : High Frequency  

❖ For High Frequency we just 
use the HL network since 
Virgo has significant sensitivity 
imbalance for high frequencies 
(> 1000 Hz) 

❖ The search does not find any 
significant events 

❖ Overall the short duration 
search has no detections for O3
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FIG. 3. Cumulative number of events versus inverse false
alarm rate (iFAR) found by the cWB high-frequency analy-
sis (triangular points) using all O3 data for the HL network
(Virgo is not used for high-frequency search). The solid line
shows the expected mean value of the background, given the
analyzed time. The shaded regions show the 1, 2, and 3 �
Poisson uncertainty regions.

doing so an additional measurement of iFAR for the can-
didates followed up by BW is acquired, thus making the
search presented in this paper more robust against po-
tential shortcomings of individual algorithms. BW fol-
lowed up cWB candidates in the low-frequency analysis,
treating all the search bins as a single bin, and using a
threshold of ⌘c = 9.90. BW uses the same background
data set as cWB from time slides.

A total of 22 cWB candidates are above the ⌘c thresh-
old, 19 of which are known CBC candidate events de-
scribed in recent or future publications. This is fewer
than found by cWB, because not all CBC candidates
passed the BW follow-up threshold. The combined re-
sults from all detector networks are shown in Figure 4 in
terms of the cumulative distribution of their iFAR values.
The three candidate events remaining after removing the
known CBC candidate events are discussed in the pre-
vious section. None of these is found with high enough
significance in BW to be considered a likely GW event.
Section III B discusses these candidate burst events.

B. Candidate events

1. Surviving non-CBC candidates

The three non-CBC candidate events with ⌘c values
above 9.90, a high enough value to trigger BW follow-
up, are discussed individually below. They are identified
by the time at which they occurred. In each case, the
statistical significance is not high enough to claim the
candidate as a GW event. Though none of these candi-
dates are vetoed by data quality procedures, data quality
concerns for each case are discussed.

FIG. 4. Cumulative number of events versus inverse false
alarm rate (iFAR) found by the BW follow-up to the cWB
low-frequency analyses using all O3 data (circular points)
and after times around all compact binary coalescence sources
have been excised (triangular points). The solid line shows the
expected background, given the analyzed time. The shaded
regions show the 1, 2, and 3 � Poisson uncertainty regions.

2019-09-28 02:11:45 UTC The most significant HL
cWB candidate has an inverse false alarm rate of
0.53 years in cWB all-sky and 0.8 years in the BW follow-
up. This initially appeared in the low-latency CBC-
focused cWB analysis but was manually rejected in near-
real time as most probably being caused by a glitch in the
Livingston detector [41]. It does not pass signal consis-
tency cuts specific to the version of that search focused on
CBCs, described in [3], but remains in the more general
burst analysis at lower significance. Instrumental inves-
tigations into possible origins focused on magnetic noise
in the station at the end of Hanford’s X-arm, but mag-
netic coupling was ruled out as a significant contributor
to the power of the putative signal. The morphology in
the Livingston detector resembles Tomte glitches [24, 42]
appearing at other times, while there is little power in the
Hanford detector. The significant di↵erence in the rela-
tive amplitude between Hanford and Livingston would
mean that, if astrophysical, this candidate event would
have to originate from the ⇠5% of the sky where Han-
ford has negligible sensitivity but Livingston’s sensitivity
is significant.
2019-08-04 08:35:43 UTC The second most significant

low-frequency HL cWB candidate, at an iFAR of 0.19
years, was also initially identified in a low-latency cWB
targeted search for binary black hole coalescences. BW
follow-up finds an iFAR of 12.2 years, making this the
most significant non-CBC outlier in that analysis. It oc-
curred less than a second after an SNR ⇠60 series of
glitches in Livingston, which are themselves too loud to
be astrophysical. These glitches morphologically resem-
ble the Repeating Blips class of glitches [42] occurring at
other times in both LIGO interferometers. Its close prox-
imity to these glitches makes it impossible to discount
an instrumental origin, though it is not vetoed by any
auxiliary witness channel. As a follow-up study to the

Fig3 of  arXiv:1905.03457 



Sensitivity : Generic Morphologies 

❖ We present the results of the sensitivity of the search for a wide variety of ad-hoc waveforms which 
contains Gaussians, sine-Gaussians and white noise bursts at iFAR > 100 years 

❖ These results can be transformed into quantities shown above namely, the energy emitted assuming 
narrow band signals with source at 10 Kpc at 50% detection efficiency and rate density upper limits at 90 % 
assuming 1 solar mass of GW emission 

❖ For comparison with the previous observing run (O2) we have representative white noise bursts injections 

10

17

sensitivity of the cWB and BW pipelines for SG wave-
forms. This is due to the fact that the detection statistic
ln BS,G used by BW scales linearly with the number of
wavelets used in the reconstruction [46, 47]. Because SG
and GA waveforms can be accurately reconstructed using
a single wavelet, BW is less sensitive to these particular
signals. For O3 the sensitivity to GA is worse compared
to O2, this is mainly due to the population of Blip glitches
during O3 that resembled GA injections, and are isolated
in a dedicated bin as described in Section III A 1.

O3a O3b

Morphology cWB BW cWB BW

Gaussian pulses (linear)

⌧GA = 0.1 ms 18.1 - 8.2 -

⌧GA = 2.5 ms 25.2 - 10.5 -

Sine-Gaussian wavelets (circular)

f0 = 70 Hz, Q = 3 1.1 > 40 1.1 > 40

f0 = 70 Hz, Q = 100 1.0 > 40 1.0 > 40

f0 = 235 Hz, Q = 100 0.8 2.5 0.8 3.7

f0 = 554 Hz, Q = 8.9 1.0 > 40 1.1 > 40

f0 = 849 Hz, Q = 3 1.5 > 40 1.6 > 40

f0 = 1304 Hz, Q = 9 1.9 - 1.9 -

f0 = 1615 Hz, Q = 100 2.2 - 2.4 -

f0 = 2000 Hz, Q = 3 3.2 - 3.1 -

f0 = 2477 Hz, Q = 8.9 3.8 - 3.7 -

f0 = 3067 Hz, Q = 3 5.6 - 5.0 -

White-noise bursts

flow = 100 Hz, �f = 100 Hz, ⌧WNB = 0.1 s 0.9 2.6 1.0 3.4

flow = 250 Hz, �f = 100 Hz, ⌧WNB = 0.1 s 0.9 2.2 1.0 3.5

f0 = 750 Hz, �f = 100 Hz, ⌧WNB = 0.1 s 1.5 2.8 1.5 3.9

TABLE I. The hrss values (in units of 10�22 Hz�1/2) for which
50% detection e�ciency is achieved with an iFAR of 100 years
for each of the injected signal morphologies. The SG wave-
forms reported in this table have circular polarization. “> 40”
indicates that 50% detection e�ciency is not achieved for the
maximum hhrss used in this injection set, and “-” denotes
waveforms not analysed by BW.

The detection e�ciencies obtained can be used to de-
termine the typical amount of energy emitted in GWs
needed for a detection. This is done assuming a standard-
candle source at a distance of r0 = 10 kpc radiating GWs
isotropically at a central frequency of f0. The amount of
energy radiated assuming the signal to be narrow band
is then given by [45]
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This equation is valid for circular SG and WNB injec-
tions, while for the case of elliptical SG injections the en-
ergy is given as Erot

GW = (2/5) ⇥ Eiso
GW, accounting for the

rotating system emission [48]. The narrow band approx-
imation used in this equation leads to  6% systematics
in computed energy for WNB and is much lower ( 3%)
for the SG injections. This approximation does not hold
for the GA injections, which are broadband. The hrss

values for 50% detection e�ciency are used to find the
typical amount of energy that needs to be radiated by
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FIG. 5. The GW emitted energy in units of solar masses that
correspond to a 50% detection e�ciency at an iFAR of � 100
years, for a source emitting at 10 kpc. The waveforms repre-
sented here include all of the circular SG and WNB injections
as given in Table I using EGW = Eiso

GW. The SG waveforms
with uniform distribution in cosine of inclination angle (ellip-
tical SG) are also reported using EGW = Erot

GW. Only cWB
results are presented for O3 as it is the most sensitive pipeline
for the injection set used here. The same results for O2 are
also shown for comparison for the WNB waveforms.

FIG. 6. Upper limits for the GW rate-density at 90% con-
fidence intervals as measured for the O3 cWB analysis using
the elliptical SG and WNB waveforms are plotted assuming
1 M�c

2 of GW energy has been emitted from the source. For
WNB waveforms the results from O2 are also plotted for com-
parison: the O3 rate density upper limit is about one order of
magnitude better than that achieved in O2. These results can
be scaled to any emission energy EGW in solar masses using
the relation rate-density / E�3/2

GW .

the GW source in order to be detected by cWB. These
results are shown in Figure 5. The WNB injections for
O2 are carried forward for comparison with O3. WNB
results show a factor of 2 improvement, compatible with
improvements in detector sensitivity.

Given that the searches do not find any GW tran-
sient sources beyond the known CBC signals, the upper
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sensitivity of the cWB and BW pipelines for SG wave-
forms. This is due to the fact that the detection statistic
ln BS,G used by BW scales linearly with the number of
wavelets used in the reconstruction [46, 47]. Because SG
and GA waveforms can be accurately reconstructed using
a single wavelet, BW is less sensitive to these particular
signals. For O3 the sensitivity to GA is worse compared
to O2, this is mainly due to the population of Blip glitches
during O3 that resembled GA injections, and are isolated
in a dedicated bin as described in Section III A 1.
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50% detection e�ciency is achieved with an iFAR of 100 years
for each of the injected signal morphologies. The SG wave-
forms reported in this table have circular polarization. “> 40”
indicates that 50% detection e�ciency is not achieved for the
maximum hhrss used in this injection set, and “-” denotes
waveforms not analysed by BW.

The detection e�ciencies obtained can be used to de-
termine the typical amount of energy emitted in GWs
needed for a detection. This is done assuming a standard-
candle source at a distance of r0 = 10 kpc radiating GWs
isotropically at a central frequency of f0. The amount of
energy radiated assuming the signal to be narrow band
is then given by [45]
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tions, while for the case of elliptical SG injections the en-
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GW, accounting for the

rotating system emission [48]. The narrow band approx-
imation used in this equation leads to  6% systematics
in computed energy for WNB and is much lower ( 3%)
for the SG injections. This approximation does not hold
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GW. Only cWB
results are presented for O3 as it is the most sensitive pipeline
for the injection set used here. The same results for O2 are
also shown for comparison for the WNB waveforms.
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fidence intervals as measured for the O3 cWB analysis using
the elliptical SG and WNB waveforms are plotted assuming
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2 of GW energy has been emitted from the source. For
WNB waveforms the results from O2 are also plotted for com-
parison: the O3 rate density upper limit is about one order of
magnitude better than that achieved in O2. These results can
be scaled to any emission energy EGW in solar masses using
the relation rate-density / E�3/2
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the GW source in order to be detected by cWB. These
results are shown in Figure 5. The WNB injections for
O2 are carried forward for comparison with O3. WNB
results show a factor of 2 improvement, compatible with
improvements in detector sensitivity.

Given that the searches do not find any GW tran-
sient sources beyond the known CBC signals, the upper
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sensitivity of the cWB and BW pipelines for SG wave-
forms. This is due to the fact that the detection statistic
ln BS,G used by BW scales linearly with the number of
wavelets used in the reconstruction [46, 47]. Because SG
and GA waveforms can be accurately reconstructed using
a single wavelet, BW is less sensitive to these particular
signals. For O3 the sensitivity to GA is worse compared
to O2, this is mainly due to the population of Blip glitches
during O3 that resembled GA injections, and are isolated
in a dedicated bin as described in Section III A 1.

O3a O3b

Morphology cWB BW cWB BW

Gaussian pulses (linear)

⌧GA = 0.1 ms 18.1 - 8.2 -

⌧GA = 2.5 ms 25.2 - 10.5 -

Sine-Gaussian wavelets (circular)

f0 = 70 Hz, Q = 3 1.1 > 40 1.1 > 40

f0 = 70 Hz, Q = 100 1.0 > 40 1.0 > 40

f0 = 235 Hz, Q = 100 0.8 2.5 0.8 3.7

f0 = 554 Hz, Q = 8.9 1.0 > 40 1.1 > 40

f0 = 849 Hz, Q = 3 1.5 > 40 1.6 > 40

f0 = 1304 Hz, Q = 9 1.9 - 1.9 -

f0 = 1615 Hz, Q = 100 2.2 - 2.4 -

f0 = 2000 Hz, Q = 3 3.2 - 3.1 -

f0 = 2477 Hz, Q = 8.9 3.8 - 3.7 -

f0 = 3067 Hz, Q = 3 5.6 - 5.0 -

White-noise bursts

flow = 100 Hz, �f = 100 Hz, ⌧WNB = 0.1 s 0.9 2.6 1.0 3.4

flow = 250 Hz, �f = 100 Hz, ⌧WNB = 0.1 s 0.9 2.2 1.0 3.5
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TABLE I. The hrss values (in units of 10�22 Hz�1/2) for which
50% detection e�ciency is achieved with an iFAR of 100 years
for each of the injected signal morphologies. The SG wave-
forms reported in this table have circular polarization. “> 40”
indicates that 50% detection e�ciency is not achieved for the
maximum hhrss used in this injection set, and “-” denotes
waveforms not analysed by BW.

The detection e�ciencies obtained can be used to de-
termine the typical amount of energy emitted in GWs
needed for a detection. This is done assuming a standard-
candle source at a distance of r0 = 10 kpc radiating GWs
isotropically at a central frequency of f0. The amount of
energy radiated assuming the signal to be narrow band
is then given by [45]
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ergy is given as Erot
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GW, accounting for the

rotating system emission [48]. The narrow band approx-
imation used in this equation leads to  6% systematics
in computed energy for WNB and is much lower ( 3%)
for the SG injections. This approximation does not hold
for the GA injections, which are broadband. The hrss
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typical amount of energy that needs to be radiated by
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correspond to a 50% detection e�ciency at an iFAR of � 100
years, for a source emitting at 10 kpc. The waveforms repre-
sented here include all of the circular SG and WNB injections
as given in Table I using EGW = Eiso

GW. The SG waveforms
with uniform distribution in cosine of inclination angle (ellip-
tical SG) are also reported using EGW = Erot

GW. Only cWB
results are presented for O3 as it is the most sensitive pipeline
for the injection set used here. The same results for O2 are
also shown for comparison for the WNB waveforms.
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be scaled to any emission energy EGW in solar masses using
the relation rate-density / E�3/2

GW .

the GW source in order to be detected by cWB. These
results are shown in Figure 5. The WNB injections for
O2 are carried forward for comparison with O3. WNB
results show a factor of 2 improvement, compatible with
improvements in detector sensitivity.

Given that the searches do not find any GW tran-
sient sources beyond the known CBC signals, the upper
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sensitivity of the cWB and BW pipelines for SG wave-
forms. This is due to the fact that the detection statistic
ln BS,G used by BW scales linearly with the number of
wavelets used in the reconstruction [46, 47]. Because SG
and GA waveforms can be accurately reconstructed using
a single wavelet, BW is less sensitive to these particular
signals. For O3 the sensitivity to GA is worse compared
to O2, this is mainly due to the population of Blip glitches
during O3 that resembled GA injections, and are isolated
in a dedicated bin as described in Section III A 1.
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indicates that 50% detection e�ciency is not achieved for the
maximum hhrss used in this injection set, and “-” denotes
waveforms not analysed by BW.
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the GW source in order to be detected by cWB. These
results are shown in Figure 5. The WNB injections for
O2 are carried forward for comparison with O3. WNB
results show a factor of 2 improvement, compatible with
improvements in detector sensitivity.

Given that the searches do not find any GW tran-
sient sources beyond the known CBC signals, the upper
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Sensitivity :Core Collapse Supernovae  
❖ Our low frequency short duration search 

is also sensitive to a wide variety of core 
collapse supernovae (CCSN) models 

❖ We have picked 5 models which provide 
a pseudo complete picture of the 
physical phenomena and different 
modelling methods 

❖ The injections are done uniformly in sky 
location to obtain the distance at which 
10% and 50% efficiency is achieved for 
each model 

❖ We also compute the total efficiency for 
galactic distribution of CCSN in distance 
and sky direction 
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FIG. 7. Distances at which 50% and 10% detection e�cien-
cies are reached for di↵erent CCSN waveforms indicated by
the left sides and right sides of rectangles, respectively. Di↵er-
ent colors represent results from the two detection algorithms
used.

model), which is smaller than the typical range of cur-
rently operating neutrino detectors (e.g., [63]). Thus any
CCSN detection by the search presented in this paper
would have an observable neutrino counterpart.

The same waveforms are also generated with a spatial
distribution sampling the stellar mass distribution of the
Milky Way, which is modeled as consisting of a bulge, a
thick stellar disk and a thin stellar disk, with parameters
taken from [64] and [65]. The overall e�ciency for these
injection sets is reported in Table II. These represent the
total fraction of simulated signals recovered, and thus are
indicative of the probability that the search presented in
this paper would detect a Galactic CCSN event given
that the detectors were operational and under the as-
sumption of a given CCSN model. For two typical CCSN
models (m20 and s9 ) the search did not detect any of the
simulated signals, so an upper limit on the e�ciency is
quoted. This is expected, since the detector network is
only sensitive to these waveforms out to ⇠1 kpc, and the
Galactic matter density model is strongly peaked around
the Galactic center, so there are very few simulated sig-
nals at small distances. BW and cWB achieve low e�-
ciencies for s18, while they both detect a large fraction
of events from the two models producing higher GW am-
plitudes (m39 and 35OC ).

C. Sensitivity to isolated neutron star emitters

A fraction of the neutron star population is known to
show transient excitations measured by EM observations.
These involve glitching pulsars and magnetars whose flar-
ing activity include soft gamma repeaters, anomalous X-
ray pulsars and giant flares. The observed rate of such
phenomena is expected to be accompanied by a larger
rate of yet unobserved events. This work focuses only on

Model s18 m20 s9 m39 35OC

cWB 1.2% <0.1% <0.1% 69.4% 89.8%

BW 0.3% <0.1% <0.1% 65.4% 89.1%

TABLE II. The overall e�ciency values with an iFAR of 100
years for each of the injected CCSN waveforms. There is a
significant di↵erence in e�ciency between models of typical
CCSNe and those with higher GW amplitudes. For two of
the typical CCSN models (m20 and s9 ) the e�ciency is prac-
tically zero. This is due to the fact that these can only be
detected out to ⇠1 kpc, while the Galactic distribution pro-
vides few CCSNe at such a close distance.

glitches, since a dedicated search for the case of magnetar
bursts is performed by a dedicated search (see [66] for O2
results). The two most-explored mechanisms in the lit-
erature for these neutron star excitations are starquakes
and superfluid crust interactions [67]. In the superfluid
mechanism there is an interaction of internal superfluid
with the solid crust of a neutron star [68, 69]. Because
of superfluid vortex avalanches during the spin-up phase
of pulsar glitches, the excitation of one or more families
of global oscillations in the neutron star leads to a GW
signal on a time scale around 40 s before the observed
jump in frequency. A search for short transient GW
emission associated with oscillations of the fundamental
quadrupole mode excited by a pulsar timing glitch was
performed with the data from LIGO’s fifth science run
(S5). No GW detection candidate was found associated
with a timing glitch in the Vela Pulsar in August 2006
and a Bayesian 90% credible upper limit of 6.3 ⇥ 10�21

on the peak intrinsic strain amplitude of GW assuming
a ring-down signal was set [9].

The precise model of the short-duration GW burst sig-
nal depends upon various considerations about the inter-
nal mechanism of the angular momentum transfer. The
bulk emission of GW bursts is assumed to be due to
f-mode excitation [9, 70]. Here it is assumed that the
GW burst signal coming from the glitching neutron star
is completely described by the f-mode oscillation mod-
eled by a damped sinusoid and the optimistic scenario
of the total glitch energy being converted to GW energy,
Eglitch = EGW. The same approach was followed in pre-
vious studies [9].

Estimates of the frequency and damping time of the
neutron star fundamental quadrupole mode for various
models of the equation of state (EoS) indicate that the
related GW frequency is expected in the range 2 kHz 
⌫GW  3 kHz and the damping time is in the range of tens
of milliseconds to as much as half a second [70]. Hence,
the higher frequency part of the HL all-sky search for
generic bursts can survey these phenomena and motivates
a dedicated astrophysical interpretation to explain the
search’s reach and coverage of Galactic sources.

The following discussion focuses on providing the sen-
sitivity of the all-sky search for GWs arising from neutron
star glitches. Here the Vela Pulsar is used as a standard
candle (distance of 287 pc and spin ⌫s = 11.2 Hz) to inter-

19

FIG. 7. Distances at which 50% and 10% detection e�cien-
cies are reached for di↵erent CCSN waveforms indicated by
the left sides and right sides of rectangles, respectively. Di↵er-
ent colors represent results from the two detection algorithms
used.

model), which is smaller than the typical range of cur-
rently operating neutrino detectors (e.g., [63]). Thus any
CCSN detection by the search presented in this paper
would have an observable neutrino counterpart.

The same waveforms are also generated with a spatial
distribution sampling the stellar mass distribution of the
Milky Way, which is modeled as consisting of a bulge, a
thick stellar disk and a thin stellar disk, with parameters
taken from [64] and [65]. The overall e�ciency for these
injection sets is reported in Table II. These represent the
total fraction of simulated signals recovered, and thus are
indicative of the probability that the search presented in
this paper would detect a Galactic CCSN event given
that the detectors were operational and under the as-
sumption of a given CCSN model. For two typical CCSN
models (m20 and s9 ) the search did not detect any of the
simulated signals, so an upper limit on the e�ciency is
quoted. This is expected, since the detector network is
only sensitive to these waveforms out to ⇠1 kpc, and the
Galactic matter density model is strongly peaked around
the Galactic center, so there are very few simulated sig-
nals at small distances. BW and cWB achieve low e�-
ciencies for s18, while they both detect a large fraction
of events from the two models producing higher GW am-
plitudes (m39 and 35OC ).

C. Sensitivity to isolated neutron star emitters

A fraction of the neutron star population is known to
show transient excitations measured by EM observations.
These involve glitching pulsars and magnetars whose flar-
ing activity include soft gamma repeaters, anomalous X-
ray pulsars and giant flares. The observed rate of such
phenomena is expected to be accompanied by a larger
rate of yet unobserved events. This work focuses only on

Model s18 m20 s9 m39 35OC

cWB 1.2% <0.1% <0.1% 69.4% 89.8%

BW 0.3% <0.1% <0.1% 65.4% 89.1%

TABLE II. The overall e�ciency values with an iFAR of 100
years for each of the injected CCSN waveforms. There is a
significant di↵erence in e�ciency between models of typical
CCSNe and those with higher GW amplitudes. For two of
the typical CCSN models (m20 and s9 ) the e�ciency is prac-
tically zero. This is due to the fact that these can only be
detected out to ⇠1 kpc, while the Galactic distribution pro-
vides few CCSNe at such a close distance.

glitches, since a dedicated search for the case of magnetar
bursts is performed by a dedicated search (see [66] for O2
results). The two most-explored mechanisms in the lit-
erature for these neutron star excitations are starquakes
and superfluid crust interactions [67]. In the superfluid
mechanism there is an interaction of internal superfluid
with the solid crust of a neutron star [68, 69]. Because
of superfluid vortex avalanches during the spin-up phase
of pulsar glitches, the excitation of one or more families
of global oscillations in the neutron star leads to a GW
signal on a time scale around 40 s before the observed
jump in frequency. A search for short transient GW
emission associated with oscillations of the fundamental
quadrupole mode excited by a pulsar timing glitch was
performed with the data from LIGO’s fifth science run
(S5). No GW detection candidate was found associated
with a timing glitch in the Vela Pulsar in August 2006
and a Bayesian 90% credible upper limit of 6.3 ⇥ 10�21

on the peak intrinsic strain amplitude of GW assuming
a ring-down signal was set [9].

The precise model of the short-duration GW burst sig-
nal depends upon various considerations about the inter-
nal mechanism of the angular momentum transfer. The
bulk emission of GW bursts is assumed to be due to
f-mode excitation [9, 70]. Here it is assumed that the
GW burst signal coming from the glitching neutron star
is completely described by the f-mode oscillation mod-
eled by a damped sinusoid and the optimistic scenario
of the total glitch energy being converted to GW energy,
Eglitch = EGW. The same approach was followed in pre-
vious studies [9].

Estimates of the frequency and damping time of the
neutron star fundamental quadrupole mode for various
models of the equation of state (EoS) indicate that the
related GW frequency is expected in the range 2 kHz 
⌫GW  3 kHz and the damping time is in the range of tens
of milliseconds to as much as half a second [70]. Hence,
the higher frequency part of the HL all-sky search for
generic bursts can survey these phenomena and motivates
a dedicated astrophysical interpretation to explain the
search’s reach and coverage of Galactic sources.

The following discussion focuses on providing the sen-
sitivity of the all-sky search for GWs arising from neutron
star glitches. Here the Vela Pulsar is used as a standard
candle (distance of 287 pc and spin ⌫s = 11.2 Hz) to inter-

Uniform in sky direction  

Galactic Distribution 
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Sensitivity : Isolated neutron stars emitters 
❖ The high frequency search is sensitive to the excitations 

of isolated neutron stars (NS)

❖ We assume the bulk of the  energy in GW goes into the 
f-mode emission modelled by damped sinusoids 

❖ We present the sensitivity at 50% efficiency and 
iFAR>100 years in terms of detachable glitch size by 
assuming Vela as the standard candle (distance and 
spin) and also all the glitch energy being converted to 
GW 

❖ The source is assumes to be uniformly distributed in 
the sky and has optimal orientation 

❖ We present the results for various masses of NS and 
also two EoS (soft and hard) 

❖ the box sizes represent the variation of the 
detectable glitch size due to the mass 

❖ Observed glitch sizes are 2-3 orders of magnitude 
weaker than what we expect the glitch size to be

❖ In future observing runs we will probe the glitch sizes 
which are observed*
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FIG. 8. Sensitivity to neutron star glitches is shown in terms
of detectable glitch size by considering the Vela Pulsar as a
standard candle (distance and spin of Vela) for soft (APR4)
and hard (H4) EoS assuming an optimally oriented source.
For each EoS the boxes show the search sensitivity of the
glitch size for 50% detection e�ciency at iFAR � 100 years,
and the spread of the box shows the variation within the mass
bin. A higher-mass neutron star allows for smaller glitches to
be detected. Glitch size across the parameter space for a Vela-
like pulsar would need to be stronger than ⇠10�4 for 50% of
the sources to be detected in O3.

pret the results as it is the closest known glitching pulsar
[71, 72]. The signal injections are uniform in all sky direc-
tions and the source is assumed to be optimally oriented,
i.e. circularly polarized. The f-mode damped sinusoid’s
frequencies and damping times are related to the mass
and radius of isolated neutron stars in the non-rotating
limit [73]. The neutron star masses are in the range of
1–2 M� with 0.25 M� bins. The radius of the neutron
star for each mass bin is determined by using two EoS,
these are APR4 (soft) [74] and H4 (hard) [75]. The ob-
servation of GW170817 suggests that APR4 is preferred
over H4 [76, 77]. The sensitivity is determined using the
hrss values at 50% detection e�ciency for each mass bin
and EoS. From this the detectable glitch size �⌫s is deter-
mined using equation 5 in [70], assuming that the neutron
star has the same distance and spin as the Vela Pulsar.
The typical hrss at 50% detection e�ciency for an iFAR
of 100 years is around 10�22 Hz�1/2. The sensitivities
are reported in terms of glitch size as a function of mass
and EoS in Figure 8. The detectable glitch size for the
O3 run is around 10�4 Hz, whereas the actual glitch sizes
vary between 10�9–10�4 Hz [78–80]. The sensitivities ob-
tained for O3 are thus not in the range where a detection
would be expected.

V. CONCLUSION

This paper reports the results of a search for short
duration GW transients of generic morphologies in O3.
The search uses minimal assumptions on the signal wave-

form, direction and arrival time and targets bursts with
duration up to a few seconds with reconstructed central
frequency from 24 Hz to 4096 Hz. The cWB algorithm
provides results for the entire frequency range, while the
BW algorithm performs a follow-up of the loudest cWB
candidate events with frequencies up to 1 kHz. Both
analyses detect GWs from CBC which have been identi-
fied by other targeted analyses for these sources. These
detections are not discussed in this paper and instead
have been included in papers dedicated to CBCs [3], or
will be included in upcoming papers. No other significant
events have been found. The three loudest candidates
remaining in the search are discussed, but their statisti-
cal significance is insu�cient to exclude an instrumental
origin. Two unmodeled GW transient candidates that
triggered online public alerts are also discussed, with ex-
planations of why they do not appear in this search.

The null result of this search allows setting of rate-
density upper limits, similarly to what was done for pre-
vious observation runs [13, 15, 45] at an inverse false
alarm rate threshold of 100 years. The current upper
limit is about one order of magnitude better than the
previous O2 limit over most of the frequency bandwidth
[13], mainly due to improved spectral sensitivity of the
detectors and increased observation time. In addition,
the typical sensitivity of this search improves by about
two orders of magnitude at the lowest frequencies tested
(70 Hz). The latter result stems from a combination of
lower detector noise, better cleaning of data from power
line sidebands, and algorithm improvements for glitch
classification. The null results can be used to estimate
sensitivity to certain classes of GW signals: CCSNe and
isolated NS excitations. No specific tuning of the analysis
is attempted, in order to preserve the general character
of the search. Five CCSN models have been tested: for
the two models that produce higher GW amplitudes, the
coverage of the Galaxy by this search is already good for
the O3 search. However, for more typical CCSN mod-
els, the current coverage of the Galaxy is still poor. It
is expected that during the next observation runs some
of these, e.g., model s18, might also achieve good Galac-
tic coverage using GW information alone, while the dis-
tance at which CCSNe described by models producing
higher GW amplitudes are detectable could reach the
distance of nearby dwarf galaxies, like the Large Mag-
ellanic Cloud. The neutron star signals considered are
f-mode emissions, modeled as damped oscillations with
central frequency and damping time determined by two
equations of state for the stellar mass range 1–2 M�. The
sensitivities achieved by this search for generic bursts are
still not su�cient to be able to detect such high-frequency
transients at the energy scale of pulsar glitches from e.g.,
the Vela Pulsar at high confidence. Nevertheless the out-
look is promising, since the expected improvements of the
GW detectors in the high-frequency band for the next
observation run are quite relevant [81], e.g., a factor 4
and 2 in amplitude strain spectral density for Virgo and
LIGO Hanford respectively. The resulting improvement

Detectable glitch size of a NS O3  
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Sensitivity : Memory of ultra light BBHs 
❖ We note that the merger of CBC which are less than 

0.4 solar masses the memory will lie in the band of 
out present day detectors for very nearby events  

❖ cWB search is indeed sensitive to memory bursts

❖ We find the range (iFAR ≥ 1yr) of the search by 
injecting 6 different memory signals in O2 data 
(equal masses, 3 non-spinning, 3 with 0.8 aligned 
spins)

❖ Constraints from memory are not competitive with 
matched-filter searches for the corresponding 
oscillatory signal (reported e.g. in LV O2 subsolar 
mass paper, arXiv:1904.08976 ) 

❖ However, memory only search expands the 
parameter space to masses below MTot ≤ 0.4M⊙ 

13 Upper limit on binary merger rate 

Memory in TF domain

Ebersold and Tiwari Phys.Rev.D 101 (2020) 10, 104041



Sensitivity : Hyperbolic encounters  
❖ BH and NS are expected to experience single 

scattering events in dense stellar clusters. Such 
events, called hyperbolic encounters (HE), 
manifest as GW burst signals, and are potential 
GW sources.

❖ cWB in its most generic form is sensitive to 
hyperbolic encounters, but due to high rate of 
short and loud “glitches” the sensitivity is 
subdued. 

❖ We use targeted ML algorithm to enhance the 
sensitivity of cWB to hyperbolic encounter 
and did the search and sensitivity estimates 
for second half of third observing run 

14Bini, Tiwari et al Phys.Rev.D 109 (2024) 4, 042009
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Sensitivity : Direct capture of BHs   
❖ In very dense stellar environments 

(like AGNs) if the emitted GW due to 
binary encounters is large enough to 
make the total energy of the system 
negative it undergoes radiation 
driven capture. 

❖ The waveform is dominated by the 
strong field regime i.e. merger part, 
and hence we only have NR 
simulations for these 

❖ We performed sensitivity studies for 
cWB for various mass, mass-ratios 
and we find that these sources are 
detectable to relatively high redshifts. 

15Ebersold, Tiwari et al Phys.Rev.D 106 (2022) 10, 104014



Conclusions 
❖ No significant events were found by the all-sky short duration search for O3 
❖ We have updated the upper limits for the GW emission and rate density 

upper limits 
❖ We have also interpreted the null results of this search to astrophysical 

sources CCSN and isolated NS 
❖ The outlook is promising, with improvements in the detector sensitivities 

for the next observing run we expect to have the full galactic coverage of 
CCSN for various models and also probe the glitch size of observed NS 

❖ There are also consequences of generic searches for a wide variety of 
scenarios which needs to be looked at more deeply 
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