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Contributions at this meeting on NaI-based detectors

1. R. Cerulli, Annual modulation results from DAMA/LIBRA
2. D. D’Angelo, Status and prospects of the SABRE North experiment and NaI(Tl) crystal radiopurity
3. I. Coarasa, ANAIS-112: the most sensitive experiment to test the DAMA/LIBRA signal in

a model independent way
4. S. Lee, Dark Matter Annual Modulation Search in COSINE-100 Full Dataset and Beyond
5. S. Hollick, A combined search for dark matter with COSINE-100 and ANAIS-112
6. F. Reindl, The COSINUS dark matter search experiment
7. E. Barberio, The SABRE South Experiment at the Stawell Underground Physics Laboratory
8. S. H. Lee, Measurements of low energy nuclear recoil quenching factors for NaI(Tl) scintillating crystal
9. J. Apilluelo Allué, Dark matter search opportunities with NaI scintillating crystals using SiPMs at

cryogenic temperatures
10. V. Toso, ASTAROTH, an innovative detector for dark matter direct detection experiments



DM annual modulation

Considering (at least locally) 
an isotropic DM halo, the annual modulation 
is due to the combination of the earth’s motion 
about the sun and the sun’s motion 
about the center of the galaxy

𝑣⃗!" = 𝑣⃗!# + 𝑣⃗⨀ + 𝑣⃗⊕(t)

𝑣⃗⨀ +𝑣⃗⊕ (t) = 227 ± 20 + 14.43 ± 0.08 cos
2𝜋
1𝑦𝑟

𝑡 − 0.419 ± 0.002
𝑘𝑚
𝑠

Galactic plane

Ecliptic 

g f

g = 60.2o

f = 6.3o

Y, direction of
sun’s motion 
about the center 
of the galaxy

X, toward the center of
galaxy

Z

Maximum of velocity expected between June 2nd and 3rd (~152.5 days)

earth’s velocity in the galactic frame

Vernal equinox



DM interaction rate and annual modulation: an example
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Sm,k depends on particle physics parameters, astrophysical parameters, nuclear physics parameters, 
detector’s parameters.

A second order modulation is present due to diurnal earth’s rotation: 
at LNGS latitude: Sm, day ~ 0.015 Sm, year
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Modulation amplitude



DAMA/NaI 1998 – 2003: the first hint of AM

Nine 9.7 kg crystals
Early study of Sm with the likelihood method

𝐿 = ∏T,V,W 𝑒XY"#$
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µijk = (bjk +S0,k+Sm,kcosw(t-t0))MjDtiDEejk

j = detector; k = energy bin; i = time

Fit parameters: bjk +S0,k and Sm,k

fixed t0 and w

Need to improve statistics and radio-purity

Phys. Lett. B 424 (1998) 195

<Sm>[2,12] = 0.0368 ± 0.008 dru
<Sm>[12,20]= 0.0004±0.0104 dru

Sm = 0.0192±0.0031 dru in ROI [2,6] keV 
with 0.29 ton x yr exposure in 2003 (6.2s)



NaI-based detectors running/proposed to study DM

The choice of using NaI(Tl) is motivated from:

• well-known technology
• possibility to grow large (~10 kg) crystals with high radio-purity
• compact and segmented detector with high duty cycle
• high light output and good a/b pulse shape discrimination 
• posssibility to carry on routine calibration in the keV range
• scalability 
• no environmental problem in an underground laboratory
• sensitivity to different DM scenarios and interactions

Disadvantage: hygroscopic crystals

So far DM-Ice, NaIAD, DAMA/LIBRA, ANAIS-112, 
and COSINE-100 have been attempting to search
for DM with an array of NaI(Tl) detectors. 
New programs are under development: COSINE-100+, COSINE-200, SABRE, COSINUS, and 
PICOLON. R&D: ANAIS+, ASTAROTH

Experiment Location Target Mass [kg] Status

DAMA/LIBRA LNGS NaI(Tl) 250 running

ANAIS-112 LSC NaI(Tl) 112.5 running

COSINE-100 Y2L NaI(Tl) 106/61.3 upgrading

COSINE-200 Yemilab NaI(Tl) ~200 in preparation

SABRE
North / South

LNGS + 
SUPL

NaI(Tl) ~50 in preparation

COSINUS LNGS NaI ~1 in preparation

PICOLON Kamioka NaI(Tl) ~50 in preparation



Determine the DM annual modulation signature

𝑅 𝑡 = 𝑅\ 𝑡 + 𝐴 cos ]^
_
𝑡 − 𝜑 and R0(t) ≈ C+Be-t/t ≈ C’ – B’・t

• Residuals (B ≈ 0)
ü With many annual cycles and large exposure (the case of DAMA/LIBRA)
ü 𝑹𝒊 = 𝒓𝒊𝒋𝒌 − 𝒇𝒍𝒂𝒕𝒋𝒌 𝒋𝒌 with Ri the residual rate for single-hit events in the i-th time bin, rijk the rate in  j-th 

detector, k-th energy bin. flatjk is the average rate of the un-modulated component over the annual period.
ü In DAMA: annual cycle starts in Autumn and ends in Summer (DM signal goes from min to max). It reduces 

effect of long-living radioisotopes.
ü It can produce an artificial oscillation pattern (see JHEP 04 (2020) 137). Clear evidence of B=0 should be 

provided. 
• Analysis of frequency

ü Unevenly samples time-series studied by Lomb-Scargle periodogram
• Maximum Likelihood fit
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Cosmogenic backgrounds

• Cosmogenic activation in the ROI mainly comes from 3H, 
113Sn, 109Cd, 22Na

• Used for low energy calibrations:
ü 0.87 keV (22Na), 25.5 keV, 3.5 keV (109Cd), 30.5 keV 

(121Te), 67.8 keV (125I)

• Minimum order of 1 yr underground
cooling from cosmogenic 
activity required

• Underground growth?

Isotope T1/2

129I 1.57x107 yr
3H 12.3 yr

22Na 2.6 yr
109Cd 1.3 yr
121mTe 164 d
113Sn 115 d

123mTe 119 d
127mTe 106 d

125I 59 d
125mTe 57 d

121Te 19 d
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NaI-41 data (6 Feb 24), cut-based selection

126I + 121Te

125I 

126I
121mTe 127mTe



Tritium

• It is a relevant background source in the low energy ROI [1,6] keV
ü pure beta emitter with Qb = 18.591 keV and T1/2 = 12.312 years
ü the fraction of the spectrum in the ROI corresponds to ~50 %
ü its activity in the crystal depends on the exposure on surface

• ANAIS has estimated the production rate at sea level to be RH =87±27 atoms/kg/day 
ü Astropart. Phys. 97, 96 (2018)

• R. Saldhana et al. PRD 107 (2023) 022006 found RH = 80±21 atoms/kg/day through
controlled irradiation of NaI crystals with a neutron beam

• If the exposure history is known: 
ü 𝐴!"#$#%& 𝑡 = 𝑓 % 𝑅' % 1 − 𝑒($!"#$%&'!/* with f a factor to account for the altitude at the 

production site



210Pb

• It can be an important source of background from the
crystal bulk
o fraction of spectrum for intrinsic accounts for ~ 3% in ROI

• It can be implanted on the surface from the 222Rn
decay chain

• It can be present in the reflector around the crystal

• The contribution to the background in the ROI depends on the
depth distribution on the crystal surface or on the reflector
o a dedicated study is reported in Astrop. Phys. 126 (2021)

102518
o The energy spectrum depends on the depth profile ranging

~0.1-1.5 µm which can show features due to 210Pb
producing conversion e- at 30.2 keV or Auger e- at ~ 12 keV
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Fig. 4 Comparison of background spectra of 210Pb simu-
lated for various surface thicknesses of PTFE reflector. The
activity of 1 mBq/kg is used to normalize the simulation re-
sults.

46.5 keV gamma-ray line; most of the events in the peak
are from the conversion electrons, Auger electrons, and
X-rays, followed by beta electrons from the decay to
210Bi. As a result, the peak is non-Gaussian. It is not
well reproduced by the simulations using the Geant4
version 4.9.6.p02 and, thus, we will consider a higher
version number for further modeling.

We found that it was not possible to model the
Crystal-1 and 2 background spectra for energies below
30 keV with only bulk and surface 210Pb contamina-
tions (see Fig. 2(a)). To get adequate fits to both crys-
tals, we had to include significant contributions from
3H and 109Cd, as shown in Fig. 3(a) and 3(b). They are
also included in the models for the other crystals.

Internal 210Pb contamination levels independently
determined from the alpha activities in the crystals are
listed in Table 1. To study surface contamination in
the crystals both bulk and surface 210Pb components
are free floated in the fit. The 40K contamination levels
in the crystals are identified by coincident signals be-
tween a 3.2 keV emission in one NaI(Tl) detector and
a 1460.8 keV gamma-ray in one of the other NaI(Tl)
crystals or an energy deposition in the LS. Background
from the readout PMTs and surrounding material is
considered as external components.

4.2 Background model for crystals 3 and 4

Although Crystal-3 and 4 were both grown withWIMP-
Scint-II grade powder by Alpha Spectra in July 2014,
they were delivered to the Y2L at di↵erent times. Cryst-
al-3 has a complicated exposure history and was re-
paired once before arriving at Y2L in July 2015 and has

remained underground ever since. On the other hand,
Crystal-4 was delivered at the Y2L in March 2016 after
being exposed to surface-level cosmic rays for about 2
years and was installed for COSINE-100 after just six
months of cooling. As a result, Crystal-4 is expected
to have short-lived cosmogenic isotopes as well as long-
lived cosmogenic isotopes.

The background spectrum of Crystal-3, shown in
Fig. 5a, has a peak around 10 keV that has not changed
over time. To understand its origin, we studied the ef-
fect of surface 210Pb from PTFE reflective sheets that
wrapped each crystal’s lateral surfaces in ten layers
with 250 µm total thickness. We simulated the back-
ground spectrum of 210Pb by generating it randomly
within the layer of the PTFE sheets with various thick-
nesses: 0.1, 0.5, 1.0, 2.0, 3.0, 5.0 µm, and also in the
bulk. The simulated spectra are shown in Fig. 4, where
each color represents the di↵erent surface depths and
the bulk reflector (black solid line). The peaks at 12 keV
and 46 keV, which are prominent for the bulk reflec-
tor, are due to the X-rays and 46.5 keV �-ray from the
decays of 210Pb, respectively. Conversion electrons con-
tribute peaks around 30 keV and 43 keV and beta elec-
trons contribute a continuum at peaks at low energy.
Since the conversion electrons’ energy losses depend on
the thickness of PTFE that they penetrate, these peaks
move to lower energies as the depth increases. In the
simulation we used the spectrum of 210Pb from the
bulk reflector to model the 12 keV peak because the
surfaces can be treated as a bulk with ⇠ 10 layers of
PTFE sheets.

The Crystal-4 spectrum, shown in Fig. 5b, has three
correlated peaks from the decay of 109Cd: ⇠3 keV and
⇠25 keV binding energies from L-shell/K-shell electron
captures and ⇠88 keV gamma-ray line from the isomer
transition of 109Ag. We also determined its half-life by
measuring the change of ⇠25 keV binding energies con-
tribution over time with a result that is in a good agree-
ment with the 462 day expectation. The activity from
the fit to the data, found to be 0.09±0.06 mBq/kg, is
consistent with the measurement.

4.3 Background model for crystals 6 and 7

Crystal-6 and 7 are twin crystals made from WIMPSci-
nt-III grade powder by Alpha Spectra at the same time.
They were installed 7 months after their delivery to
Y2L, similar to Crystal-4. However their surface expo-
sure times were shorter than those of the other crystals.
Figure 6 shows that the fitted simulation spectra accu-
rately reproduce the measured data. As expected, they
have similar contamination levels of short-lived cosmo-
genic isotopes.

Eur.Phys.J.C 78 (2018) 490



Rejection of background & noise events
A DM signal corresponds to single-hit events: only one detector 
at a time affected by a DM event. 
In NaI(Tl) below a few keV scintillation noise events are dominating 
the energy spectrum

• PMT-induced events that mimic scintillation signals + 
internal abnormal events

Required PSD tools in event selection procedure
• Scintillation events have a characteristic time  of order 250 ns. 

This is used to build PSD parameters
• Mean time is used to distinghuish b-like vs a-like events
• Asymmetry in the energy partition between PMTs 
• BDT tools are exploited to remove low energy noise events
• A likelihood score method developed by COSINE-100 to compare PMT 

waveforms for signal and noise events using calibration data
ü coupled with BDT this method achieves 80% selection efficiency 

in 1-1.5 keV energy bin
ü efficiency tested with g and neutron sources 

Example of anomalous scintillation 
event from ANAIS-112

NaI-33 low energy data analysis
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Pulse Shape Discrimination (PSD) parameters used to select scintillation events
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Coincidences with veto

The sharp increase below ~6 
keV is due to noise events
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Bell-event

NaI-33 low energy data analysis
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Pulse Shape Discrimination (PSD) parameters used to select scintillation events
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Coincidences with veto

The sharp increase below ~6 
keV is due to noise events
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Exploiting an Active Veto

A liquid scintillator based active veto has been exploited by COSINE and
SABRE to improve background rejection in the ROI. Internal low-energy
single-hit events accompanied by a high-energy emission can be efficiently
suppressed.

Frank Calaprice proposed the use of an active veto in 2009 in the framework
of SABRE (Sodium iodide with Active Background Rejection Experiment)

With an active veto:
• single-hit events are events with only one crystal triggered with no

measurable energy in the LS
• multi-hit events are events with more than one crystal triggered or

with at least one crystal and a measurable energy deposition in the
LS.

The Veto Concept 

 Active background rejection 

 Backgrounds from crystal 
and surrounding 
components, especially 
40K decay in NaI 

 External backgrounds 

 The veto detector 

 1.5 m x 1.5 m cylinder 

 Liquid scintillator: linear 
alkyl-benzene (LAB) 

 

Illustration of  veto principle (not to scale) 

PMTs 

γ 
photons 

e- 

Crystal Module 

5 Emily Shields, TAUP 2013 

• COSINE-100 makes use of 2,200 L of LAB +% of PPO + trace of bis-MSB
ü PPO is purified by water extraction
ü 20 keV LS threshold with 200 ns coincidence is required between LS and crystal signals
ü Veto efficiency requiring sing-hit events without LS signal is ~ 80%

• SABRE PoP makes use of 1,970 L of PC (distilled from Borexino) + 2.86 g/L of PPO
ü PPO is purified by water extraction
ü ~84%
ü Proved feasibility to observeK at the level of ppb contamination in crystals



Expected spectrum and sensitivity in DAMA-like detectors

FoM = 𝑺𝒎
𝟐

𝑴 𝒕
𝑺𝟎x𝑩

assume an exposure of 1000 kg x yr and Sm = 0.01 dru

FoM ~ 1.2 FoM ~ 2.3

For an ideal detector main background contributions in ROI 
expected from: 210Pb, 3H, 40K, 87Rb, 238U, 232Th

Different background contributions can produce similar 
overall statistical effect 

FoM ~ 2.5

210Pb ~ 20% (1 mBq/kg)
K ~ 15% (32 ppb)

3H ~ 28% (90 µBq/kg)

210Pb ~ 4% (26 µBq /kg)
K ~ 26% (14 ppb)

3H ~ 12% (10 µBq/kg)

210Pb ~ 37% (0.4 mBq/kg)
K ~ 2% (1 ppb)

3H ~ 28% (20 µBq/kg)



From DAMA/NaI to DAMA/LIBRA

Goal: enhance FoM = z(
]

F @
z)x{

• Improve crystal radio-purity for enhancing modulation effect

• Increase detector mass: ~ x3

• Improve detector performances



DAMA/LIBRA Phase I and Phase II (Riccardo Cerulli this meeting)

• DAMA/LIBRA Phase I
ü From 2003 to 2010
ü 7 annual cycles and 1.04 ton x yr
ü Rate in ROI [2,6]keV ~ 1 dru

• DAMA/LIBRA Phase II
• From 2011 – present
• First release in 2018 with 7 annual cycles and 1.13 ton x yr
• Replaced PMTs (higher QE, lower radioactivity and noise) and improved LY 

from ~6.8 to 8 ph.e/KeV and s/E by ~10%
• Rate in ROI [1,6]keV ~ 0.7 dru
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Fig. 4. Scheme of the building hosting the DAMA/LIBRA set-ups (not in scale). About 1 m of concrete (made from the Gran Sasso rock) almost fully
surrounds the set-up (mostly outside the building). In particular, room A hosts the glove-box for calibrations; some facilities are in room B; the
sensitive parts of the apparatus are in room C inside the passive multi-component multi-ton shield. This part is separated from the electronics. The
computer for DAQ is in room D.

Fig. 5. On the left: The glove-box for routine calibrations before installing the paraffin shield also around it; the glove-box, the source holders and
the coverage bricks can be seen there. On the right: The paraffin shield around the glove box can be seen. Other paraffin shield is part of the passive
shield (see Section 4.3.2).

a passive shield. The set-up is placed on a metal structure above a concrete basement made of excavation material
from the Gran Sasso rocks. A layer of neoprene separates this basement from the floor of the laboratory. The space
between the metal structure and the base is filled with paraffin with a thickness of several tens of cm. The shield
is completely sealed in a plexiglass box kept in HP nitrogen atmosphere with a slight overpressure compared to the
external environment; this box is the second sealing level from the environmental radon. Two mechanical systems allow
the lowering of the front and the back sides of the shield through an electric engine and, hence, to access during their
installation/upgrading/maintenance the inner copper box (third level of sealing from the air of the laboratory) in which
the detectors are located and continuously maintained in HP nitrogen atmosphere. A schematic view of the main parts
of the passive shield of DAMA/LIBRA is shown in Fig. 7.

The shield was made with highly radio-pure materials, mostly located underground for more than 20 years. All the
used materials have been selected for radio-purity and in particular the contaminations from isotopes with long lifetime
such as 238U, 232Th, 40K have been studied with DAMA/Ge detector and at the STELLA facility of LNGS with other HPGe
detectors.

The results reported in Table 1 show that the residual contaminants in the materials chosen for the DAMA/LIBRA shield
are at the level of sensitivity of the used HPGe detector.

The 25 highly radio-pure NaI(Tl) detectors are placed in 5 rows ⇥ 5 columns. Each one has 9.70 kg mass and the
size is (10.2 ⇥ 10.2 ⇥ 25.4) cm3. They constitute the sensitive part of the DAMA/LIBRA apparatus and together with the
PMTs (two for each detector at opposite sides) and their Cu shields are enclosed in the sealed low radioactive OFHC Cu
box (⇡ 65 ⇥ 60 ⇥ 80 cm3 size) continuously flushed with HP N2 in slight overpressure with respect to the external
environment.

Accumulated ~ 3 ton x yr
20 yr underground 



DAMA/LIBRA Phase I and Phase II
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Fig. 24. Experimental residual rate of the single-hit scintillation events measured by DAMA/NaI in the (2–6) keV energy interval as a function of
the time (exposure of 0.29 ton ⇥ yr). The superimposed curve is the cosinusoidal functional forms A cos!(t � t0) with a period T = 2⇡

!
= 1 yr, a

phase t0 = 152.5 day (June 2nd).

Fig. 25. Experimental residual rate of the single-hit scintillation events measured by DAMA/LIBRA-phase1 and DAMA/LIBRA-phase2 in the (2–6) keV
energy intervals as a function of the time. The superimposed curve is the cosinusoidal functional forms A cos!(t� t0) with a period T = 2⇡

!
= 1 yr, a

phase t0 = 152.5 day (June 2nd) and modulation amplitude, A, equal to the central value obtained by best fit on the data points of DAMA/LIBRA-phase1
and DAMA/LIBRA-phase2. For details see caption of Fig. 23.

The DAMA/LIBRA-phase1 (1.04 ton ⇥ yr, see Ref. [60,77–79]) and DAMA/LIBRA-phase2 (1.13 ton ⇥ yr, see Ref. [88–91])
residual rates of the single-hit scintillation events are reported in Fig. 25. The energy interval is from 2 keV, the software
energy threshold of DAMA/LIBRA-phase1, up to 6 keV. The null modulation hypothesis is rejected at very high C.L. by �2

test: �2/d.o.f . = 199.3/102, corresponding to P-value = 2.9 ⇥ 10�8.
The single-hit residual rates of the DAMA/LIBRA-phase2 (Fig. 23) have been fitted with the function: A cos!(t � t0),

considering a period T = 2⇡
!

= 1 yr and a phase t0 = 152.5 day (June 2nd) as expected by the DM annual modulation
signature; this can be repeated for the only case of (2–6) keV energy interval also including the former DAMA/NaI
and DAMA/LIBRA-phase1 data. The goodness of the fits is well supported by the �2 test; for example, �2/d.o.f . =
61.3/51, 50.0/51, 113.8/138 are obtained for the (1–3) keV and (1–6) keV cases of DAMA/LIBRA-phase2, and for the
(2–6) keV case of DAMA/NaI, DAMA/LIBRA-phase1 and DAMA/LIBRA-phase2, respectively. The results of the best fits are
summarized in Table 5. Table 5 also shows the results of the fit obtained when the period and the phase are kept free in
the fitting procedure. As reported in the table, the period and the phase are well compatible with expectations for a DM
annual modulation signal. In particular, the phase is consistent with about June 2nd and is fully consistent with the value
independently determined by Maximum Likelihood analysis (see later). For completeness, we recall that a slight energy
dependence of the phase could be expected (see e.g. Refs. [29–34]), providing intriguing information on the nature of
Dark Matter candidate and related aspects.

5.2. Absence of background modulation

Careful investigations on absence of any systematics or side reaction able to account for the measured modulation
amplitude and to simultaneously satisfy all the requirements of the signature have been quantitatively carried out (see
e.g. Refs. [60], and references therein); some of them will be mentioned in this review. In particular, the cases of muons,
neutrons and neutrinos have also been carefully investigated, as reported in Refs. [80,81]. Anyhow, it should be noted that
over some decades no other process has been found that can mimic the observed result of the DAMA annual modulation
signal.

The background in the lowest energy region is essentially due to ‘‘Compton’’ electrons, X-rays and/or Auger electrons,
muon induced events, etc., which are strictly correlated with the events in the higher energy region of the spectrum.
Thus, if a modulation detected in the lowest energy region were due to a modulation of the background (rather than to a

R. Bernabei, P. Belli, A. Bussolotti et al. / Progress in Particle and Nuclear Physics 114 (2020) 103810 33

Fig. 22. Low-energy distributions of the single-hit scintillation events (that is each detector has all the others as veto), as cumulatively measured
by the entire DAMA/LIBRA-phase1 (top) and DAMA/LIBRA-phase2 (bottom). For details see Ref. [60,76–79,88–90].

Fig. 23. Experimental residual rate of the single-hit scintillation events measured by DAMA/LIBRA-phase2 in the (1–3), (1–6) keV energy intervals
as a function of the time. The time scale is maintained the same of the previous DAMA papers for consistency. The data points present the
experimental errors as vertical bars and the associated time bin width as horizontal bars. The superimposed curves are the cosinusoidal functional
forms A cos!(t � t0) with a period T = 2⇡

!
= 1 yr, a phase t0 = 152.5 day (June 2nd) and modulation amplitudes, A, equal to the central values

obtained by best fit on the data points of the entire DAMA/LIBRA-phase2. The dashed vertical lines correspond to the maximum expected for the
DM signal (June 2nd), while the dotted vertical lines correspond to the minimum.

The residual rates are calculated from the measured rate of the single-hit events after subtracting the constant part for
each annual cycle, as described in Refs. [23,60,63,77–79]. The null modulation hypothesis is rejected at very high C.L. by �2

test: �2/d.o.f . = 127.3/52 and 150.3/52, respectively. The P-values are P = 3.0 ⇥ 10�8 and P = 1.7 ⇥ 10�11, respectively.
The residuals of the DAMA/NaI data (0.29 ton ⇥ yr) are given in Ref. [23,60,63,77]; those of the (2–6) keV energy

interval are also reported in Fig. 24.

Nucl.Phys.Atom.Energy 22 (2021) 4, 329-342

R. Bernabei, P. Belli, A. Bussolotti et al. / Progress in Particle and Nuclear Physics 114 (2020) 103810 35

Table 5
Modulation amplitude, A, obtained by fitting the single-hit residual rate of DAMA/LIBRA-phase2, as reported in Fig. 23, and also including the residual
rates of the former DAMA/NaI and DAMA/LIBRA-phase1. It was obtained by fitting the data with the formula: A cos!(t � t0). The period T = 2⇡

!
and

the phase t0 are kept fixed at 1 yr and at 152.5 day (June 2nd), respectively, as expected by the DM annual modulation signature, and alternatively
kept free. The results are well compatible with expectations for a signal in the DM annual modulation signature.

A (cpd/kg/keV) T = 2⇡
!

(yr) t0 (days) C.L.

1–3 keV (0.0184 ± 0.0023) 1.0 152.5 8.0 �
1–6 keV (0.0105 ± 0.0011) 1.0 152.5 9.5 �

DAMA/LIBRA-phase2 2–6 keV (0.0095 ± 0.0011) 1.0 152.5 8.6 �
1–3 keV (0.0184 ± 0.0023) (1.0000 ± 0.0010) 153 ± 7 8.0 �
1–6 keV (0.0106 ± 0.0011) (0.9993 ± 0.0008) 148 ± 6 9.6 �
2–6 keV (0.0096 ± 0.0011) (0.9989 ± 0.0010) 145 ± 7 8.7 �

DAMA/LIBRA-phase1 + 2–6 keV (0.0095 ± 0.0008) 1.0 152.5 11.9 �
DAMA/LIBRA-phase2 2–6 keV (0.0096 ± 0.0008) (0.9987 ± 0.0008) 145 ± 5 12.0 �

DAMA/NaI + 2–6 keV (0.0102 ± 0.0008) 1.0 152.5 12.8 �
DAMA/LIBRA-phase1 + 2–6 keV (0.0103 ± 0.0008) (0.9987 ± 0.0008) 145 ± 5 12.9 �
DAMA/LIBRA-phase2

Fig. 26. Distributions of the percentage variations of R90 with respect to the mean values for all the detectors in the DAMA/LIBRA-phase1 (left
histogram, [79]) and DAMA/LIBRA-phase2 (right histogram, [88,90]); the superimposed curve is a gaussian fit.

signal), an equal or larger modulation either in the higher energy regions or in the multiple-hit events should be present.
Thus, the time behavior of the integral counting rate above 90 keV, R90, was analyzed.

Fig. 26 shows the distributions of the percentage variations of R90 with respect to the mean values for all the
detectors in the DAMA/LIBRA-phase1 [79] and DAMA/LIBRA-phase2 [88,90]. They show a cumulative gaussian behavior
with � ' 1%, well accounted for by the statistical spread expected from the used sampling time.

In addition, fitting the time behavior of R90 including a term with phase and period as for DM particles, a modulation
amplitude AR90 compatible with zero has been found for all the annual cycles as reported in Table 6. This also excludes
the presence of any background modulation in the whole energy spectrum at a level much lower than the effect found
in the lowest energy region for the single-hit scintillation events. In fact, otherwise – considering the R90 mean values –
a modulation amplitude of order of tens cpd/kg would be present for each annual cycle, that is ' 100 � far away from
the measured values.

Similar results are obtained when comparing the single-hit residuals in the lowest energy interval with those in
other energy intervals, as those shown as example in Fig. 27. There, the single-hit residuals of DAMA/LIBRA-phase1 and
DAMA/LIBRA-phase2 are reported as if they were collected in a single annual cycle (i.e. binning in the variable time from
the January 1st of each annual cycle).

The modulation amplitudes obtained by fitting the time behavior of the residual rates of the single-hit scintillation
events in the energy intervals just above the energy region where the annual modulation is present are reported in
Ref. [79] for DAMA/LIBRA-phase1 and in Ref. [88,90] for DAMA/LIBRA-phase2. In the fit the phase and the period are at

Integral rate above 90 keV for phase I
and phase II to exclude a modulation of the 
background in the high energy region

Distribution of  single-hit events

Phase I

Phase II

All statistics: Sm = 0.00996 ± 0.00074 dru [2,6]keV T and t0 fixed
Sm = 0.01048 ± 0.00090 dru [1,6]keV T and t0 fixed

Phase I + Phase II
ns ~ 15 with Sm~0.01 dru
and rate in ROI ~ 1 dru 



Analysis in frequency

• Single-hit events in 1 day bins
• Method: G. Ranucci, M. Rovere, PRD 75 (2007)

013010
• Phase-1 and Phase-2 data
• Green line shows 90% C.L. from MC
• In the ROI a signal is present with frequency ~ 1 yr-1

• Above ROI no signal is present
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Fig. 29. Power spectra of the time sequence of the measured single-hit events for DAMA/LIBRA-phase1 and DAMA/LIBRA-phase2 grouped in 1 day
bins. In the order top, bottom-left, and bottom-right: spectra up to the Nyquist frequency for (2–6) keV and (6–14) keV energy intervals and their
zoom around the 1 yr�1 peak, for (2–6) keV (solid line) and (6–14) keV (dotted line) energy intervals. The main mode present at the lowest energy
interval corresponds to a frequency of 2.74 ⇥ 10�3 d�1 (vertical line, purple on-line). It corresponds to a period of ' 1 yr. A similar peak is not
present in the (6–14) keV energy interval. The shaded (green on-line) area in the bottom-right figure – calculated by Monte Carlo procedure –
represents the 90% C.L. region where all the peaks are expected to fall for the (2–6) keV energy interval. In the frequency range far from the signal
for the (2–6) keV energy region and for the whole (6–14) keV spectrum, the upper limit of the shaded region (90% C.L.) can be calculated to be
10.6 (continuous lines, green on-line) [88,90].

the fitted modulation amplitudes for the multiple-hit residual rate are well compatible with zero: �(0.0005 ± 0.0004)
cpd/kg/keV, and (0.0004 ± 0.0004) cpd/kg/keV, for DAMA/LIBRA-phase1 and DAMA/LIBRA-phase2, respectively. Thus,
again evidence of annual modulation with proper features as required by the DM annual modulation signature is present
in the single-hit residuals (events class to which the DM particle induced events belong), while it is absent in the multiple-
hit residual rate (event class to which only background events belong). Similar results were also obtained for the two last
annual cycles of DAMA/NaI [63]. Since the same identical hardware and the same identical software procedures have been
used to analyze the two classes of events, the obtained result offers an additional strong support for the presence of a
DM particle component in the galactic halo.

In conclusion, no background process able to mimic the DM annual modulation signature (that is, able to simultane-
ously satisfy all the peculiarities of the signature and to account for the measured modulation amplitude) has been found
(see also discussions e.g. in Ref. [60,76–81,88,90] and later).

5.3. The analysis in frequency

The Fourier analysis of the DAMA/LIBRA-phase1 and DAMA/LIBRA-phase2 data has been performed in a wider region
of frequency, binning the single-hit events in 1 day bins. Due to the low statistics in each time bin, a procedure detailed
in Ref. [48] has been followed. The whole power spectra up to the Nyquist frequency and the zoomed ones are reported
in Fig. 29. A clear peak corresponding to a period of 1 yr is evident for the lowest energy interval; the same analysis in
the (6–14) keV energy region shows only aliasing peaks instead. Neither other structure at different frequencies has been
observed.

As to the significance of the peaks present in the periodogram, we recall that the periodogram ordinate, z, at each
frequency follows a simple exponential distribution e�z in the case of the null hypothesis or white noise [126]. Therefore,
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Fig. 29. Power spectra of the time sequence of the measured single-hit events for DAMA/LIBRA-phase1 and DAMA/LIBRA-phase2 grouped in 1 day
bins. In the order top, bottom-left, and bottom-right: spectra up to the Nyquist frequency for (2–6) keV and (6–14) keV energy intervals and their
zoom around the 1 yr�1 peak, for (2–6) keV (solid line) and (6–14) keV (dotted line) energy intervals. The main mode present at the lowest energy
interval corresponds to a frequency of 2.74 ⇥ 10�3 d�1 (vertical line, purple on-line). It corresponds to a period of ' 1 yr. A similar peak is not
present in the (6–14) keV energy interval. The shaded (green on-line) area in the bottom-right figure – calculated by Monte Carlo procedure –
represents the 90% C.L. region where all the peaks are expected to fall for the (2–6) keV energy interval. In the frequency range far from the signal
for the (2–6) keV energy region and for the whole (6–14) keV spectrum, the upper limit of the shaded region (90% C.L.) can be calculated to be
10.6 (continuous lines, green on-line) [88,90].

the fitted modulation amplitudes for the multiple-hit residual rate are well compatible with zero: �(0.0005 ± 0.0004)
cpd/kg/keV, and (0.0004 ± 0.0004) cpd/kg/keV, for DAMA/LIBRA-phase1 and DAMA/LIBRA-phase2, respectively. Thus,
again evidence of annual modulation with proper features as required by the DM annual modulation signature is present
in the single-hit residuals (events class to which the DM particle induced events belong), while it is absent in the multiple-
hit residual rate (event class to which only background events belong). Similar results were also obtained for the two last
annual cycles of DAMA/NaI [63]. Since the same identical hardware and the same identical software procedures have been
used to analyze the two classes of events, the obtained result offers an additional strong support for the presence of a
DM particle component in the galactic halo.

In conclusion, no background process able to mimic the DM annual modulation signature (that is, able to simultane-
ously satisfy all the peculiarities of the signature and to account for the measured modulation amplitude) has been found
(see also discussions e.g. in Ref. [60,76–81,88,90] and later).

5.3. The analysis in frequency

The Fourier analysis of the DAMA/LIBRA-phase1 and DAMA/LIBRA-phase2 data has been performed in a wider region
of frequency, binning the single-hit events in 1 day bins. Due to the low statistics in each time bin, a procedure detailed
in Ref. [48] has been followed. The whole power spectra up to the Nyquist frequency and the zoomed ones are reported
in Fig. 29. A clear peak corresponding to a period of 1 yr is evident for the lowest energy interval; the same analysis in
the (6–14) keV energy region shows only aliasing peaks instead. Neither other structure at different frequencies has been
observed.

As to the significance of the peaks present in the periodogram, we recall that the periodogram ordinate, z, at each
frequency follows a simple exponential distribution e�z in the case of the null hypothesis or white noise [126]. Therefore,
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Fig. 20. Example of the energy spectrum of the single-hit scintillation events collected by one DAMA/LIBRA-phase2 detector in one annual cycle.
The software energy threshold of the experiment is 1 keV. The identified components of the background are reported: internal 129I (full blue
curve on-line), internal 40K (dashed blue curve on-line), 210Pb (internal: solid pink curve; external: dashed pink curve; on line), continuum due to
high-energy � /� contributions (light green line on-line). Finally, the cyan (on-line) curve at low energy represents the upper limit on S0. The red
(on-line) line is the sum of the previously mentioned contributions.

Fig. 21. Cumulative low-energy distribution of the single-hit scintillation events (that is each detector has all the others as veto), as measured by
DAMA/LIBRA-phase2 in an exposure of 1.13 ton ⇥ yr.

µBq/kg of 40K in this detector. The broaden structure around 12–15 keV can be ascribed to 210Pb either on the PTFE,
wrapping the bare crystal, and/or on the Cu housing, at level of 1.20 cpd/kg. The continuum due to high energy � /�
contributions is also reported. Below 5 keV a sharp decreasing curve represents the derived upper limit on S0.

The cumulative (over all the detectors and DAMA/LIBRA-phase2 annual cycles) low-energy distribution of the single-hit
scintillation events (that is each detector has all the others as veto) is reported in Fig. 21. Superimposed there is the model
of the 40K structure and the continuum. As can be seen, there is excess at low energy (online blue line in Fig. 21), which
can be considered as an upper limit on S0 in corollary model dependent analyses.

In particular, in DAMA/LIBRA-phase2 S0  0.80 cpd/kg/keV in the (1–2) keV energy interval, S0  0.24 cpd/kg/keV in
the (2–3) keV energy interval, and S0  0.12 cpd/kg/keV in the (3–4) keV energy interval, are obtained.

These upper limits have to be properly taken into account when corollary model-dependent analyses for a specific DM
candidate and scenario through maximum likelihood procedure is pursued. The accounting of these priors assures more
suitable determinations of allowed parameters space in this kind of analyses, as it will be described in detail in a later
section.

5. The model independent results

As mentioned above, after the pioneer DAMA/NaI experiment [23,61,63] and the conclusion of DAMA/LIBRA-phase1
[60,76–79] (cumulative exposure: 1.33 ton ⇥ yr, collected over 14 annual cycles), at the end of 2010 the DAMA/LIBRA
set-up was upgraded [87]. The aim of this upgrade was the lowering of the software energy threshold down to 1 keV,
increasing the experimental sensitivity. In fact such an achievement would improve the determination of DM annual
modulation parameters: amplitude, phase and period as a function of the energy (which are useful to discriminate
among some of the many possible physical scenarios), and to allow the study of second order effects. In particular,
after a commissioning period during 2011, the DAMA/LIBRA-phase2 experiment has begun its data acquisition. The first
data release of DAMA/LIBRA-phase2 occurred in 2018 [88–92]. The details of the annual cycles of the two phases of
DAMA/LIBRA are reported in Table 4.

During the first five annual cycles of DAMA/LIBRA-phase1 a detector was out of trigger; it was recovered in the 2008
upgrade [78]. The first annual cycle of DAMA/LIBRA-phase2 was dedicated to the commissioning and to the optimizations

From DAMA/LIBRA Phase-II
Prog.Part.Nucl.Phys. 114 (2020) 103810

natK: 14.2 ppb (40K: 440 µBq/kg) ~ 20%
210Pb: 26±3 µBq/kg  ~ 13%
129I: 947±20 µBq/kg
210Pb from PTFE/Cu housing: 1.20 cpd/kg

3H: < 90 µBq/kg (95% CL; measured during 
1st year of Phase-I)  < 15%

232Th: 2-30 µBq/kg (0.5-7.5 ppt) from a decays (224Ra, 
220Rn, 216Po) and assuming secular equilibrium.

238U: 8.6-124 µBq/kg (0.7-10 ppt) from a activity
assuming secular equilibrium and 232Th content.
CU+Th(ppt) = 0.093 Na/M(kg)T(day)
Observations show that 238U chain is not in out of
equilibrium.

Sharp increase below 3 keV can be used to set a limit
on S0

Powder after purification:
238U: 20 ppt
232Th: 20 ppt
natK: < 0.1 ppm

TlI after purification:
238U: 800 ppt
232Th: 120 ppt
natK: < 0.06 ppm
0.1% used in crystals



DAMA/NaI + DAMA/LIBRA Phase I 
1.33  ton x yr, Model dependent analysis 

c2/Ndof = 1.67

Sm = 0.0111±0.001 dru

𝑛C =
D'
>

E (
D"FG

= 11.6

RateROI=3.48 cpd/kg



DAMA/LIBRA Phase II only, 1.13 ton x yr
Model dependent analysis 

c2/Ndof = 5.08 Upper limit on S0

Total rate in ROI

1st analysis from S. Baum, K Freese, C. Kelso, Phys.Lett.B 789 (2019) 262-269
same conclusions



DAMA/NaI + DAMA/LIBRA Phase I +  DAMA/LIBRA Phase II 
(2.86 ton x yr above 2 keV)
Model dependent analysis

c2/Ndof = 3.44

Upper limit on S0



DAMA/LIBRA Phase 2: investigation on time dependent background

𝑆𝑆𝑚𝑚 = 0.011 ± 0.022 cpd/kg/keV
cr 1, 2-3 keV

𝑆𝑆𝑚𝑚 = 0.014 ± 0.020 cpd/kg/keV
cr 12, 2-3 keV

𝑆𝑆𝑚𝑚 = 0.014 ± 0.024 cpd/kg/keV
cr 16, 2-3 keV

𝑆𝑆𝑚𝑚 = 0.027 ± 0.016 cpd/kg/keV
cr 17, 2-3 keV

• Time bin: 5 days
• Red: maxlik analysis on single crystal with common (constant) 

background

𝜎𝜎𝑆𝑆𝑚𝑚(1 crystal) ≃ 0.02 → 𝜎𝜎𝑆𝑆𝑚𝑚(25 crystals) ≃
0.02
25
≃ 0.004 cpd/kg/keV

𝑆𝑆𝑚𝑚 = 0.014 ± 0.020 cpd/kg/keV
cr 7, 1-2 keV

𝑆𝑆𝑚𝑚 = 0.027 ± 0.016 cpd/kg/keV
cr 20, 1-2 keV

Expected rate over three years: 𝝁𝝁𝒊𝒊𝒊𝒊 = 𝒃𝒃𝒊𝒊 + 𝑺𝑺𝟎𝟎 + 𝑺𝑺𝒎𝒎𝒄𝒄𝒄𝒄𝒄𝒄 𝝎𝝎 𝒕𝒕𝒊𝒊 − 𝒕𝒕𝟎𝟎

The last three published years of DAMA/LIBRA–phase2 (in which there was continuity 
between one year and the next) analysed considering the same bckg 

Investigation on the rate time dependence

R. Cerulli at this meeting: use last 3 year published data Phase 2 (0.61 ton x yr)

No evidence of significant
time dependence

More data (~3yr) available 
before closing data taking
end of 2024

Desirable: a detailed
report with all fit parameters and 
correlations

𝑆𝑆𝑚𝑚 = 0.011 ± 0.022 cpd/kg/keV
cr 1, 2-3 keV

𝑆𝑆𝑚𝑚 = 0.014 ± 0.020 cpd/kg/keV
cr 12, 2-3 keV

𝑆𝑆𝑚𝑚 = 0.014 ± 0.024 cpd/kg/keV
cr 16, 2-3 keV

𝑆𝑆𝑚𝑚 = 0.027 ± 0.016 cpd/kg/keV
cr 17, 2-3 keV

• Time bin: 5 days
• Red: maxlik analysis on single crystal with common (constant) 

background

𝜎𝜎𝑆𝑆𝑚𝑚(1 crystal) ≃ 0.02 → 𝜎𝜎𝑆𝑆𝑚𝑚(25 crystals) ≃
0.02
25
≃ 0.004 cpd/kg/keV

𝑆𝑆𝑚𝑚 = 0.014 ± 0.020 cpd/kg/keV
cr 7, 1-2 keV

𝑆𝑆𝑚𝑚 = 0.027 ± 0.016 cpd/kg/keV
cr 20, 1-2 keV

Expected rate over three years: 𝝁𝝁𝒊𝒊𝒊𝒊 = 𝒃𝒃𝒊𝒊 + 𝑺𝑺𝟎𝟎 + 𝑺𝑺𝒎𝒎𝒄𝒄𝒄𝒄𝒄𝒄 𝝎𝝎 𝒕𝒕𝒊𝒊 − 𝒕𝒕𝟎𝟎

The last three published years of DAMA/LIBRA–phase2 (in which there was continuity 
between one year and the next) analysed considering the same bckg 

Investigation on the rate time dependence



ANAIS-112 (Ivan Coarasa this meeting)
• In operation since Aug. 2017 at LSC, Spain
• 9 crystals 12.5 kg each maufactured by Alpha Spectra Inc. (CO, 

USA)
• Passive shielding with archeologival Pb (10 cm), low-activity Pb 

(20 cm), and neutron moderator (40 cm)
• Rn box ( 0.6 Bq/m3)  and muon veto with plastic scintillator

ü Events with less than one second from a muon are rejected
• Crystals received between 2012-2017

ü A significant improvement has been observed in radio-purity 
between first and last crystal due to improvements suggested by 
the collaboration to the producer

ü Different powder and protocols used for the 9 detectors. 
210Pb reduction x4 from first to last detector.

• Periodic calibrations with 109Cd (88, 22,11.6 keV) and 40K, 22Na 
(internal control populations)

• Average light yield ~ 14.5 phe/keV
• Effective exposure as of Aug. 2023: 0.621 ton x yr (6 years) + 

improved MC simulation + BDT

XV International Conference on Topics in Astroparticle and Underground Physics
Journal of Physics: Conference Series 1342 (2020) 012056

IOP Publishing
doi:10.1088/1742-6596/1342/1/012056

3

Figure 1. Design of the ANAIS-112 set-up
mounted at LSC (see text).

Figure 2. Evolution in time of the alpha
specific activity for diÆerent crystals as
well as for smaller samples (AS2K#2-3)
analyzed in the selection of material.

a blank module will be set-up to monitor non-NaI(Tl) scintillation events and build a “blank”
population for the study of annual modulation systematics.

3. Detector performance

The light output measured for all AS modules is at the level of ª15 phe/keV, which is a factor of
two larger than that determined for the best DAMA/LIBRA detectors [6]. The fourth column of
table 1 shows the preliminary results for the total number of photoelectron per keV using ANAIS-
112 data, following the same method applied in ANAIS-25 and ANAIS-37 set-ups, described in
[7]. The new estimate is in very good agreement with the previous ones for D0-D5 detectors.
This high light collection, which is made possible by the excellent crystal quality and the use
of high quantum e±ciency PMTs, has a direct impact in energy threshold. Triggering below
1 keVee is confirmed by the identification of bulk 22Na and 40K events at 0.9 and 3.2 keVee,
respectively, thanks to coincidences with the corresponding high energy photons following the
electron capture decays to excited levels.

EÆective filtering protocols for rejecting non-bulk scintillation events, similar to those
described at [3] and optimized for each detector, have been applied. Multiparametric cuts
based on the number of peaks in the pulses, the temporal parameters of the pulses and the
asymmetry in light sharing between PMTs are considered. Acceptance e±ciency curves from
external calibration data are obtained for each detector.

4. Radiopurity and background

Detailed background models for the first modules operated in ANAIS-25 and ANAIS-37 set-ups
were developed [8], based on Geant4 Monte Carlo simulations and an accurate quantification of
background sources: the intrinsic crystal activity directly assessed, the cosmogenic activity in
crystals (precisely quantified from ANAIS-25 data [9]) and the activity from external components
measured with HPGe detectors in Canfranc. At the region of interest, crystal bulk contamination
is the dominant background source. Contributions from 40K and 22Na peaks and the continua
from 210Pb and the considered cosmogenic 3H are the most relevant ones.

The ANAIS-112 data taken up to July, 2017 in the commissioning run have been analyzed
to make a first quantification of the relevant background sources. The activity of 40K and 210Pb
in the nine NaI(Tl) crystals has been determined and preliminary results are reported in the

Accumulated ~ 0.6 ton x yr
7 yr underground 



ANAIS-112 crystals radio-purity
17th International Conference on Topics in Astroparticle and Underground Physics

Journal of Physics: Conference Series 2156 (2022) 012175

IOP Publishing
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Figure 1. Comparison of the measured spectra at di↵erent energy regions in the three-year
exposure data of ANAIS-112 (blue line) with the corresponding estimate from the background
model (green line).

there are in the data unexplained events below 3 keV, which could be due to an unknown
background source not included in the model or to events leaking the filtering procedures. Very
promising results are being obtained to partially dispose of these unexplained events when
applying machine-learning techniques in the filtering protocols [13].

The simulation of the di↵erent background sources has allowed to quantify the main
contributions in the region of interest from 1 to 6 keV, being the most significant ones
contaminations in the crystals: the continua from 210Pb (bulk+surface) and 3H (with 32.5%
and 26.5% of the rate, respectively) and peaks from 40K and 22Na (with 12.0% and 2.0% each).

Several of the background contributions identified in ANAIS-112 are expected to decrease
in time due to the half-life of radioactive isotopes, like 210Pb (T1/2=22.2 y) and cosmogenic
3H (T1/2=12.3 y) and 22Na (T1/2=2.6 y) in the NaI(Tl) crystals. The decrease in counting
rates has been observed over the three-year data taking and is accounted for by the background
models of the detectors in low energy windows. Figure 2 presents the evolution in time of
the measured rates of M1 events at 6-10 keV and of M2 events at 1-6 keV; the shape of the
observed exponential decay is well reproduced by the model, including a normalization factor
f, for both event populations even if the “e↵ective” lifetimes deduced for each of them are very
di↵erent. This good agreement gives support to the predicted time evolution of M1 events at
1-6 keV evaluated for each detector, shown in Fig. 3, which has been considered in the annual
modulation analysis corresponding to three-year exposure [6, 14].

4. Summary

A good understanding of the background of ANAIS-112 detectors, dominated by NaI(Tl) crystal
activity, has been achieved. The energy spectra obtained in di↵erent conditions are well
reproduced, which has been useful for design and sensitivity predictions. The measured counting
rates in the regions 1-6 (2-6) keV are 3.46 (3.11) cpd/kg/keV, higher than model prediction by
20 (8.8)%; the observed excess of events below 3 keV is under study. Additionally, the detector
background time evolution observed over the three-year data analyzed is also well described,
supporting the model, which has been used in the annual modulation analysis carried out.
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0.31 ton x yr

Background in ROI dominated by:
210Pb: 32.5% (T1/2 = 22.2 yr) on average 0.8 mBq/kg
3H: 26.5% (T1/2 = 12.3 yr)
K: 12% on average 30 ppb
22Na: 2% (T1/2 = 2.6 yr)

210Po build-up indicates that: a) 210Pb contamination occurs 
at the end of growth; b) 210Po and not 210Pb is removed 
during growth

Rate in ROI [2,6] keV ~ 3.2 dru
With 8 yr exposure ns ~ 5 (only statistical error)

Blank module  in operation  since 2nd year
to help understading  unexplained events 
below 2 keV
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Figure 1. Comparison of the measured spectra at di↵erent energy regions in the three-year
exposure data of ANAIS-112 (blue line) with the corresponding estimate from the background
model (green line).

there are in the data unexplained events below 3 keV, which could be due to an unknown
background source not included in the model or to events leaking the filtering procedures. Very
promising results are being obtained to partially dispose of these unexplained events when
applying machine-learning techniques in the filtering protocols [13].

The simulation of the di↵erent background sources has allowed to quantify the main
contributions in the region of interest from 1 to 6 keV, being the most significant ones
contaminations in the crystals: the continua from 210Pb (bulk+surface) and 3H (with 32.5%
and 26.5% of the rate, respectively) and peaks from 40K and 22Na (with 12.0% and 2.0% each).

Several of the background contributions identified in ANAIS-112 are expected to decrease
in time due to the half-life of radioactive isotopes, like 210Pb (T1/2=22.2 y) and cosmogenic
3H (T1/2=12.3 y) and 22Na (T1/2=2.6 y) in the NaI(Tl) crystals. The decrease in counting
rates has been observed over the three-year data taking and is accounted for by the background
models of the detectors in low energy windows. Figure 2 presents the evolution in time of
the measured rates of M1 events at 6-10 keV and of M2 events at 1-6 keV; the shape of the
observed exponential decay is well reproduced by the model, including a normalization factor
f, for both event populations even if the “e↵ective” lifetimes deduced for each of them are very
di↵erent. This good agreement gives support to the predicted time evolution of M1 events at
1-6 keV evaluated for each detector, shown in Fig. 3, which has been considered in the annual
modulation analysis corresponding to three-year exposure [6, 14].

4. Summary

A good understanding of the background of ANAIS-112 detectors, dominated by NaI(Tl) crystal
activity, has been achieved. The energy spectra obtained in di↵erent conditions are well
reproduced, which has been useful for design and sensitivity predictions. The measured counting
rates in the regions 1-6 (2-6) keV are 3.46 (3.11) cpd/kg/keV, higher than model prediction by
20 (8.8)%; the observed excess of events below 3 keV is under study. Additionally, the detector
background time evolution observed over the three-year data analyzed is also well described,
supporting the model, which has been used in the annual modulation analysis carried out.
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0.31 ton x yr

Following 
JCAP11(2022)048

10% unblinded 
data

Acceptance efficiency Efficiency-corrected background

12I. Coarasa, IDM 2024 – Parallel session, L’Aquila (Italy), 09/07/2024

Improved filtering protocols with ML techniques

∼30% improvement 
in efficiency in [1-2] keV

∼18% background 
reduction in [1-2] keV

IDM 2024

18% background reduction in [1,2] keV
exploiting output of blank module, BDT



ANAIS-112 2024 results (before IDM 2024)

arXiv:2404.1738v1

• Total exposure: 0.312 ton x yr
• c2 fit including time dependent background model from MC simulations

ü different background models show a variation on Sm of order 10-3 dru

ROI c2/Ndof p-value Sm ANAIS
[dru]

Sm DAMA
[dru]

D'()*)9D')&)+,

C()*)
- FC)&)+,

-

null hypotehsis 1-6 993.38/972 0.310 _

modulation 
hypothesis

1-6 992.68/971 0.307 -0.0031±0.0037 0.01048±0.0009 3.6

null hypotehsis 2-6 953.49/972 0.658 _

modulation 
hypothesis

2-6 953.45/971 0.650 0.0007±0.0037 0.00996±0.00074 2.5

r 0.42 0.20

𝜇7,+ = 𝑹𝟎,𝒅 1 + 𝒇𝒅𝜙I6J,+
EK 𝑡7 + 𝑺𝒎 cos

>?
@

𝑡7 − 𝑡* 𝑀+∆𝑡7∆𝐸 19 free parameters



ANAIS-112 @ IDM 2024 (preliminary)

• Total exposure: 0.621 ton x yr

ROI c2/Ndof p-value Sm
[dru]

Sm DAMA
[dru]

D'()*)9D')&)+,

C()*)
- FC)&)+,

-

null 
hypotehsis

1-6 699.6/639 0.048 _

modulation 
hypothesis

1-6 699.53/638 0.046 0.0007±0.0025 0.01048±0.0009 3.7

null 
hypotehsis

2-6 723.68/723 0.011 _

modulation 
hypothesis

2-6 722.17/638 0.011 0.0030±0.0025 0.00996±0.00074 2.7

𝜇7,+ = 𝑹𝟎,𝒅 1 + 𝒇𝒅𝜙I6J,+
EK 𝑡7 + 𝑺𝒎 cos

>?
@

𝑡7 − 𝑡* 𝑀+∆𝑡7∆𝐸 19 free parameters



COSINE-100 (Lee Seung Mok this meeting)
• Conceived in 2013 and in operation since Sept. 2016 at Yangyang, South 

Korea
• 8 crystals (4x2 array) with total mass of 106 kg maufactured by Alpha 

Spectra Inc. (CO, USA)
ü different mass from 8.3 to 18.3 kg
ü 4 different powder grades udes for growth
ü C1, C5, and C8 are excluded due to low LY and high noise
ü total effective mass is 61.3 kg

• Active shielding with 2,200 L of LAB LS in an acrylic box viewed
by 8 5-inch PMTs

• Additional passive shielding with Cu (3 cm) and Pb (20 cm)
• Muon veto with plastic scintillators (3 cm)

ü events within 30 ms from a tagged muon are removed
• Set-up inside an environmentally controlled room and supplied with 

Rn-free air during installation
ü energy scale stability monitored through the 46.5 keV g from internal 

210Pb decay and tested with 3.2 keV X-ray from 40K
• BTD analysis to remove PMT noise
• Average light yield ~ 12.4 phe/keV (14.8 in selected sub-set)

2

equivalent energy in kiloelectron volts. Since the total
energy in the Migdal electron and the nuclear recoil is
larger than the deposited energy of typical elastic nu-
clear recoil, our searches are extended to WIMP masses
as low as 200MeV/c2.

In the future, this search can be enhanced by lowering
the analysis threshold through multivariable analysis or
deep machine learning techniques, as discussed in Sec-
tion V, where we evaluate sensitivities of the COSINE-
200 experiment, which will have lower analysis thresh-
old, reduced internal background by controlled crystal
growth [24] and improved light yield using a novel en-
capsulation method [25].

II. EXPERIMENT

The COSINE-100 experiment [26] is installed in the
Yangyang underground laboratory (Y2L) utilizing the
space provided by the Yangyang pumped storage power
plant in South Korea [27, 28]. The laboratory is lo-
cated at a vertical depth of 700m that provides a water-
equivalent overburden of 1800m [29]. A 2-km-long drive-
way provides access to the laboratory as well as air
ventilation. The laboratory is equipped with a clean-
room and an air-conditioning system providing a low
dust level, and constant temperature and humidity of
24.21±0.06�C and 36.7±1.0%, respectively [26, 30]. The
contamination level of 222Rn in the room is measured to
36.7±5.5Bq/m3. The readout electronics, high voltages
that are applied to photomultiplier tubes (PMTs), and
data acquisition system are also monitored and stably
maintained [30].

The COSINE-100 detector, shown in Fig. 1, consists of
a 106 kg array of eight ultra-pure NaI(Tl) crystals each
coupled to two PMTs. The crystal array is immersed
in an active veto detector comprised of 2,200L of lin-
ear alkylbenzene (LAB)-based liquid scintillator (LS) to
attenuate or tag the influence of external or internal ra-
diations [31, 32]. The LAB-LS is contained within a box
made with 1 cm thick acrylic and 3 cm thick oxygen-free
copper that is surrounded by a 20 cm thick lead shield.
An outer array of plastic scintillation counters is used to
tag and veto cosmic-ray muons [29, 33].

An event is triggered when coincident single photoelec-
trons in both PMTs that are coupled to a single crystal
are observed within a 200 ns time window. If at least one
crystal satisfies the trigger condition, data from all crys-
tals and the LAB-LS are recorded. The signals from the
crystal PMTs are processed by 500MHz flash analog-
to-digital converters and are 8µs long waveforms that
start 2.4µs before the trigger. The LAB-LS and plastic
scintillator signals are processed by charge-sensitive flash
analog-to-digital converters. Muon events are triggered
by coincident signals from at least two plastic scintilla-
tors. The LAB-LS signals do not generate triggers, ex-
cept in the case of energetic muon events that are coinci-
dent with one of the muon detector panels. A trigger and
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FIG. 1. Schematic of the COSINE-100 detector. The
NaI(Tl) (106 kg) detectors are immersed in the 2,200 L LAB-
LS that is surrounded by layers of copper and lead shielding.

clock board read the trigger information from individual
boards and generate a global trigger and time synchro-
nizations for all of the modules. Details of the COSINE-
100 data acquisition system are described in Ref. [34].

III. MIGDAL EFFECT

Direct detection of WIMP dark matter with mass be-
low sub-GeV/c2 is limited by an energy threshold of the
detector in the range about 0.1–1 keVee. Because the nu-
clear recoil energies from WIMP-nuclei interactions are
quenched (the scintillation signals from nuclear recoils
are only an order of 10% of the signals from the same
energy deposition of electrons [35–38]), this energy range
corresponds to 1–10 keVnr, where keVnr is kiloelectron
volt nuclear recoil energy. The WIMP-nucleus interac-
tion used in typical direct detection searches assumes
that the electron cloud is tightly bound to the nucleus
and that the orbit electrons remain in stable states. How-
ever, energy transferred to nuclei after collision may lead
to excitation or ionization of atomic electrons via the
Migdal process [20, 21]. This process can lead to the pro-
duction of energetic electron-induced signals that are pro-
duced in association with the primary nuclear recoil. For
a WIMP-nucleus interaction, even if the electron equiva-
lent energy implied by the quenching factor is below the
energy threshold of the detector, these Midgal-e↵ect sec-
ondary electrons can produce electron equivalent energy
that are above the threshod, making detectors sensitive
to sub-GeV/c2 dark matter interactions. Several experi-
mental groups have already exploited this e↵ect to search
for dark matter with sub GeV/c2 masses [39–43].
The di↵erential nuclear recoil rate per unit target mass

Accumulated ~ 0.4 ton x yr
8 yr underground  



COSINE-100 crystals radio-purity and annual modulation search
Phys.Rev.D 106 (2022) 5, 052005
With fixed phase: Sm = 0.0067±0.0042

Time-dependent background model in ROI:
210Pb: 40.9% (T1/2 = 22.2 yr) on average 0.8 mBq/kg
3H: 51.5% (T1/2 = 12.3 yr)
flat: 5%  includes 40K + 238U + 232Th +87Rb
22Na+109Cd+113Sn+127Te+121mTe+121Te: 2.6%
8 exponentially decaying components with fixed 
initial activity

For each detector:

𝐋 𝐱 | 𝐒𝐦 , 𝛂 , 𝛃 = *
𝐢

𝐍𝐝𝐞𝐭

*
𝐣
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𝐢
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𝟏
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𝐱𝐢𝐣 − 𝛍𝐢𝐣
𝛔𝐢𝐣

𝟐

𝑹𝒊 𝒕|𝑺𝒎 , 𝜶𝒊 , 𝜷𝒌
𝒊 = 𝜶𝒊 + �

𝒌Q𝟏

𝑵𝒃𝒌𝒈𝒅

𝜷𝒌
𝒊 𝒆9𝝀𝒌𝒕 + 𝑺𝒎 𝒄𝒐𝒔 𝝎 𝒕 − 𝒕𝟎

Rate in ROI [1,6] keV ~ 3 dru
With 2022 exposure (0.173 ton x yr) ns ~ 2.3
With 10 yr exposure ns ~ 4

COSINE has successfully developed 
• detailed background model
• detailed background studies including surface 

210Pb
• exploited BDT for noise rejection



COSINE-100 annual modulation search
Phys.Rev.D 106 (2022) 5, 052005
With fixed phase: Sm = 0.0067±0.0042  based on a time-dependent background model

Bias of Sm vs background model

Sm  best fit vs energy



DAMA, ANAIS-112, and COSINE-100 results (prior to IDM2024)
Method:

• DAMA: c2 fit of residual after subtraction of annual average rate
• ANAIS: c2 fit  using a time-dependent background model 
• COSINE: binned likelihood fit using a time-dependent background model

ROI Sm ANAIS 3yr
[dru]

Sm COSINE 3yr
(with single exponential)

[dru]

Sm DAMA
[dru]

𝑆()*+* − 𝑆(
𝑨𝑵𝑨𝑰𝑺/𝑪𝑶𝑺𝑰𝑵𝑬

𝜎)*+*4 + 𝜎*5*𝑰𝑺/𝑪𝑶𝑺𝑰𝑵𝑬4

ANAIS/COSINE 

Exposure [ton x yr] 0.31 0.173 1.13/2.86

Sm ≠ 0
fixed phase

1-6 -0.0031±0.0037 0.0067±0.0042
(0.0019±0.0042)

0.01048±0.0009 3.6/0.88
(2.5)

Sm ≠ 0
fixed phase

(new QF)

2-6 0.0007±0.0037
(-0.0006±0.0050) 

0.0051±0.0047 0.00996±0.00074 2.5/1.0
(2.1)

r
~ 0.2 back. only
~ 0.1 best fit DM 

DAMA

0.53 0.06 0.20

Both ANAIS and COSINE discuss the bias distribution of fitted Sm

The bias can be as large as the DAMA observed modulation amplitude.
An accurate background model is crucial.



COSINE-100 @ IDM 2024

ROI
[keVee]

Sm  COSINE-100
from ER 

[dru] 

Sm DAMA/LIBRA
[dru]

Nucl.Phys.Atom.Energy 22 (2021
) 4, 329-342

𝑆()*+* − 𝑆(𝑪𝑶𝑺𝑰𝑵𝑬

𝜎)*+*4 + 𝜎𝑪𝑶𝑺𝑰𝑵𝑬4

1-6 0.0017±0.0029 0.01048±0.0009 2.9

2-6 0.0053±0.0031 0.00996±0.00074 1.5

LEE Seung Mok
2024

Identification of Dark Matter 2024 Jul-916

No Modulation Detected

𝑬
(keVee)

𝑨 (counts/day/kg/keVee)
COSINE-100 DAMA/LIBRA

1~3 0.0004 ± 0.0050 0.0191 ± 0.0020
1~6 0.0017 ± 0.0029 0.01048 ± 0.00090
2~6 0.0053 ± 0.0031 0.00996 ± 0.00074

𝑬
(keVnr)

𝑨 (counts/day/kg/𝟑. 𝟑 keVnr)
COSINE-100 DAMA/LIBRA

6.7~20 0.0013 ± 0.0027 0.00996 ± 0.00074

Electron Recoil Nuclear Recoil



PICOLON

Intense effort to remove radioactive impurities from NaI powder by multiple recrystallization and 
cation exchange resin.

Ingot71
（2018）

Ingot73
(2018)

Ingot85
(2020)

Ingot94
(2021)

Goal

Crystal size 3”φ×3” 3”φ×3” 3”φ×3” 3”φ×3” 5”φ×5”

40K (μBq/kg) <600
(< 19.8ppb)

<900
(<29.8ppb)

<600 <480
(<15.9ppb)

<600
(<20ppb)

232Th (μBq/kg) 1.7±0.2 1.8±0.2 0.3±0.5 <6
(<1.5ppt)

<4
(<1ppt)

238U (μBq/kg) 9.7±0.8 9.4±0.8 1.0±0.4 2
(0.16ppt)

<10
(<1ppt)

210Pb (μBq/kg) 1500 1300 <5.7 <5 <30

Method Recryst.×2 Recryst.×３ Recryst.×2
Resin

Recryst.×2
Resin -

K.Fushimi et al., PTEP 2021 043F01
arXiv:2112.10116 (TAUP2021 Proc.)



PICOLON long-term plan

PICOLON has a staged program

54 kg   ~2025

250 kg   ~2030



COSINUS (Florian Reindl at this meeting)

• Exploit a novel technique for NaI-based detectors: NaI as cryogenic 
detector
ü particle identification on event-by-event basis

o ratio of light to phonon signal
ü energy measurement (heat channel)

o low threshold
ü high discrimination for NR signals

• NaI undoped crystals made by SICCAS 
ü 35 g (108 g) for Phase I (II)

• Detector under installation/commissioning at LNGS
• External Water Tank as active muon veto

ü It also reduces cosmogenic neutron flux ~x100
• Staged approach

ü 2025 start data taking with 8 detectors 
ü 2025-2026 Run1:100 kg x day
ü >2026 Run2: 1000 kg x day

Dry dilution refrigerator to 

reach 10 mK:

• 3500 mm total length

• custom-made design

• UltraQuiet Technology (UQT)

• internal copper shield 

(190 kg)

07/2024 Florian Reindl 18

CRYOSTAT

remoTES MEASUREMENT WITH NaI TARGET

07/2024 Florian Reindl 13

Background data Neutron calibration

inelastic 
n-scattering

Na/ I  recoils 
from elastic 
n-scattering

nuclear recoil threshold: <2keV first NaI detector with 
particle identification on 

event-by-event basis
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Make a high radio-purity detector: NaI powder

DAMA/LIBRA
Saint-Gobain
(DAMA-NaI)

COSINE-100/
ANAIS-112

Alpha-Spectra

SABRE
from Merck 
Astro Grade 

COSINE-200
from Merck 

Optipure
Purified
(initial)

238U 0.02 ppb
(0.56±0.04)

<0.07 ppb < 6 ppt

232Th 0.02 ppb
(0.21±0.01)

<0.08 ppb < 6 ppt

natK <0.1 ppm
(<4.8)

16-50 ppb ~3-10 ppb ~6 ppb
(~250 ppb)

85Rb < 0.4 ppb

208Pb ~1 ppb ~0.5 ppb
(~20 ppb)

Recrystallization has been used
by Merck and COSINE to remove
radioactive impurities from the 
powder taking advantage of the 
decrease in solubility with 
temperature

COSINE:
• 400 kg of purified powder

produced
• Production rate ~ 70 kg/month



Zone refining purification of NaI powder in SABRE (Davide D’Angelo at this meeting)

To achieve a lower background crystals will be grown
from zone refined powder

Measurements show strong segragation for screened
elements such as  K, Rb, Cs, Ba

Expected background in the ROI [1,6] keV of order 0.5 dru

More on SABRE from Elisabetta Barberio and Davide D’Angelo at this meeting



Make a high radio-purity detector: crystal radio-purity

DAMA/LIBRA COSINE-100 ANAIS-112 SABRE COSINUS

238U 0.3-2 ppt < 0.12 ppt 0.2-0.8 ppt 0.2-0.6 ppt < 1ppb
232Th 0.5-7.5 ppt 0.4-2.4 ppt 0.1-1 ppt 0.3-0.4 ppt < 1ppb
natK ≲ 20 ppb 17-82 ppb 17-43 ppb 2-8 ppb 6-22 ppb
210Pb 5-30 µBq/kg 0.7-3  mBq/kg 0.7-3.2 mBq/kg 0.5-0.8 mBq/kg

210Pb
reflector

~ 5 µBq/cm2

(spectral fit)
0.8-1.6 µBq/cm2

(from 210Po)
~ 3 mBq/detector

for D3 and D4
~ 1 µBq/cm2

(spectral fit)

3H < 90 µBq/kg 100-250 µBq/kg 90-200 µBq/kg 24±2 µBq/kg

87Rb < 0.3 mBq/kg - - < 0.4 mBq/kg
22Na < 15 µBq/kg 0.4-0.8 mBq/kg 0.5-2 mBq/kg -

Rate in ROI
[1,6]keV

~ 0.7 dru ~ 3 dru ~ 3.5 dru ~ 1 dru



Near future perspectives

SABRE
after ZR

4 kg

COSINE-200
from NaI-37 

0.71 kg
Front.in

Phys. 11 (2023) 1142765

COSINE-200
from NaI-35

0.61 kg
Front.in

Phys. 11 (2023) 1142765

PICOLON
Prog. Theor. Exp. 

Phys. 2021, 
043F01

238U < 0.1 ppt 1.0±0.6 ppt 0.9±0.3 ppt < 2 ppt

232Th < 0.1  ppt 0.2±0.3 ppt 1.7±0.5 ppt < 6 ppt

natK < 1 ppb 8.3±4.6 ppb < 42 ppb < 20 ppb

210Pb ~0.5 mBq/kg 0.38±0.10 mBq/kg 0.01 ±0.02 mBq/kg < 6 µBq/kg

210Pb
reflector

~ 1 µBq/cm2

(spectral fit)

3H ~ 4 µBq/kg ~ 4 µBq/kg ~ 4 µBq/kg

87Rb < 0.4 mBq/kg

22Na -

Rate in ROI
[1,6] keV

~ 0.5 dru ~ 0.5 dru ~ 0.5 dru

Assuming:
• 50 kg  target mass
• modulation amplitude of 0.01 dru
• rate in ROI dominated by internal

radioactivity



About  comparisons
Exposure
• underground livetime reduces systematics (background model)
• outstanding effort from ANAIS and COSINE collaborations in facing this issue vs DAMA/LIBRA 
Data acquisition
• DAMA/LIBRA

ü 500 µs veto activated after events selected by PMT coincidence to reject noise and Bi-Po
ü 2 µs acquisition window after coincidence detected

• ANAIS-112
ü Dead time 4.5 ms
ü 1.2 µs acquisition window after coincidence detected

• COSINE-100
ü Dead time 1 ms
ü Recorded waveform is 8 µs long starting 2.4 µs before trigger after coincidence detected

• SABRE
ü Dead time 1 µs (good events minimum time gap is 500 µs)
ü Recorded waveform is 5 µs long starting 1.5 µs before trigger after coincidence detected

Quenching (Eer = QF x Enr)
• This parameter could affect NR energy windows in comparing different experiments

ü crystal size (multiple scattering), intrinsic impurities, growth method, …



Take away [1]

• DAMA/LIBRA: end of data taking by 2024
ü Outstanding crystal development achieved, still unmatched
ü A crucial anomaly in DM direct detection standing still
ü Currently taking data with new PMT dividers since 2021
ü Since 2021 in data taking without interruptions till Feb 2024 (Phase 2 

empowered, ~0.5 ton x yr) 
ü Crucial comprehensive analysis of background time dependence ongoing

• ANAIS-112 and COSINE-100
ü Achieved outstanding noise events rejection in the ROI
ü Time-dependent background MC simulations: more details on systematics
ü Stronger tests of DAMA/LIBRA accessible from preliminary analysis reported 

at this meeting (goal: towards 5s)



Take away [2]
• Future perspectives

ü ANAIS
v New DAQ with 8 µs acquisition time, no dead time < 100 Hz
v ANAIS+: replace PMTs with SiPMs working at T~100 K

ü COSINE-100U(pgrade)
v COSINE-100U at Yemilab in summer 2024
v Operate at -35C with new encapsulation; 40% LY increased

ü COSINE-200
v Significant amount of high radio-purity powder (Astro Grade level) produced
v High radio-purity achieved in kg size crystals

ü SABRE crystal production and detectors (North and South) deployment 2025-2026
v First crystal after zone refining underground by 2024

ü COSINUS
v A new technique available to exploit NaI-based detectors for DM
v Advanced detector deployment and commissioning underway

ü PICOLON
• Crucial effort required in improving exchanges and comparisons between experiments

ü Expression of intent to merge know-how, experience, and equipment to solve this long lasting 
conundrum  (ANAIS, COSINE, SABRE)
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Features of expected DM interactions

In case annual modulation with expected features (period and phase) is observed, 
the DM interpretation of candidate events depends on:

• Astrophysical parameters
• Target material
• Interaction model
• Nuclear physics for NR
• Quenching factor for NR ( Eer = QF x Enr )

ü for NaI-based detectors could depend on crystals properties ( growth, radio-purity, etc)
• Channeling in case of crystals and NR
• …



Induced annual modulation

COSINE-100 Collaboration has exploited data selection similar to DAMA/LIBRA and determined residuals 
by: 

• performing a fit with a model-dependend background with a single exponential 
• by using yearly averaged rate
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Scientific Reports |         (2023) 13:4676  |  https://doi.org/10.1038/s41598-023-31688-4
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Figure 4.  Single-hit event rates in the unit of counts/keV/kg/day as a function of time. !e top four panels 
present time-dependent event rates and the residual rates in the single-hit 1–6 keV regions with 15 days bin. 
Here, the event rates are averaged for the #ve crystals with weights from uncertainties in each 15-day bin. Purple 
solid lines present background modeling with the single exponential (a) and the yearly averaged DAMA-like 
method (b). Residual spectra for the single exponential model (c) and the DAMA-like model (d) are #tted 
with the sinusoidal function (red solid lines). Same for 2–6 keV in the bottom four panels. Strong annual 
modulations are observed using the DAMA-like method while the result using the single-exponential models 
are consistent with no observed modulation.

Table 1.  DAMA/LIBRA annual cycles !irteen annual cycles used by DAMA/LIBRA are obtained from 
Refs.15,16,26.

Cycle Date period Exposure (kg ×  day)
1 Sept. 9, 2003–July 21, 2004 51,405
2 July 21, 2004–Oct. 28, 2005 52,597
3 Oct. 28, 2005–July 18, 2006 39,445
4 July 19, 2006–July 17, 2007 49,377
5 July 17, 2007–Aug. 29, 2008 66,105
6 Nov. 12, 2008–Sept. 1, 2009 58,768
7 Sept. 1, 2009–Sept. 8, 2010 62,098
− Dec. 23, 2010–Sept. 9, 2011 Commissioning
8 Nov. 2, 2011–Sept. 11, 2012 62,917
9 Oct. 8, 2012–Sept. 2, 2013 60,586
10 Sept. 8, 2013–Sept. 1, 2014 73,792
11 Sept. 1, 2014–Sept. 9, 2015 71,180
12 Sept. 10, 2015–Aug. 24, 2016 67,527
13 Sept. 7, 2016–Sept. 25, 2017 75,135
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Scientific Reports |         (2023) 13:4676  |  https://doi.org/10.1038/s41598-023-31688-4
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Table 2.  !ree-year cycles of COSINE-100 data for the DAMA-like  method15,16.

Cycle Date period Exposure (kg ×  day)
COSINE-1     Oct. 20, 2016–Sept. 16, 2017 20,323
COSINE-2     Sept. 17, 2017–Sept. 26, 2018 22,963
COSINE-3     Sept. 27, 2018–Sept. 20, 2019 22,042
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Figure 5.  Multiple-hit event rates in the unit of counts/keV/kg/day as a function of time.!e top four panels 
present time-dependent events rates and the residual rates in the multiple-hit 1–6 keV regions with 15-day bin. 
Here, the event rates are averaged for the #ve crystals with weights from uncertainties in each 15 days bin size. 
Purple solid lines present background modeling with the single exponential (a) and with the yearly averaged 
DAMA-like method (b). Residual spectra for the single exponential model (c) and the DAMA-like model (d) 
are #tted with the sinusoidal function (red solid lines). !e bottom four panels show the results for the 2-6 
keV region using the same methods. In the multiple-hit events, no strong modulations from both methods are 
observed.

Table 3.  Annual modulation amplitudes from various experiments. !e amplitudes of the annual modulation 
#ts using the DAMA-like method to the COSINE-100 3 years data (this work) are compared with results from 
DAMA/LIBRA15,16, COSINE-1008, and ANAIS-1129 in both 1–6 keV and 2–6 keV regions.

Counts/kg/keV/day 1–6 keV 2–6 keV
!is work − 0.0441 ± 0.0057 − 0.0456 ± 0.0056
DAMA/LIBRA 0.0105 ± 0.0011 0.0095 ± 0.0008
COSINE-100 0.0067 ± 0.0042 0.0050 ± 0.0047
ANAIS-112 − 0.0034 ± 0.0042 0.0003 ± 0.0037

Sci.Rep. 13 (2023) 4676 also JHEP 04 (2020) 137

A modulation is found for single-hit events in [1,6] keV using the averaged rate with negative Sm
What about the phase?



SABRE (Sodium-iodide with Active Background RejEction)

Proposed in 2011 by Frank Calaprice.
Strategy:

Higher signal-to-background ratio by ultra-high purity NaI(Tl) crystals
ü aim to 0.1 dru in ROI 

North-South «twin» experiments at LNGS (Italy) and SUPL (Australia)
üRule out seasonal effects

Proof-of-Principle (PoP) at LNGS
üExploit active background rejection with a liquid scintillator
üTest crystals radio-purity

The effort made led to the following results
ü the Astro Grade NaI powder was developed in collaboration between Princeton University

and Sigma-Aldrich (today Merck) with potassium < 10ppb after fractional recrystallization purification
(Astro Grade), available on the market

ü exploitation of zone refining purification to achieve radio-purity goal
• Status: SABRE North, TDR submitted for review; SABRE South detector deployment to be completed in

2025



SABRE crystal radio-purity
Eur.Phys.J.C 82 (2022) 12, 1158

SABRE NaI-33 crystal



QF measurement in ANAIS-112

In case annual modulation with expected features (period and phase) is observed 
DM interpretation of candidate events depends on:

• Two methods:
ü with a monochromatic neutron source at TUNL

o smaller QF than in DAMA/LIBRA (0.2 and 0.06 for Na and I)
ü with a 252Cf source at LSC

ü MC dependet
ü compatible with lower QF than in DAMA/LIBRA
ü more compoatible with QF energy dependent

DAMA/LIBRA [2,6]keV --> ANAIS-112 [1.3,4]keV


