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Flavor violation in SM in charged weak-current <—> VCKM

—>  Flavor Changing Neutral Currents (FCNCs) ONLY @ one loop

( ρ , η )  apex  of  Vub Vud + Vcb Vcd + Vtb Vtd = 0* * *- -

  

CKM matrix described by 4 params (3 angles and a CP phase) /
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SM UT Analysis — 2023 

Zoomed-in SM UT Analysis
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⇢̄ = 0.160± 0.009 ⇠ 6%
@ 95% prob

11

Standard Model Fit result

ρ̄ = 0.160 ± 0.009
η̄ = 0.345 ± 0.011
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A = 0.827± 0.010

Theoretical overview and prospects for CKM matrix and CP violation from UTfit Mauro Valli

0.2− 0 0.2 0.4 0.6 0.8 1 1.2
ρ

0

0.2

0.4

0.6

0.8

1

1.2η

γ

β
α

Kε

smΔ
dmΔ

dmΔ

cbV
ubV

summer23

SM fit

Figure 1: State-of-the-art UT analysis in the SM implementing all the most relevant constraints in the (⇢̄, ⌘̄)
plane. Contour regions are shown at the 95% probability. Further details on the fit are reported in Table 1.

exemplified in Figure 1. Using all the most informative constraints in order to determine the apex
of the UT in the (⇢̄, ⌘̄) plane as precise as possible, we actually reach 3% precision in the inference
of CP violation, namely:

( ⇢̄ = 0.160 ± 0.009 , ⌘̄ = 0.346 ± 0.009 ) SM fit , (1)

with the other Wolfenstein parameters determined to be: � = 0.2251 ± 0.0008, A = 0.828 ± 0.010.
It is remarkable that the determination of the UT angles ↵, � and � allows for the same level of
precision in constraining CP violation from weak interactions in the SM:

( ⇢̄ = 0.159 ± 0.016 , ⌘̄ = 0.339 ± 0.010 ) angles . (2)

We observe that such a bound on CP violation still holds at the 6% level when one restricts the
UT fit only to CP-conserving observables, and marginally improves with the addition in the fit
of the observable ✏ , parametrizing CP violation from the mixing in the neutral kaon system, see
Figure 2. In Table 1 we report all the key observables for the SM global fits, with the measurements
adopted in the analysis, the mean and standard deviation of the posterior from the full fit, and the

15 Marcella Bona

 Unitarity Triangle update

 Some interesting configurations 

Sides and eK

 r = 0.173 ± 0.012
 h = 0.374 ± 0.018 

“Tree only”
 r = ±0.163 ± 0.024
 h = ±0.356 ± 0.027

→ reference
   for model
   building

Angles only
 r = 0.159 ± 0.016
 h = 0.339 ± 0.010 

CP conserving
constraints
 r = 0.171 ± 0.013
 h = 0.363 ± 0.022 

15 Marcella Bona

 Unitarity Triangle update

 Some interesting configurations 

Sides and eK

 r = 0.173 ± 0.012
 h = 0.374 ± 0.018 

“Tree only”
 r = ±0.163 ± 0.024
 h = ±0.356 ± 0.027

→ reference
   for model
   building

Angles only
 r = 0.159 ± 0.016
 h = 0.339 ± 0.010 

CP conserving
constraints
 r = 0.171 ± 0.013
 h = 0.363 ± 0.022 

15 Marcella Bona

 Unitarity Triangle update

 Some interesting configurations 

Sides and eK

 r = 0.173 ± 0.012
 h = 0.374 ± 0.018 

“Tree only”
 r = ±0.163 ± 0.024
 h = ±0.356 ± 0.027

→ reference
   for model
   building

Angles only
 r = 0.159 ± 0.016
 h = 0.339 ± 0.010 

CP conserving
constraints
 r = 0.171 ± 0.013
 h = 0.363 ± 0.022 

Figure 2: Determinations of the SM UT using partial information from the constraints available.
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A closer look to the fitTheoretical overview and prospects for CKM matrix and CP violation from UTfit Mauro Valli

Observable Measurement Full Fit Prediction Pull (#�)

|Vud | 0.97433 ± 0.00017 0.97431 ± 0.00017 0.9737 ± 0.0011 0.6

|Vub | 0.00375 ± 0.00026 0.003702 ± 0.000081 0.003696 ± 0.000087 0.2

|Vcb | 0.04132 ± 0.00073 0.04194 ± 0.00041 0.04221 ± 0.00051 1.0

↵ [�] 93.8 ± 4.5 92.4 ± 1.4 92.3 ± 1.5 0.9

sin 2� 0.689 ± 0.019 0.705 ± 0.014 0.739 ± 0.027 1.5

� [�] 65.4 ± 3.3 65.1 ± 1.3 65.2 ± 1.5 0.1

�Md [ps�1] 0.5065 ± 0.0019 0.5067 ± 0.0020 0.519 ± 0.022 0.6

�Ms [ps�1] 17.741 ± 0.020 17.741 ± 0.021 17.89 ± 0.65 0.2

" 0.002228 ± 0.000011 0.002227 ± 0.000014 0.00200 ± 0.00014 1.6

Re ("0/") 0.00166 ± 0.00033 0.00160 ± 0.00028 0.00146 ± 0.00045 0.3

BR(Bs ! µµ) ⇥ 109 3.41 ± 0.29 3.44 ± 0.12 3.45 ± 0.13 0.1

BR(B ! ⌧⌫) ⇥ 104 1.06 ± 0.19 0.872 ± 0.041 0.865 ± 0.041 1.0

Table 1: Results for the SM global fits. In the first column we report all key observables for the determination
of the UT, with corresponding experimental / UTfit averages provided in the next column. The third and fourth
column reports the outcome for each observable with or without its statistical weight in the likelihood of the
global fit. In the last column we show the pull of the SM predictions with respect to the measurements.

Notice that in the UT analysis we employ unitarity in order to determine |Vus | from |Vud |; the latter
is obtained via a skeptical average à la D’Agostini [12] from the study of neutron decay and super
allowed 0+ ! 0+ nuclear � processes as well as from a joint analysis of Kµ2, K`3 and ⇡µ2 decays.
Regarding other key measurements adopted in our study, we update:

• The constraint on ↵, using the most recent outcome from the isospin study of hadronic B

decays into ⇡⇡, ⇢⇢ and ⇡⇢ channels from PDG and HFLAV; after Bayesian marginalization,
this yields: ↵ = (93.8 ± 4.5)�;

• The constraint on � including a new measurement from LHCb on time-dependent CP violation
from B decays into charmonium-kaon final states[13], weighting it with Cabibbo-suppressed
penguin corrections [14]; we obtain: sin 2� = 0.689 ± 0.019;

• The constraint on � from a preliminary combined analysis of B ! D
(⇤)

K
(⇤) modes with

D meson oscillations [15], along the lines of what done by LHCb in [16];3 we report
� = (65.4± 3.3)� and negligible correlation with D mixing parameters (relevant for NP fits).

3. Standard Model global fits

The main message of the present UT analysis in the SM is that there is a general consistency,
at the percent level, between theory predictions and the experimental measurements. This fact is

3For more details, see the dedicated EPS-HEP2023 contribution.

3
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Figure 3: Highlight on the compatibility plots for the observables predicted in the SM UT analysis. For the
case of |Vub | and |Vcb | we also report the adopted exclusive and inclusive measurements with “x” and “⇤”.

corresponding predictions obtained removing the statistical weight of the observable under scrutiny
from the likelihood. Comparing in absolute value the SM prediction against the corresponding
measurement over the theoretical and experimental standard deviations summed in quadrature,
we can define a pull for each observable as reported in the last column of Table 1, and perform
compatibility tests as the ones pictured in Figure 3.

We observe that the tension between exclusive and inclusive determination of |Vub | and |Vcb |,
related to the tree-level partonic processes b ! u`⌫ and b ! c`⌫, is no longer as severe as in the
past. In particular, we report the following pulls from the fit:

pull(#�) = 2.4 (0.1) for |V
excl
cb | ⇥ 103 = 40.55 ± 0.46 (for |V

incl
cb | ⇥ 103 = 42.16 ± 0.50) ,

pull(#�) = 1.6 (0.3) for |V
incl
ub | ⇥ 103 = 4.13 ± 0.26 (for |V

excl
ub | ⇥ 103 = 3.64 ± 0.16) ,

underlying an agreement of the SM with data always within the 3� level. This improved situation
with respect to the past might be partly ascribed to an overall better understanding of the systematics
in the measurement of the moments of some di�erential distributions for the semileptonic B decays
under the spotlight; most importantly, in this regard a better handle on the theoretical uncertainties
stemming from lattice QCD and unitarization techniques adopted for the computation of the relevant
form factors has been playing a crucial role [17]. According to Table 1, the largest discrepancies
from the outcome of the UT analysis actually shows up in the observables sin 2� and ", both pointing
to a mild ⇠ 1.5� tension of the SM against the respective measurements.

On the side of the successful predictions of the SM, it is worth noticing that the branching ratio
of the FCNC process Bs ! µ+µ� shows now remarkable agreement between theory and data, an
impactful result for the phenomenology of weak interactions in light of the recent discussion on
rare B decay anomalies [18, 19]. Eventually, it is also important to stress the excellent agreement
of the current measurement of direct CP violation in the kaon system against the SM prediction via
the implementation of "0/" as a novel observable in the global fit of the UT, see [7] for more details.

4. New Physics global fits

The UT analysis can be generalized to the case of NP under the key assumption that tree-level
flavor violating processes used to constrain the (⇢̄, ⌘̄) plane should not be significantly a�ected by
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see, e.g. arXiv:/0707.0636 

Generic NP = no SM protection, i.e. : C(Λ) ~ 1/Λ2
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driven approach against what we denote instead as model
dependent treatment of hadronic uncertainties, in which
we assume that the contributions generated by the dia-
grams in Fig. 1 (b) (or (c)) are negligible and that the
correlator in eq. (4) is well described by the approach of
refs. [43–48], yielding a subleading e↵ect to the hadronic
e↵ects computable in QCD factorization. [See again the
Appendix for further details regarding also the hadronic
parameterization employed in the model dependent ap-
proach.]

In both approaches to QCD long-distance e↵ects, we
obtain a sample of the posterior joint probability den-
sity function (p.d.f.) of SM parameters, including form
factors, and, in the data driven scenario, h� parameters,

together with NP Wilson coe�cients. From each pos-
terior p.d.f. we compute the highest probability density
intervals (HPDIs), which represent our best knowledge of
the model parameters after the new measurements. We
also perform model comparison using the information cri-
terion [109], defined as:

IC ⌘ �2log L + 4�2
logL , (8)

where the first and second terms are the mean and vari-
ance of the log-likelihood posterior distribution. The first
term measures the quality of the fit, while the second one
is related to the e↵ective degrees of freedom involved, pe-
nalizing more complicated models. Models with smaller
IC should then be preferred [110]. While the posterior
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FIG. 7. Joint posterior p.d.f. for Re(h(1)
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� ) in a
SM fit in the “data driven” scenario. Darker (lighter) regions
correspond to 68% (95%) probability. Notice that according to

our hadronic parameterization given in eq. (5), Re(h(1)
� ) can

be reinterpreted as a lepton universal NP contribution, CNP
9,U.

ing penguin contributions. Eventually, notice that the
allowed ranges for NP coe�cients are much larger in the
data driven scenario since the uncertainties on charm-
ing penguins leak into the determination of NP Wilson
coe�cients.

Before concluding, we comment briefly on the possibil-
ity of a lepton universal NP contribution to C9, that we
denote here CNP

9,U, a↵ecting only absolute BRs and angu-
lar distributions of b ! s`+`� decays, but leaving LUV
ratios as in the SM. This possibility was already discussed
in detail in ref. [38], and the experimental situation has
not changed since then. Therefore, we just summarize
here the main findings of ref. [38] for the reader’s con-
venience. Performing a fit to experimental data within
the SM in the data driven scenario, one finds that sev-
eral h� parameters are determined to be di↵erent from
zero at 95% probability, supporting the picture of sizable
rescattering in charming penguin amplitudes (see Table
1 in ref. [38]). In particular, there is an interesting cor-

relation between Re(h(1)
� ) ' �CNP

9,U and Re(h(2)
� ), as is

evident from Fig. 7. Data definitely require a nonvanish-
ing combination of the two parameters; if charming pen-

guins are treated à la [43–48], Re(h(2)
� ) is put to zero and

Re(h(1)
� ) is identified with a lepton universal contribution

CNP
9,U, leading to an evidence of NP inextricably linked to

the assumptions on charming-penguin amplitudes.
Summarizing, we performed a Bayesian analysis of pos-

sible LUV NP contributions to b ! s`+`� transitions in
view of the very recent updates on BR(B(d,s) ! µ+µ�)
by the CMS collaboration [49] and on RK and RK⇤

by the LHCb collaboration [54, 55]. As pointed out in
refs. [24, 26, 30, 38, 40–42, 91, 92], the NP sensitivity
of these transitions is spoilt by possible long-distance ef-
fects, see Fig. 1. Thus, in the data driven scenario we de-
termined simultaneously hadronic contributions, param-

eterized according to eq. (4), and NP Wilson coe�cients,
finding no evidence for LUV NP. Conversely, evidence
for NP contributions is found if charming penguins are
assumed to be well described by the approach of refs. [43–
48], as reported in Tables I and II.

Finally, we considered the case of a lepton universal NP
contribution to C9, which is phenomenologically equiva-

lent to the e↵ect of h(1)
� in our data driven analysis, con-

firming our previous findings in ref. [38]: in the context of
the data driven approach, we found several hints of non-
vanishing hi

� parameters, but no evidence of a nonvanish-

ing Re(h(1)
� ) ' �CNP

9,U; evidence for CNP
9,U only arises in the

model dependent scenario in which all genuine hadronic
contributions are phenomenologically negligible. Future
improvements in theoretical calculations and in experi-
mental data will hopefully allow clarifying this last point.

APPENDIX

[In this Appendix, we give further details regarding the
parameterizations employed for the hadronic contribu-
tions in the data driven and model dependent approaches
in each of the 2 main modes investigated in this letter,
namely B ! K⇤`` and B ! K``, and how these ap-
proaches are related to each other. Concerning the third
mode here discussed, namely Bs ! �``, we will work
under the assumption of SU(3)F symmetry, i.e., we con-
sider the same hadronic contributions to B ! K⇤`` and
Bs ! �``. This choice is justified by the fact that it is
not possible with current data to single out any SU(3)F -
breaking e↵ect from Bs ! �``, see our previous ref. [38]
for a detailed analysis on the matter. Starting now from
the data driven approach in the B ! K⇤ mode, we follow
the definition of ref. [43] and give the hadronic contribu-
tions as helicity-dependent shifts in C9,i:

�C9,i(q
2) =

r1,i
⇣
1 �

q̄2

q2

⌘
+ �C9,i(q̄2)

q̄2

q2

1 + r2,i
q̄2�q2

m2
J/ 

. (9)

In our fits, all the involved parameters are flatly dis-
tributed according to the ranges given, for q̄2 = 1, in
Table 2 of ref. [43]. As discussed in ref. [30], the relation
between this parameterization and the one employed for
the data driven approach is given by:

�C9,1(q
2) = �

16m3
B(mB + mK⇤)⇡2

p
�(q2)V (q2)q2

(h�(q2) � h+(q2))

�C9,2(q
2) = �

16m3
B⇡2

(mB + mK⇤)A1(q2)q2
(h�(q2) + h+(q2))

�C9,3(q
2) =

64⇡2m3
BmK⇤

p
q2(mB + mK⇤)

�(q2)A2(q2)q2
h0(q

2)

�
16m3

B(mB + mK⇤)(m2
B � q2 � m2

K⇤)⇡2

�(q2)A2(q2)q2

⇥ (h�(q2) + h+(q2)) , (10)
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FIG. 1. Example of charming-penguin diagrams contributing to the B ! K(⇤)`+`� amplitude. Diagram (a) represents the
class of charming-penguin amplitudes related to c � c̄ state that subsequently goes into a virtual photon, see refs. [43, 45–48].
Diagram (b) and (c) represent the kind of contributions from rescattering of intermediate hadronic states, at the quark and
meson level respectively. The phenomenological relevance of rescattering for the SM prediction of the B ! K(⇤)`+`� decays
has been recently considered in ref. [38].

mental novelties discussed above. Adopting the model-
independent language of the Standard Model E↵ective
Theory (SMEFT) [82, 83], we present an updated anal-
ysis of |�B| = |�S| = 1 (semi)leptonic processes and
show that current data no longer provide strong hints for
NP. Indeed, updating the list of observables considered
in our previous global analysis [38] with the results in
eqs. (1) and (2), the only remaining measurements devi-
ating from SM expectations and not a↵ected by hadronic
uncertainties are the LUV ratios RKS and RK⇤+ [7], for
which a re-analysis by the LHCb collaboration is manda-
tory in view of what discussed in [54, 55].

The anatomy of the B ! K(⇤)`+`� decay can be char-
acterized in terms of helicity amplitudes [24, 84], that in
the SM at a scale close to the bottom quark mass mb can
be written as:

H�
V /
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eSL �

ms
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eSR

◆
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with � = 0, ± and CSM
7,9,10 the SM Wilson coe�cients of

the semileptonic operators of the |�B| = |�S| = 1 weak
e↵ective Hamiltonian [85–87], normalized as in ref. [41].
The naively factorizable contributions to the above am-
plitudes can be expressed in terms of seven q2-dependent
form factors, eV0,±, eT0,± and eS [88, 89]. At the loop level,
non-local e↵ects parametrically not suppressed (neither
by small Wilson coe�cients nor by small CKM factors)
arise from the insertion of the following four-quark oper-
ator:

Qc
2 = (s̄L�µcL)(c̄L�µbL) , (3)

that yields non-factorizable power corrections in H�
V via

the hadronic correlator h�(q2) [26, 30, 90], receiving the
main contribution from the time-ordered product:

✏⇤µ(�)

m2
B

Z
d4x eiqxhK̄⇤

|T {jµem(x)Qc
2(0)}|B̄i , (4)

with jµem(x) the electromagnetic (quark) current.
This correlator receives two kinds of contributions.

The first corresponds to diagrams of the form of dia-
gram (a) in Fig. 1, where the initial B meson decays
to the K(⇤) plus a cc̄ state that subsequently goes into
a virtual photon. This contribution has been studied in
detail in the context of light-cone sum rules in the regime
q2 ⌧ 4m2

c in [43]; in the same reference, dispersion rela-
tions were used to extend the result to larger values of the
dilepton invariant mass. While the operator product ex-
pansion performed in ref. [43] was criticized in ref. [29],
and multiple soft-gluon emission may represent an ob-
stacle for the correct evaluation of this class of hadronic
contributions [30, 40, 91, 92], refs. [45, 46] have exploited
analyticity in a more refined way than [43]. In those
works the negative q2 region – where perturbative QCD
is supposed to be valid – has been used to further con-
strain the amplitude. Building on these works, together
with unitarity bounds [47], ref. [48] found a very small
e↵ect in the large-recoil region.

The second kind of contribution to the correlator in
eq. (4) originates from the triangle diagrams depicted in
Fig. 1 (b), in which the photon can be attached both
to the quark and antiquark lines and we have not drawn
explicitly the gluons exchanged between quark-antiquark
pairs. An example of an explicit hadronic contribution
of this kind is depicted in Fig. 1 (c).1 The DsD⇤ pair
is produced by the weak decay of the initial B meson
with low momentum, so that no color transparency ar-
gument holds and rescattering can easily take place. Fur-
thermore, the recent observation of tetraquark states in
e+e� ! K(DsD⇤ + D⇤

sD) by the BESIII collaboration
[94] confirms the presence of nontrivial nonperturbative
dynamics of the intermediate state.

One could think of applying dispersive methods also

1
See ref. [93] for a very recent estimate of similar diagrams with

up quarks, rather than charm quarks, in the internal loop.
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FIG. 1. Example of charming-penguin diagrams contributing to the B ! K(⇤)`+`� amplitude. Diagram (a) represents the
class of charming-penguin amplitudes related to c � c̄ state that subsequently goes into a virtual photon, see refs. [43, 45–48].
Diagram (b) and (c) represent the kind of contributions from rescattering of intermediate hadronic states, at the quark and
meson level respectively. The phenomenological relevance of rescattering for the SM prediction of the B ! K(⇤)`+`� decays
has been recently considered in ref. [38].

mental novelties discussed above. Adopting the model-
independent language of the Standard Model E↵ective
Theory (SMEFT) [82, 83], we present an updated anal-
ysis of |�B| = |�S| = 1 (semi)leptonic processes and
show that current data no longer provide strong hints for
NP. Indeed, updating the list of observables considered
in our previous global analysis [38] with the results in
eqs. (1) and (2), the only remaining measurements devi-
ating from SM expectations and not a↵ected by hadronic
uncertainties are the LUV ratios RKS and RK⇤+ [7], for
which a re-analysis by the LHCb collaboration is manda-
tory in view of what discussed in [54, 55].

The anatomy of the B ! K(⇤)`+`� decay can be char-
acterized in terms of helicity amplitudes [24, 84], that in
the SM at a scale close to the bottom quark mass mb can
be written as:

H�
V /

⇢
CSM

9
eVL� +

m2
B

q2


2mb

mB
CSM

7
eTL� � 16⇡2h�

��
,

H�
A / CSM

10
eVL� , HP /

m` mb

q2
CSM

10

✓
eSL �

ms

mb

eSR

◆
,

with � = 0, ± and CSM
7,9,10 the SM Wilson coe�cients of

the semileptonic operators of the |�B| = |�S| = 1 weak
e↵ective Hamiltonian [85–87], normalized as in ref. [41].
The naively factorizable contributions to the above am-
plitudes can be expressed in terms of seven q2-dependent
form factors, eV0,±, eT0,± and eS [88, 89]. At the loop level,
non-local e↵ects parametrically not suppressed (neither
by small Wilson coe�cients nor by small CKM factors)
arise from the insertion of the following four-quark oper-
ator:

Qc
2 = (s̄L�µcL)(c̄L�µbL) , (3)
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with jµem(x) the electromagnetic (quark) current.
This correlator receives two kinds of contributions.

The first corresponds to diagrams of the form of dia-
gram (a) in Fig. 1, where the initial B meson decays
to the K(⇤) plus a cc̄ state that subsequently goes into
a virtual photon. This contribution has been studied in
detail in the context of light-cone sum rules in the regime
q2 ⌧ 4m2

c in [43]; in the same reference, dispersion rela-
tions were used to extend the result to larger values of the
dilepton invariant mass. While the operator product ex-
pansion performed in ref. [43] was criticized in ref. [29],
and multiple soft-gluon emission may represent an ob-
stacle for the correct evaluation of this class of hadronic
contributions [30, 40, 91, 92], refs. [45, 46] have exploited
analyticity in a more refined way than [43]. In those
works the negative q2 region – where perturbative QCD
is supposed to be valid – has been used to further con-
strain the amplitude. Building on these works, together
with unitarity bounds [47], ref. [48] found a very small
e↵ect in the large-recoil region.

The second kind of contribution to the correlator in
eq. (4) originates from the triangle diagrams depicted in
Fig. 1 (b), in which the photon can be attached both
to the quark and antiquark lines and we have not drawn
explicitly the gluons exchanged between quark-antiquark
pairs. An example of an explicit hadronic contribution
of this kind is depicted in Fig. 1 (c).1 The DsD⇤ pair
is produced by the weak decay of the initial B meson
with low momentum, so that no color transparency ar-
gument holds and rescattering can easily take place. Fur-
thermore, the recent observation of tetraquark states in
e+e� ! K(DsD⇤ + D⇤

sD) by the BESIII collaboration
[94] confirms the presence of nontrivial nonperturbative
dynamics of the intermediate state.

One could think of applying dispersive methods also
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See ref. [93] for a very recent estimate of similar diagrams with

up quarks, rather than charm quarks, in the internal loop.
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FIG. 1. 1D pulls between the observed experimental values and the SM predictions (indirect determinations) for the di↵erent
EWPO (SM input parameters) considered in the fit, for the standard scenario. (The di↵erent colors in the figure are simply
used to distinguish the SM inputs [orange], charged-current observables [green] and neutral-current observables [blue].) Each
prediction is obtained removing the corresponding observable from the fit. The transparent bars represent the corresponding
nD pulls for groups of correlated observables. See text for details.

constructing the probability density function (p.d.f.) of the residuals p(x), and by computing the integral of the p.d.f.
in the region p(x) < p(0). This two-sided p� value is then converted to the equivalent number of standard deviations
for a Gaussian distribution. In the case of a Gaussian posterior predictive distribution, this quantity coincides with
the usual pull defined as the di↵erence between the central values of the two distributions divided by the sum in
quadrature of the residual mean square of the distributions themselves. The advantage of this approach is that no
approximation is made on the shape of p.d.f.’s. These 1D pulls are also shown in Figure 1. We can see a clear
consistency between the measurement of all EWPO and their SM predictions. Only A

0,b
FB shows some tension (at the

2� level), which should be considered in investigating new physics but also treated with care given the large number of
observables considered in the EW fit (see the discussion below for a quantitative assessment of the global significance
taking the look-elsewhere e↵ect into account).

Moreover, when interpreting this 1D pull one needs to take into account that A
0,b
FB is actually part of a set of

experimentally correlated observables. In order to check the consistency between SM and experiments in this case,
one can define an nD pull by removing from the fit one set of correlated observables at a time and computing the
prediction for the set of observables together with their covariance matrix. Then the same procedure described for 1D
pulls can be carried out, this time sampling the posterior predictive and experimental n-dimensional p.d.f.’s. This nD
pull is shown in the last column in Tables I and II, as well as in Figure 1, in which case we see that the global pull for
the set of correlated observables involving A

0,b
FB is reduced to 1.3�. To get an idea of the agreement between the SM

2

The Electroweak fit
๏GOAL: perform consistency tests of the standard model (SM) with 

Electroweak (EW) precision observables, exploiting the over-constrained 
EW sector (implied by rigid SM symmetry structure and accidental 
custodial symmetry). 

๏Set of input parameters (α scheme): GF, α, MZ, MH, mt, αS(mZ), Δαhad(5) 


๏SM Analysis: 


๏Compute expected values for EW precision observables (EWPO) (Z-pole 
observables, W observables, …) as functions of these quantities


๏Compare these values to experimental data to determine posterior on 
input quantities


๏BSM analysis: repeat procedure extending relations to include New Physics 
effects


๏Oblique parameters: S, T, U, …


๏Effective interactions: SM Effective Field Theory (SMEFT)

The EW fit : 

GF, α, MZ, MH, mt, αS(MZ), Δα(5)
had

Key test of the selection rules of the SM

SM analysis

- predict EWPO ( Z-pole, W obs. )  
as function of these quantities

- compare with data in order to  
determine posteriors (Bayesian)

NP analysis
SM inputs + NP parameters

- predict EWPO generalized to NP
- constraints on / discovery of NP
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FIG. 1. Posterior from a global fit of all EWPO in the SM in the mt vs. MW (top) and sin2 ✓lepte↵ vs. MW (bottom) planes,
superimposed to the posteriors obtained omitting di↵erent observables from the fit in the standard average scenario. Dark
(light) regions correspond to 68% (95%) probability ranges. Direct measurements are shown in grey. The corresponding results
in the conservative average scenario are presented in Figure 3.

obtaining as new average:2

MW = 80.4133± 0.0080 GeV. (5)

As in the top-quark mass case, there is however a sig-
nificant tension between the new CDF measurement and
the other measurements that enter in the calculation of
Eq. (5), with �2/ndof = 3.59. Therefore, in a conserva-
tive average, we inflate the error on MW to 0.015 GeV.

We then perform a series of fits to the di↵erent EWPO
using both the standard (see Eqs. 4 and 5) and conser-
vative assumptions for the uncertainties of the top-quark
and W -boson masses. 3 (Although we will discuss both
scenarios throughout the text, in most of the tables and
figures in the main text we will report the results per-
taining to the standard average. The results for the con-
servative average scenario are shown in the appendix.)
In particular, we are interested in comparing the new
averages with the corresponding predictions obtained in
the SM. For that purpose we first perform a pure SM fit
of all EWPO, excluding the experimental input for MW

2 We observe that the result of the combination does not depend
strongly on the value of the common uncertainty between 0 and
6.9 MeV, the total CDF systematic uncertainty [2]. In particu-
lar, the combined uncertainty ranges between 7.7 and 8.4 MeV,
whereas the central values can change by slightly less than 1 �.
Thus, waiting for an o�cial combination of LHC and TeVatron
results, we take the result in Eq. 5 as our best estimate of MW .

3 Unlike in Ref. [5], we do not consider an inflated uncertainty
for the Higgs-boson mass in the conservative scenario since, as
noted in that reference, this has little impact on the output of
the EW fit. We thus use mH = (125.21 ± 0.12) GeV in all the
fits presented here.

and, from the posterior of such fit, we compute the SM
prediction for MW . The results are shown in Table I,
where we also compare with the combined MW values in
each scenario via the 1D pull, computed as explained in
Ref. [5]. As it is apparent, there exists a significant 6.5�
discrepancy with the SM in the standard average, which
persists at the level of 3.7� even in the conservative sce-
nario, due to the large di↵erence between the new CDF
measurement and the SM prediction.

Model Pred. MW [GeV] Pull Pred. MW [GeV] Pull
standard average conservative average

SM 80.3499± 0.0056 6.5� 80.3505± 0.0077 3.7�
ST 80.366± 0.029 1.6� 80.367± 0.029 1.4�
STU 80.32± 0.54 0.2� 80.32± 0.54 0.2�

SMEFT 80.66± 1.68 �0.1� 80.66± 1.68 �0.1�

TABLE I. Predictions and pulls for MW in the SM, in the
oblique NP models and in the SMEFT, using the standard
and conservative averaging scenarios. The predictions are
obtained without using the experimental information on MW .
See text for more details.

In Tables II and VI we present, in addition to the
experimental values for all EWPO used, the posterior
from the global fit, the prediction of individual parame-
ters/observables obtained omitting the corresponding ex-
perimental information, the indirect determination of SM
parameters obtained solely from EWPO, and the full pre-
diction obtained using only the experimental information
on SM parameters. For the individual prediction, indi-
rect determination and for the full prediction we also
report the pull for each experimental result. In this re-
gard, from the individual indirect determination of the
SM parameters in Table II, one can observe how the ten-

New CDF results dominates standard average but tensions between LEP 2, Tevatron, and 
LHC results         consider “conservative” scenario

From global SM fit, omitting the experimental 
information on MW (previous pull: 1.8 s)
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FIG. 1. Posterior from a global fit of all EWPO in the SM in the mt vs. MW (top) and sin2 ✓lepte↵ vs. MW (bottom) planes,
superimposed to the posteriors obtained omitting di↵erent observables from the fit in the standard average scenario. Dark
(light) regions correspond to 68% (95%) probability ranges. Direct measurements are shown in grey. The corresponding results
in the conservative average scenario are presented in Figure 3.

obtaining as new average:2

MW = 80.4133± 0.0080 GeV. (5)

As in the top-quark mass case, there is however a sig-
nificant tension between the new CDF measurement and
the other measurements that enter in the calculation of
Eq. (5), with �2/ndof = 3.59. Therefore, in a conserva-
tive average, we inflate the error on MW to 0.015 GeV.

We then perform a series of fits to the di↵erent EWPO
using both the standard (see Eqs. 4 and 5) and conser-
vative assumptions for the uncertainties of the top-quark
and W -boson masses. 3 (Although we will discuss both
scenarios throughout the text, in most of the tables and
figures in the main text we will report the results per-
taining to the standard average. The results for the con-
servative average scenario are shown in the appendix.)
In particular, we are interested in comparing the new
averages with the corresponding predictions obtained in
the SM. For that purpose we first perform a pure SM fit
of all EWPO, excluding the experimental input for MW

2 We observe that the result of the combination does not depend
strongly on the value of the common uncertainty between 0 and
6.9 MeV, the total CDF systematic uncertainty [2]. In particu-
lar, the combined uncertainty ranges between 7.7 and 8.4 MeV,
whereas the central values can change by slightly less than 1 �.
Thus, waiting for an o�cial combination of LHC and TeVatron
results, we take the result in Eq. 5 as our best estimate of MW .

3 Unlike in Ref. [5], we do not consider an inflated uncertainty
for the Higgs-boson mass in the conservative scenario since, as
noted in that reference, this has little impact on the output of
the EW fit. We thus use mH = (125.21 ± 0.12) GeV in all the
fits presented here.

and, from the posterior of such fit, we compute the SM
prediction for MW . The results are shown in Table I,
where we also compare with the combined MW values in
each scenario via the 1D pull, computed as explained in
Ref. [5]. As it is apparent, there exists a significant 6.5�
discrepancy with the SM in the standard average, which
persists at the level of 3.7� even in the conservative sce-
nario, due to the large di↵erence between the new CDF
measurement and the SM prediction.

Model Pred. MW [GeV] Pull Pred. MW [GeV] Pull
standard average conservative average

SM 80.3499± 0.0056 6.5� 80.3505± 0.0077 3.7�
ST 80.366± 0.029 1.6� 80.367± 0.029 1.4�
STU 80.32± 0.54 0.2� 80.32± 0.54 0.2�

SMEFT 80.66± 1.68 �0.1� 80.66± 1.68 �0.1�

TABLE I. Predictions and pulls for MW in the SM, in the
oblique NP models and in the SMEFT, using the standard
and conservative averaging scenarios. The predictions are
obtained without using the experimental information on MW .
See text for more details.

In Tables II and VI we present, in addition to the
experimental values for all EWPO used, the posterior
from the global fit, the prediction of individual parame-
ters/observables obtained omitting the corresponding ex-
perimental information, the indirect determination of SM
parameters obtained solely from EWPO, and the full pre-
diction obtained using only the experimental information
on SM parameters. For the individual prediction, indi-
rect determination and for the full prediction we also
report the pull for each experimental result. In this re-
gard, from the individual indirect determination of the
SM parameters in Table II, one can observe how the ten-

New CDF results dominates standard average but tensions between LEP 2, Tevatron, and 
LHC results         consider “conservative” scenario

From global SM fit, omitting the experimental 
information on MW (previous pull: 1.8 s) new average 

 
w/o CDF

MW = (80.3630 ±0.0130)GeV
new average 

 
“conservative”

MW = (80.4093 ±0.0180)GeV
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MW = (80.4093 ±0.0079)GeV
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number that meanwhile appeared on arXiv,      

MW =  GeV(80.3692 ±0.0133)
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FIG. 1. Posterior from a global fit of all EWPO in the SM in the mt vs. MW (top) and sin2 ✓lepte↵ vs. MW (bottom) planes,
superimposed to the posteriors obtained omitting di↵erent observables from the fit in the standard average scenario. Dark
(light) regions correspond to 68% (95%) probability ranges. Direct measurements are shown in grey. The corresponding results
in the conservative average scenario are presented in Figure 3.

obtaining as new average:2

MW = 80.4133± 0.0080 GeV. (5)

As in the top-quark mass case, there is however a sig-
nificant tension between the new CDF measurement and
the other measurements that enter in the calculation of
Eq. (5), with �2/ndof = 3.59. Therefore, in a conserva-
tive average, we inflate the error on MW to 0.015 GeV.

We then perform a series of fits to the di↵erent EWPO
using both the standard (see Eqs. 4 and 5) and conser-
vative assumptions for the uncertainties of the top-quark
and W -boson masses. 3 (Although we will discuss both
scenarios throughout the text, in most of the tables and
figures in the main text we will report the results per-
taining to the standard average. The results for the con-
servative average scenario are shown in the appendix.)
In particular, we are interested in comparing the new
averages with the corresponding predictions obtained in
the SM. For that purpose we first perform a pure SM fit
of all EWPO, excluding the experimental input for MW

2 We observe that the result of the combination does not depend
strongly on the value of the common uncertainty between 0 and
6.9 MeV, the total CDF systematic uncertainty [2]. In particu-
lar, the combined uncertainty ranges between 7.7 and 8.4 MeV,
whereas the central values can change by slightly less than 1 �.
Thus, waiting for an o�cial combination of LHC and TeVatron
results, we take the result in Eq. 5 as our best estimate of MW .

3 Unlike in Ref. [5], we do not consider an inflated uncertainty
for the Higgs-boson mass in the conservative scenario since, as
noted in that reference, this has little impact on the output of
the EW fit. We thus use mH = (125.21 ± 0.12) GeV in all the
fits presented here.

and, from the posterior of such fit, we compute the SM
prediction for MW . The results are shown in Table I,
where we also compare with the combined MW values in
each scenario via the 1D pull, computed as explained in
Ref. [5]. As it is apparent, there exists a significant 6.5�
discrepancy with the SM in the standard average, which
persists at the level of 3.7� even in the conservative sce-
nario, due to the large di↵erence between the new CDF
measurement and the SM prediction.

Model Pred. MW [GeV] Pull Pred. MW [GeV] Pull
standard average conservative average

SM 80.3499± 0.0056 6.5� 80.3505± 0.0077 3.7�
ST 80.366± 0.029 1.6� 80.367± 0.029 1.4�
STU 80.32± 0.54 0.2� 80.32± 0.54 0.2�

SMEFT 80.66± 1.68 �0.1� 80.66± 1.68 �0.1�

TABLE I. Predictions and pulls for MW in the SM, in the
oblique NP models and in the SMEFT, using the standard
and conservative averaging scenarios. The predictions are
obtained without using the experimental information on MW .
See text for more details.

In Tables II and VI we present, in addition to the
experimental values for all EWPO used, the posterior
from the global fit, the prediction of individual parame-
ters/observables obtained omitting the corresponding ex-
perimental information, the indirect determination of SM
parameters obtained solely from EWPO, and the full pre-
diction obtained using only the experimental information
on SM parameters. For the individual prediction, indi-
rect determination and for the full prediction we also
report the pull for each experimental result. In this re-
gard, from the individual indirect determination of the
SM parameters in Table II, one can observe how the ten-
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obtaining as new average:2

MW = 80.4133± 0.0080 GeV. (5)

As in the top-quark mass case, there is however a sig-
nificant tension between the new CDF measurement and
the other measurements that enter in the calculation of
Eq. (5), with �2/ndof = 3.59. Therefore, in a conserva-
tive average, we inflate the error on MW to 0.015 GeV.

We then perform a series of fits to the di↵erent EWPO
using both the standard (see Eqs. 4 and 5) and conser-
vative assumptions for the uncertainties of the top-quark
and W -boson masses. 3 (Although we will discuss both
scenarios throughout the text, in most of the tables and
figures in the main text we will report the results per-
taining to the standard average. The results for the con-
servative average scenario are shown in the appendix.)
In particular, we are interested in comparing the new
averages with the corresponding predictions obtained in
the SM. For that purpose we first perform a pure SM fit
of all EWPO, excluding the experimental input for MW

2 We observe that the result of the combination does not depend
strongly on the value of the common uncertainty between 0 and
6.9 MeV, the total CDF systematic uncertainty [2]. In particu-
lar, the combined uncertainty ranges between 7.7 and 8.4 MeV,
whereas the central values can change by slightly less than 1 �.
Thus, waiting for an o�cial combination of LHC and TeVatron
results, we take the result in Eq. 5 as our best estimate of MW .

3 Unlike in Ref. [5], we do not consider an inflated uncertainty
for the Higgs-boson mass in the conservative scenario since, as
noted in that reference, this has little impact on the output of
the EW fit. We thus use mH = (125.21 ± 0.12) GeV in all the
fits presented here.

and, from the posterior of such fit, we compute the SM
prediction for MW . The results are shown in Table I,
where we also compare with the combined MW values in
each scenario via the 1D pull, computed as explained in
Ref. [5]. As it is apparent, there exists a significant 6.5�
discrepancy with the SM in the standard average, which
persists at the level of 3.7� even in the conservative sce-
nario, due to the large di↵erence between the new CDF
measurement and the SM prediction.

Model Pred. MW [GeV] Pull Pred. MW [GeV] Pull
standard average conservative average

SM 80.3499± 0.0056 6.5� 80.3505± 0.0077 3.7�
ST 80.366± 0.029 1.6� 80.367± 0.029 1.4�
STU 80.32± 0.54 0.2� 80.32± 0.54 0.2�

SMEFT 80.66± 1.68 �0.1� 80.66± 1.68 �0.1�

TABLE I. Predictions and pulls for MW in the SM, in the
oblique NP models and in the SMEFT, using the standard
and conservative averaging scenarios. The predictions are
obtained without using the experimental information on MW .
See text for more details.

In Tables II and VI we present, in addition to the
experimental values for all EWPO used, the posterior
from the global fit, the prediction of individual parame-
ters/observables obtained omitting the corresponding ex-
perimental information, the indirect determination of SM
parameters obtained solely from EWPO, and the full pre-
diction obtained using only the experimental information
on SM parameters. For the individual prediction, indi-
rect determination and for the full prediction we also
report the pull for each experimental result. In this re-
gard, from the individual indirect determination of the
SM parameters in Table II, one can observe how the ten-
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Tevatron average (mt = 174.34 ± 0.64 GeV)             consider "conservative” scenario as well
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FIG. 1. Posterior from a global fit of all EWPO in the SM in the mt vs. MW (top) and sin2 ✓lepte↵ vs. MW (bottom) planes,
superimposed to the posteriors obtained omitting di↵erent observables from the fit in the standard average scenario. Dark
(light) regions correspond to 68% (95%) probability ranges. Direct measurements are shown in grey. The corresponding results
in the conservative average scenario are presented in Figure 3.

As in the top-quark mass case, there is however a sig-
nificant tension between the new CDF measurement and
the other measurements that enter in the calculation of
Eq. (5), with �2/ndof = 3.59. Therefore, in a conserva-
tive average, we inflate the error on MW to 0.015 GeV.

We then perform a series of fits to the di↵erent EWPO
using both the standard (see Eqs. 4 and 5) and conser-
vative assumptions for the uncertainties of the top-quark
and W -boson masses. 3 (Although we will discuss both
scenarios throughout the text, in most of the tables and
figures in the main text we will report the results per-
taining to the standard average. The results for the con-
servative average scenario are shown in the appendix.)
In particular, we are interested in comparing the new
averages with the corresponding predictions obtained in
the SM. For that purpose we first perform a pure SM fit
of all EWPO, excluding the experimental input for MW

and, from the posterior of such fit, we compute the SM
prediction for MW . The results are shown in Table I,
where we also compare with the combined MW values in
each scenario via the 1D pull, computed as explained in
Ref. [5]. As it is apparent, there exists a significant 6.5�

6.9 MeV, the total CDF systematic uncertainty [2]. In particu-
lar, the combined uncertainty ranges between 7.7 and 8.4 MeV,
whereas the central values can change by slightly less than 1 �.
Thus, waiting for an o�cial combination of LHC and TeVatron
results, we take the result in Eq. 5 as our best estimate of MW .

3 Unlike in Ref. [5], we do not consider an inflated uncertainty
for the Higgs-boson mass in the conservative scenario since, as
noted in that reference, this has little impact on the output of
the EW fit. We thus use mH = (125.21 ± 0.12) GeV in all the
fits presented here.

discrepancy with the SM in the standard average, which
persists at the level of 3.7� even in the conservative sce-
nario, due to the large di↵erence between the new CDF
measurement and the SM prediction.

Model Pred. MW [GeV] Pull Pred. MW [GeV] Pull
standard average conservative average

SM 80.3499± 0.0056 6.5� 80.3505± 0.0077 3.7�
ST 80.366± 0.029 1.6� 80.367± 0.029 1.4�
STU 80.32± 0.54 0.2� 80.32± 0.54 0.2�

SMEFT 80.66± 1.68 �0.1� 80.66± 1.68 �0.1�

TABLE I. Predictions and pulls for MW in the SM, in the
oblique NP models and in the SMEFT, using the standard
and conservative averaging scenarios. The predictions are
obtained without using the experimental information on MW .
See text for more details.

In Tables II and VI we present, in addition to the
experimental values for all EWPO used, the posterior
from the global fit, the prediction of individual parame-
ters/observables obtained omitting the corresponding ex-
perimental information, the indirect determination of SM
parameters obtained solely from EWPO, and the full pre-
diction obtained using only the experimental information
on SM parameters. For the individual prediction, indi-
rect determination and for the full prediction we also
report the pull for each experimental result. In this re-
gard, from the individual indirect determination of the
SM parameters in Table II, one can observe how the ten-
sions introduced by the new measurements in the SM fit
result into sizable pulls for the di↵erent SM inputs, at

the level of 4 � (6 �) for �↵(5)
had(MZ) and mH (MZ and

mt). Each pull can be converted in a p-value, and the
global consistency of the SM in the EWPO domain can

6

Result Correlation Matrix
(ICSMEFT/ICSM = 31.8/80.2)

Ĉ(1)
'l

�0.007± 0.011 1.00

Ĉ(3)
'l

�0.042± 0.015 �0.68 1.00

Ĉ'e �0.017± 0.009 0.48 0.04 1.00

Ĉ(1)
'q �0.018± 0.044 �0.02 �0.06 �0.13 1.00

Ĉ(3)
'q �0.113± 0.043 �0.03 0.04 �0.16 �0.37 1.00

Ĉ'u 0.090± 0.150 0.06 �0.04 0.04 0.61 �0.77 1.00
Ĉ'd �0.630± 0.250 �0.13 �0.05 �0.30 0.40 0.58 �0.04 1.00
Ĉll �0.022± 0.028 �0.80 0.95 �0.10 �0.06 �0.01 �0.04 �0.05 1.00

TABLE V. Results from the dimension-six SMEFT fit in the standard average scenario. The values of the Wilson coe�cients
Ĉi are given in units of TeV�2.
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FIG. 3. Same as Figure 1 in the conservative average scenario.
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Fitting Oblique Corrections: S, T (with U=0)
A large T compensates for the W mass, reducing the 

tension in the BSM fit
“standard” scenario

W mass 
pull = 1.2σ

“conservative” scenario

W mass pull 
= 1.4 σ

Standard Model 
expectation (S=T=0)

Standard Model 
expectation (S=T=0)

Phys. 
Rev. 
Lett.  
129  

(2022)  
27



Chiral Exotic Leptons

«Chiral» fermion
  

Get mass from the SM Higgs 
 

Highly constrained by Higgs 
observables

Di Luzio, Nardecchia, Toni Phys.Rev.D 105 (2022) 11

Advantage: 
Induce harmless Wess-Zumino terms 

otherwise potentially dangerous in -
extension of the SM

𝑈(1)𝑋

We considered an explicit viable content of chiral exotic leptons

ATLAS+CMS first evidence of photon-
Z Higgs decay channel:

What I did with prof. Nardecchia besides talking about Totti — Claudio Toni

Dror, Lasenby, Pospelov [arxiv:1705.06726] 



Chiral Exotic Leptons

«Chiral» fermion
  

Get mass from the SM Higgs 
 

Highly constrained by Higgs 
observables

We considered an explicit viable content of chiral exotic leptons

What I did with prof. Nardecchia besides talking about Totti — Claudio Toni

Barducci, Di Luzio, Nardecchia, Toni 
JHEP 12 (2023) 154

The model is perturbatively excluded by recast of direct searches constraints! 

Same sign leptons exp. signature

Perturbative bound on 
Yukawa couplings:
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