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The combination of different  techniques allows one to discriminate between 
electron and nuclear recoils, and thus to reduce the β/γ background.

Energy calibrations are done with γ sources (electron recoils).

The relative calibration of nuclear recoils (keVee➡ keVnr),  
the quenching factor (QF), must be known with accuracy

Detection channels
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Ionization - Diodes, CCDs

Phonons - NTD, KID, TES Light - Crystals

LEGEND, DAMIC, CONUS

Ricochet

CRESST DAMA, COSINE 
SABRE

CUORE, BULLKID
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HPGe spectroscopy

• Operated at LN2 temperature
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Transistor Reset Preamps (TRP)
RC preamps can lock up when they are operated at high energy rates (see Figure 5).
The transistor reset preamp (TRP) virtually eliminates lock-up since it is capable of
discharging the integrator quickly (< 2 µs) and without long-term transients following
reset. The PO preamp and the TRP have very nearly the same block diagram. Transis-
tor reset preamps can be used with coaxial detectors and special versions of TRPs can
be used with low energy detectors.

Warm Up Sensor and HV Inhibit
Newer detectors may be equipped with an internal temperature sensor and associated
circuitry which can be used to disable the bias supply in case of accidental warm up of
the detector. This function is also provided by a separate LN2 monitor, such as Can-
berra’s Model 1786.

In either case, the reason for having such protection is as follows: When a detector
warms up, the molecular sieves, which normally acts as a vacuum pump or adsorber,
will release the gases that it accumulated or pumped when cold. The resultant pressure
rise can lead to an electrical discharge in the high voltage circuitry within the cryostat
and thus damage the FET in the preamplifier.
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Introduction

Figure 6 Pulsed Optical/Transistor Reset Preamp Circuit
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Double β decay
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2νββ 0νββ

Total energy in electrons
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0νββ is possible only in few natural isotopes, 
e.g.: 130Te, 76Ge, 136Xe,100Mo,82Se.

Present half-life limits are:  τ  > 1025-26 years. 
Several nuclei (100 - 1000 kg) are needed. 

Almost Zero background is needed. 

Excellent resolution (keV) is a very welcomed

β-decay 
0νββ-decay 

only if νs are Majorana
ββ-decay



LEGEND experiment @LNGS

• 200 kg of enrGe, taking physics data since 03/2023 with 142 kg of enrGe

• Liquid Argon veto + Muon veto
7
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LEGEND-200 commissioning
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Inverted coaxial HPGe
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Figure 3.1: Weighting field E! for a cross section of the three geometries used in current and future 0⌫��
experiments: (from left) PPC, BEGe and inverted coaxial. The thick black and gray lines are
the p+ and n+ electrode, respectively. The yellow points are locations of an energy deposition,
the white trajectories connecting them to the p+ electrode are the drift paths of holes and those
connecting them to the n+ electrode are the drift paths of electrons.

small (⇠2mm diameter) p+ electrode on one of the flat surfaces, while the
rest of that flat surface is passivated. The remaining surface of the detector
is covered by the n+ electrode. Electrons are collected on the n+ electrode
that is kept at a few kV operational voltage, while holes on the p+ electrode,
that is grounded and used to read-out the signal. This geometry creates
a weighting field that increases rapidly in the immediate vicinity of the
p+ electrode, resulting in a characteristic peak-like structure in the current
signal when the hole clusters approach the p+ electrode.

Compared to PPCs, BEGe detectors are shorter but have a larger radius.
The major difference between the two geometries is the structure of the elec-
trodes: the p+ electrode is larger for BEGes (up to ⇠15mm diameter) and
surrounded by a passivated groove with typical depths of ⇠3mm. The BEGe
detectors’ n+ electrode extends down to the groove, wrapping around the
crystal on all surfaces. As mentioned in Section 2.4.1, this structure creates
the funnel effect [9]: holes are pushed towards the center of the detector and
then move to the p+ electrode along a fixed path that is independent of their
starting point. Since that is the volume in which the weighting field is high-
est, according to Equation 3.1, the majority of the induced signals in a BEGe
detector share the same maximum value of the current I(t).

The IC detector has the same electrode structure as a BEGe, though it is
about twice as long. In order to keep a high electric field throughout the
whole volume, a hole is drilled on the opposite side of the p+ electrode
and constitutes part of the n+ contact. It normally extends down to within
25–35mm from the p+ electrode. With the wrap-around n+ electrode, the
funneling is preserved and the trajectories converge in the region of high
weighting field.
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Figure 3.2: Breakdown of the collective effects on a charge cluster. The top-left
plot shows the drift velocity field of an IC detector with superimposed
in brown the drift path of the holes’ cluster for an interaction location
marked by the star. The cluster’s drift velocity along the path is shown
in the bottom-left plot. The evolution of the cluster’s size and �⌧ is
displayed in the top-right and bottom-right plot, respectively. The ini-
tial size of the cluster is 0.5mm, the average for energy depositions of
1.6MeV.

final cluster of about 1mm. Finally, the dark blue curve shows the evolution
of the cluster dimensions, when all effects act simultaneously. This results
in extremely elongated clusters, which can reach sizes of about 3mm. As an-
ticipated, the total size is not just the simple sum of the three contributions,
as they are not independent: an enlargement of the cluster size, for instance
due to Coulomb or diffusion effects, emphasizes the difference in the drift
velocity field of charges at the edge of the distribution, thus amplifying the
effect of acceleration.

This amplification effect has been benchmarked with a full multi-body Collective approach
benchmarked with full
multi-body simulation

simulation. To keep the computational time to an affordable level, we lim-
ited the study to ⇠ 7000 charges (corresponding to an energy deposition of
20 keV), whose motion has been simulated individually from creation in the
upper volume of an IC detector until collection at the electrode. Their initial
distribution has been approximated to have a gaussian profile with a stan-
dard deviation given by dedicated Monte Carlo simulations. The motion of
every charge in such configuration is determined by the electric field gen-
erated by the position of the other charges, superimposed to the detector
internal field. While the latter is a constant property of the detector, the
former obviously depends on the instantaneous configuration of all charges
and has been calculated, for a charge at distance ri from the center of the
distribution, as the Coulomb field generated by the charges contained in a

E field Drift velocity
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LEGEND200 @ Neutrino 2024

Background = (5.3 ± 2.2) x 10−4 cts/(keV kg yr) 
𝑇0ν1/2  > 1.9 x 1026 yr (90% frequentist C.L.) 9

DATA AFTER PULSE SHAPE DISCRIMINATION AND ARGON ANTI-COINCIDENCE CUT [GOLDEN]

• Strong anti-correlation of argon and PSD cuts
• Overall 0νββ survival fraction of ∼60%
• “Pure” 2νββ distribution, few events surviving at 𝑄ββ

The first year of LEGEND-200 physics data in the quest for 0𝜈𝛽𝛽 • L. Pertoldi • Neutrino 2024, Milano • 18 June 2024 14/24

DATA IN THE REGION OF INTEREST!

5 events surviving in the
“background estimation window”

The first year of LEGEND-200 physics data in the quest for 0𝜈𝛽𝛽 • L. Pertoldi • Neutrino 2024, Milano • 18 June 2024 15/24

DATA IN THE REGION OF INTEREST!

5 events surviving in the
“background estimation window”

The first year of LEGEND-200 physics data in the quest for 0𝜈𝛽𝛽 • L. Pertoldi • Neutrino 2024, Milano • 18 June 2024 15/24



Future: LEGEND1000

L. Pertoldi @Neutrino2024 10

ICPC // Inverted Coaxial Point Contact
EFCu // Electro-Formed Copper
WLS // Wavelength-Shifting
PEN // Polyethylene Naphthalate
ASIC // Application-Specific Integrated Circuit

THE -1000 BASELINE DESIGN AT LNGS POSTER LEGEND-1000 OVERVIEW • E. van Nieuwenhuizen
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E⌫ > 1.806 MeV
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Detectable energy
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Positron energy: Average nuclear recoil energy:

Postulated  by D. Freedman in 1973 
First observed by COHERENT Coll. in 2017



CONUS
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          CONUS experimental site

Experimental site for CONUS:
● beneath fuel cooling pool:
    10-45 m w.e., 24 m w.e. on average 
● distance to reactor core center: 17 m
    → Φ=2.3 x 1013 ν/s/cm² 

17 m

Brokdorf reactor (KBR):
● pressurized light water reactor
● 193 fuel assemblies, total 100 tons
● thermal power: 3.9 GW 
● high duty cycle (1 month OFF/a)
● operation: 10/1986 – 12/2021
● Conus: access to reactor physics data

S

3W. Maneschg | M7 workshop, March 22-29, 2023

Shielding (~10 counts / keV kg d):

- Steel / Pb (black)

- Polyethilene (Red)

- B-doped PE (white)

- Plastic scintillator (blue)

Germanium detector

Mass: 3.72 kg

baseline: 17 m

2.3 × 1013 ν̄/cm2 s

Brokdorf reactor in 
Germany 3.9 GWth
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data reactor ON
data reactor OFF (scaled)

NS U.L. k=0.162νCE

C2, RUN-5
 

FIG. 3. Reactor on vs reactor off data taken in Run-5 of
the Conus experiment including the obtained upper limit of
CE⌫NS events for the C2 detector.

agreement between experimental data and the Lindhard
prediction was found recently in [22, 23]. In another new
measurement [24], contradicting results were obtained
featuring an unexpected enhancement of the quenching
factor in the sub-keVee region and deviating significantly
from the Lindhard model. In this scenario, the signal ex-
pected in Conus would be larger than in the case of
the Lindhard prediction. The Migdal effect was pro-
posed as a physical explanation for the enhancement.
However, a recent theoretical study demonstrated that
the Migdal contribution is negligible for the currently
running CE⌫NS searches at nuclear reactors with Ge
as target material [25]. Nevertheless, we also incorpo-
rated these quenching measurements from two different
datasets named hereafter iron-filtered and photo-neutron
data [24] in our analysis in order to test them indepen-
dently with our Run-5 data. Following [24], a linear fit
has been used for the iron-filtered data below 1.35 keVnr,
whereas a cubic-like fit was used for the photo-neutron
data. In these fits, the errors on both axes were taken
into account. An overview of the quenching descriptions
considered in this analysis are depicted in figure 4. The

FIG. 4. Quenching descriptions (colored lines) used in the
analysis of this work. The low-energy rise has been mea-
sured in [24], while the Lindhard model has been confirmed
by [22, 23]. For comparison, curves related to the individ-
ual quenching measurements - iron-filtered (Fef) and photo-
neutron (YBe) data - given by [9] are shown in gray. The
mean effective threshold of the Conus detectors is represented
by a vertical dashed line, assuming the Lindhard model.

TABLE II. Predicted signal events for the Run-5 exposure of
426 kg d and experimental constraints for different quenching
descriptions extracted from a one-sided hypothesis test.
quenching description prediction Run-5 limit (90% C.L.)
Lindhard (k=0.162 [22]) 91+11

�9 143
linear low E excess [24] 645+59

�90 99
cubic low E excess [24] 115+13

�11 122

systematic uncertainties related to energy calibration and
the PSD parameters have small or negligible impact on
the result.

As listed in table II, the predicted combined number
of CE⌫NS events in the three detectors of the Run-5
dataset is (91+11

�9
) assuming a quenching following the

Lindhard theory with a quenching parameter of k =
(0.162±0.004) as determined in [22]. From the combined
likelihood fit we obtain an upper limit of 143 antineutrino
events at 90% C.L., which corresponds to < 0.34 sig-
nal events kg�1 d�1 and is less than a factor two above
the SM expectation. This corresponds to a sensitivity
improvement of an order of magnitude as compared to
the previous Conus analysis [12] with Run-1 and Run-2
data and represents the current world-best limit for reac-
tor experiments. Our new result strongly profits from the
lower energy threshold of 210 eVee and the higher reactor
off statistics.

In table II, additional signal predictions and con-
straints derived from the Conus data are listed assum-
ing an enhanced quenching factor towards lower energies.
From this table, it can be seen that descriptions following
the quenching data deviating from the Lindhard theory,
in particular the ones determined with the iron-filtered
neutron beam preferred in [9], lead to predictions for the



Controversy on quenching
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12 A. Bonhomme et al.: Direct measurement of the ionization quenching factor of nuclear recoils in Ge in the keV range
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Fig. 14: Ionization quenching factor as a function of the nuclear recoil energy. The data points are obtained for the four
di↵erent data sets, each one corresponding to a di↵erent nominal neutron beam energy. Due to the low statistics for the
beam energy at 250 keV only upper limits were extracted for the lowest energy data points. They are represented by the
orange arrows. Indicated error bars are uncorrelated uncertainties (statistics and spatial coordinates measurements for
each angle), whereas the correlated uncertainties (beam energy, energy scale and trigger e�ciency) are represented by
the blue band. The best-fit of these data points within a Lindhard theory description is obtained for k = 0.162 ± 0.004
(stat+sys) and is illustrated by the black curve.

tal contribution varies by about one order of magnitude
between the pixels. The full analysis was then repeated for
each pixel independently. The results (reported in Tab. 3,
III) are compatible with the results under I and II and do
not indicate any underestimated source of uncertainty.

Tab. 4 summarizes all the above mentioned sources of
systematic uncertainties and their contributions to the fi-
nal results. For Enr & 2 keVnr, the statistical uncertainty
is negligible and the correlated uncertainty on the energy
scale of the HPGe detector is the major contributor to the
total quoted uncertainty, followed by the systematic un-
certainty on the beam energy and of the geometry of the
setup. In the low energy range, statistical uncertainties are
not negligible anymore. The correlated uncertainty on the
energy scale is still the dominant contribution. Further-
more, as emphasized by the enlarged uncertainty band in
Fig. 14, the uncertainty due to the modeling of the trigger
e�ciency dominates the sub-keV region. The large contri-
bution of the uncertainty of the energy scale is related to
the lack of photon sources in the sub- keVee region which
could be used for calibration. A smaller statistical uncer-
tainty from the 1.30 keVee activation line would have al-
lowed to put a more stringent constraint on the energy
scale. The present approach is therefore conservative and
does also cover the uncertainties related to the small non-
linearities observed in the few hundreds of eVee region,
as illustrated by the gray band in the bottom panel of
Fig. 5. For the sub- keVnr region, the precision of the mea-
surement is intrinsically limited by the trigger e�ciency
of the HPGe detector. A precise knowledge of the detec-
tor response at these energies allows partly to overcome
this limitation but HPGe detectors with thresholds below
100 eVee are needed to access the sub- keVnr region with

a precision better than ⇠ 0.01 on the ionization quenching
factor.

To summarize, the combined fit of all data points be-
tween 0.6 keVnr and 6.3 keVnr using the Lindhard theory
yields a best fit value of k = 0.162 with a total uncer-
tainty (stat+syst) of 0.004. It is represented by the black
line in Fig. 14.

4.2 Analysis of the integral energy distribution of

recoiling nuclei

In this last section an additional cross-check is proposed,
considered as almost independent of the main result of
this article. A complementary approach to determine ion-
ization quenching factors consists in comparing the energy
distribution of recoil nuclei integrated over all scattering
angles (i.e. without coincidence requirements) with a MC
simulation of the experiment. This approach was for in-
stance used in [16, 18, 24]. Such an analysis relies on an
accurate modeling of the setup and a quenching model. Its
parameters can be tuned in the simulation in order to re-
produce the observed data. Although we strongly favor the
direct and model-independent technique of a coincidence
measurement, advantage was taken of the high-statistics
neutron recoil data integrated over all angles and for dif-
ferent neutron beam energies in the HPGe detector col-
lected as a by-product during data collection. Note that
the range of recoil energies probed in this way is much
broader than the one studied by selecting only small scat-
tering angles: from Eq. (3), the maximum recoil energy ob-
tained for back-scattered neutrons equals e.g. 26 keVnr for
En,0 = 500 keV. Integrated energy distributions of recoil

A. Bonhomme, et al, Eur. Phys. J. C 82, 815 (2022)

greatly reduced. As expected, clear low-energy excesses are
observed only in the absence of the Ti filter, confirming
their origin in the elastic scattering of 24 keV neutrons.
The distribution of MCNP-POLIMI simulated energy depo-

sitions by NRs in the germanium crystal also producing a
capture in the backing detector was converted into an
ionization equivalent using QF values in the range
15%–40%, including the effect of energy resolution and
multiple scattering (4.1% to 7.6% of all events), for each of
the four scattering angles tested. The resulting spectra were
compared to the Ti-off residuals of Fig. 8, obtaining best-fit
QF values via log-likelihood analysis. The QF errors shown
in Figs. 8 and 9 combine the uncertainty extracted from this
procedure with that from the energy calibration. The energy
spread (half width at half maximum) of simulated events is
utilized as horizontal error bars in Fig. 9.

VI. SYSTEMATICS AND COMPATIBILITY

In this section we elaborate on possible systematic
effects able to have a moderate impact on our measure-
ments, as well as on the compatibility of these measure-
ments with each other and with previous work in [22].
The normalization of the two datasets shown in Fig. 7 is

based on a matching of their backgrounds in the regions
above and below the peak of interest. The same normali-
zation factor of 1.51 was found to apply to both regions. An
alternative method of normalization based strictly on the
difference in exposure between the datasets would use a

factor of 1.57. This modest difference is due to the small
yet finite shielding of backgrounds that the thin germa-
nium sample produces. If this alternative normalization is
employed, the γ alone peak position is minimally shifted
by 11 eV to a lower energy. The net result is an increase in
the QF derived from the thermal capture method to
34.6! 7.9%, improving the compatibility of this data
point with the trend of those derived from the KSU iron
filter (Fig. 9).
The independent term (intercept) in the linear fit used to

correlate analog-to-digital converter (ADC) amplitude
units to x-ray energy (Fig. 8, inset) has a finite value of
49 eV, with a small uncertainty of !11 eV due to the
excellent linearity observed (Pearson’s R ¼ 0.99998). Use
of lower-energy calibration data points (e.g., via alpha
irradiation of PVC, producing Cl x rays as in Fig. 1) was
not possible due to the longer exposures required for those
and the limited beam time available at KSU. The quality
of this fit is not in doubt, as nonzero independent terms of
this magnitude are commonplace and traceable to the
algorithms used for energy determination. It is however
worth mentioning that making this independent term
equal to zero would bring the iron-filter data points in
Fig. 9 to near-perfect agreement with the photoneutron
best fit shown there and its extrapolation to low energy.
Nevertheless, as mentioned in Sec. V, the effect of the
known uncertainty in the energy scale is already included
in the vertical error bars for iron-filter data.
The photoneutron QF should be considered an approxi-

mation, as its model-independent method is predicated on a
total absence of multiple scatters. Still, a more complex
analysis leaving both source yield Y and ionization end
point in the 88Y=Be-88Y=Al residual as free parameters
might be able to produce an improved fit to the low-energy
excess in Fig. 2, bringing the derived QF closer to iron-filter
results. In lieu of this analysis, we assess the agreement
between both techniques by assuming a QF model con-
sisting of a no-frills linear fit to the iron-filter QF data
points in Fig. 9 for energies below 1.35 keVnr. At this
energy this fit intersects the standard k ¼ 0.157 Lindhard
line in the same figure. For higher energies the QF model
switches to Lindhard. When this simple model is applied to
the interpretation of photoneutron data, a fair quantitative
and qualitative agreement is obtained (Fig. 10). This test
illustrates the internal consistency of the ensemble of our
measurements.
Finally, we have examined the compatibility of the new

measurements presented here with our previous photo-
neutron dataset in [22]. As mentioned in Sec. I, the detector
used for that study had a threshold 5 times larger than
presently achieved. This derived from a combination of
higher intrinsic electronic noise and an issue with the
internal gain of the digitizer employed, later resolved. As a
result, signals from NRs below ∼4 keVnr could only be
detected as part of events involving multiple neutron

FIG. 9. Present QF results, labeled by calibration technique. A
red band shows the 95% C.L. region for the model-independent
fit of Fig. 2. A dotted line is the Lindhard model with a default
germanium value of k ¼ 0.157 [22]. Previous measurements are
shown in gray: circles [57], squares [9,25], diamonds [65],
triangles [66], and inverted triangle [51].

COLLAR, KAVNER, and LEWIS PHYS. REV. D 103, 122003 (2021)

122003-8

J.I. Collar, A.R.L. Kavner, and C.M. Lewis, 
Phys. Rev. D 103, 122003 (2021)

solved
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Charged Coupled Device (CCD)
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Charge Coupled Device (CCD)

https://www.nobelprize.org/prizes/physics/2009/b
oyle/lecture/



M. Vignati 

Charged Coupled Device (CCD)
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Charge-Coupled Devices

• CCD is a dynamic analog (charge) shift register

• It consists of a series of MOS capacitors coupled with one another

• CCD is clocked, and all operations are in transient mode

• Charge is coupled from one gate to the next gate by fringing electric field,  
potential and carrier density gradient

Courtesy of V. Bocci
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Integrated Circuits 481

their present forms and variety of applications must be found in the current 
literature.

9.4.1 Dynamic Effects in MOS Capacitors

The basis of the CCD is the dynamic storage and withdrawal of charge in a 
series of MOS capacitors. Thus we must begin by extending the MOS discus-
sion of Chapter 6 to include the basics of dynamic effects. Figure  9–  15 shows 
an MOS capacitor on a  p-  type substrate with a large positive gate pulse 
applied. A depletion region exists under the gate, and the surface potential 
increases considerably under the gate electrode. In effect, the surface poten-
tial forms a potential well, which can be exploited for the storage of charge.

If the positive gate bias has been applied for a sufficiently long time, 
electrons accumulate at the surface and the steady state inversion condi-
tion is established. The source of these carriers is the thermal generation 
of electrons at or near the surface. In effect, the inversion charge tells us 
the capacity of the well for storage charge. The time required to fill the well 
thermally is called the thermal relaxation time, and it depends on the quality 
of the semiconductor material and its interface with the insulator. For good 
materials the thermal relaxation time can be much longer than the charge 
storage times involved in CCD operation.

If instead of a steady state bias we apply a large positive pulse to the 
MOS gate electrode, a deep potential well is first created. Before inversion 
has occurred by thermal generation, the depletion width is greater than it 
would be at equilibrium (W 7 Wm). This transient condition is sometimes 
called deep depletion. If we can inject electrons into this potential well elec-
trically or optically, they will be stored there.3 The storage is temporary, 

Metal (+)

(a)

(b)

SiO2

Depletion

p

s Signal
charge

3The potential well should not be confused with the depletion region, which extends into the bulk of the 
semiconductor. The “depth” of the well is measured in electrostatic potential, not distance. Electrons stored 
in the potential well are in fact located very near the semiconductor surface.

Figure 9–  15
An MOS 
capacitor with 
a positive 
gate pulse: 
(a) depletion 
region and 
surface charge; 
(b) potential well 
at the interface, 
partially filled 
with electrons 
corresponding to 
the surface charge 
shown in (a).

From: Solid State Electronic Devices by Ben Streetman, Sanjay Banerjee
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482 Chapter 9

however, because we must move the electrons out to another storage loca-
tion before thermal generation becomes appreciable.

What is needed is a simple method for allowing charge to flow from 
one potential well to an adjacent one quickly and without losing much charge 
in the process. If this is accomplished, we can inject, move, and collect packets 
of charge dynamically to do a variety of electronic functions.

9.4.2 The Basic CCD

The original CCD structure proposed in 1969 by Boyle and Smith of Bell 
Laboratories consisted of a series of metal electrodes forming an array 
of MOS capacitors as shown in Fig.  9–  16. Voltage pulses are supplied in 
three lines  (L1,  L2,  L3), each connected to every third electrode in the row 
 (G1,  G2,  G3). These voltages are clocked to provide potential wells, which 
vary with time as in Fig.  9–  16. At time t1 a potential well exists under each 
G1 electrode, and we assume this well contains a packet of electrons from 
a previous operation. At time t2 a potential is applied also to the adjacent 
electrode G2, and the charge equalizes across the common G1-G2 well. It 
is easy to visualize this process by thinking of the mobile charge in analogy 
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G1 G2 G3 G1 G2 G3
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t4

V1 (+)
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Figure 9–  16
The basic CCD, 

composed 
of a linear 

array of MOS 
capacitors. At 
time t1, the G1 
electrodes are 

positive, and the 
charge packet is 
stored in the G1 

potential well. At 
t2 both G1 and 

G2 are positive, 
and the charge 

is distributed 
between the two 

wells. At t3 the 
potential on G1 
is reduced, and 

the charge flows 
to the second 
well. At t4 the 

transfer of charge 
to the G2 well is 

completed.

From: Solid State Electronic Devices by Ben Streetman, Sanjay Banerjee
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end of integration time (a new integration period can begin right after the  
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• Charge transfer to vertical CCDs simultaneously resets the photodiodes,  
(shuttering done electronically for “snap shot” operation)
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and composed of 15 × 15 μm square pixels arranged in a
4126 × 866 array (Table I). The sensor is operated at 140 K
to reduce the number of electrons promoted to the con-
duction band by thermal fluctuations (“dark current”)
[13,14]. (The operating temperature could be lowered to
∼100 K before charge-transfer efficiency is significantly
reduced.)
Figure 2 shows a schematic of the Skipper CCD output

stage [11]. At t0, all charge is drained from the sense node
(SN) to Vdrain by applying a pulse to the dump gate (DG),
and the SN voltage is restored to Vref with a pulse to the
reset gate (RG). At t1, raising the summing-well gate (SG)
phase transfers the charge packet to the SN, concluding the
readout of the first sample. To take the second sample, the
output gate (OG) and SG phase are lowered at t2, moving
the charge packet in the SN back under the SG phase.
A pulse to the RG restores the SN reference voltage. This
cycle is repeated to remeasure the same charge packet.

The CCD is divided into four regions of 2063 × 433
pixels, and each region is read out by an amplifier with a
distinct readout design. The most important difference
between the four readout amplifiers is the size of the floating
gate. Smaller floating gates have smaller capacitance and
higher gain, but can be subject to charge transfer inefficiency
and reduced full-well capacity. However, none of the
designs tested showed adverse effects from reducing the
size of the readout structures. The results discussed here are
from the readout stage with the smallest (15 × 4 μm)
floating gate. Additional improvements in gain are expected
by further reducing the size of the floating gate, which will
be explored in future generations of Skipper CCDs.
The output amplifiers have an impedance of ∼2 kΩ and

can only drive signals for a few centimeters before signi-
ficant degradation. To reduce the amplifier load, junction
gate field-effect transistor (JFET) source followers that
operate at low temperatures (∼120 K) were placed next to
each analog output. The JFETs lower the output imped-
ance, so signals can be driven over a 50 cm flex circuit
and reach precision operational amplifiers at room temper-
ature. These operational amplifiers have a noise density
of 1.1 nV=

ffiffiffiffiffiffi
Hz

p
and reduce the impact of internal noise

sources in the readout electronics.
Readout electronics: The readout electronics are based

on the Monsoon system developed for the Dark Energy
Camera [16,17]. This system can be adapted to independ-
ently control the extra gates in the Skipper CCD and
simultaneously digitize the four amplifier channels. To
fully benefit from the multiple sampling capabilities of the
Skipper CCD, the noise for each sample must be uncorre-
lated with the noise of the other samples. Although the
electronics initially showed high levels of correlated
noise, this was resolved by replacing all switching power
supplies with low-noise laboratory power supplies with
ripple noise Vrms < 350 μV and peak-to-peak ripple volt-
age Vpp < 2 mV [18].
Signal processing and performance: One major advan-

tage of the nondestructive readout technique is that
individual samples are uncorrelated measurements of the

TABLE I. Skipper CCD detector characteristics.

Characteristic Value Unit

Format 4126 × 866 pixels
Pixel scale 15 μm
Thickness 200 μm
Operating temperature 140 Kelvin
Number of amplifiers 4
Dark currenta <10−3 e−=pixel=day
Readout time (1 sample) 10 μs=pixel=amp
Readout noise (1 sample) 3.55 e−rms=pixel
Readout noise (4000 samples) 0.068 e−rms=pixel
aThe upper limit on dark current comes from measurements on a
similar CCD used by the DAMIC experiment [15].

FIG. 1. Single-electron charge resolution using a Skipper CCD
with 4000 samples per pixel (bin width of 0.03 e−). The
measured charge per pixel is shown for low (main) and high
(inset) illumination levels. Integer electron peaks can be distinctly
resolved in both regimes contemporaneously. The 0 e− peak has
rms noise of 0.068 e− rms=pixel while the 777 e− peak has
0.086 e− rms=pixel, demonstrating single-electron sensitivity
over a large dynamical range. The Gaussian fits have
χ2 ¼ 22.6=22 and χ2 ¼ 19.5=21, respectively.

RG

3H GS GO1H 2H

MR

M1

Vref

Vdd
Vvideo

DG Vdrain

floating gate
sense node (SN)

FIG. 2. Schematic of the Skipper CCD output stage. H1, H2,
and H3 are the horizontal register clock phases. MR is a switch to
reset the sense node to Vref . M1 is a MOSFET in a source
follower configuration. Because of its floating gate, the Skipper
CCD readout performs a nondestructive measurement of the
charge at the SN.
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“Skipper CCD is the most sensitive and robust electromagnetic calorimeter that 
can operate above liquid nitrogen temperatures.”

Tiffenberg et al, PRL 119, 131802 (2017)

• Non-Destructive measurement of charge, allows multiple sampling
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charge in each pixel. For uncorrelated Gaussian readout
noise, the standard deviation, σ, of the effective readout
noise distribution after averaging N samples per pixel is

σ ¼ σ1ffiffiffiffi
N

p ; ð1Þ

where σ1 is the standard deviation of the readout noise for a
single sample of the pixel. Figure 3 shows that the
measured performance of the Skipper CCD closely follows
this prediction, deviating only slightly for N ≳ 2000
samples. Thus, more sophisticated signal processing tech-
niques are unnecessary.
Another advantage of nondestructive readout is that one

can dynamically configure the number of samples taken per
pixel. This allows the readout noise to be adjusted on a per
pixel basis. The simplest application of this procedure is to
repeatedly sample a predetermined subset of pixels where
low readout noise is desired, while reading out the rest of
the detector quickly with fewer samples per pixel.
However, it is also possible to design sampling schemes
that are based on the value of a pixel measured from the first
readout. Thus, pixels containing more charge can be read
fewer times. Dynamic sampling schemes can greatly reduce
the readout time for the Skipper CCD when subelectron
noise is not required in all pixels simultaneously.
Readout time: The Skipper CCD studied here has a

single-sample readout noise of σ1 ¼ 3.55 e− rms=pixel
with a readout time of 10 μs=pixel=sample. A readout
noise of σ < 0.1 e− rms=pixel requires ∼1200 samples per
pixel, corresponding to a readout time of 12 ms=pixel. The
wide-format detector described here can be read in three
hours with four amplifiers. The readout time scales linearly
with the number of samples and inversely with the square
of the readout noise. Several modifications can further
reduce the readout time. (1) The single-sample readout

noise and readout time can be decreased by using lower
capacitance amplifiers with higher gain. Current CCDs
using these amplifiers routinely reach 2 e− rms=pixel with
a readout time of 4 μs=pixel=sample [7]. Thus, one could
reach σ < 0.1 e− rms=pixel 7.5 times faster than the device
studied here. (2) The number of readout channels and
amplifiers can be increased. Commercial devices are
available with 16 amplifiers [19], and sensors with > 48
on-chip amplifiers are well within the reach of existing
technology [20]. The readout time decreases linearly with
the number of amplifiers.
A combination of these two techniques can reduce the

Skipper CCD readout time by a factor of Oð100Þ. In
addition, a frame-shifting readout allows for readout of
concurrent exposures. Finally, as previously discussed,
dynamic sampling schemes can greatly reduce the readout
time when only a fraction of the pixels require ultralow
readout noise.
Impact of dark current: For detectors with subelectron

readout noise, the dark current can become the dominant
source of background in rare-event searches and limits the
energy or charge threshold. A Skipper CCD with readout
noise σ ≲ 0.1 e− rms=pixel will misclassify a pixel with n
electrons as having nþ 1 electrons with a probability of
p ∼ 3 × 10−7 (5σ). This probability can be further reduced
by selecting pixels with measured values that are within 3σ
from an integer charge (i.e., selecting pixels with measured
values between n − 0.3 and nþ 0.3, where n is any non-
negative integer). By applying this quality cut, the mis-
classification probability is reduced to p ∼ 10−12 (∼7σ),
while the efficiency is kept above 99.7%. Thus, readout
noise no longer limits the energy or charge threshold.
The number of dark-current electrons that accumulate in

a pixel is expected to follow a Poisson distribution with a
mean equal to the dark-current rate multiplied by the
exposure time. The minimum exposure time is set by
the readout time. The Skipper CCD described here can be
read out in three hours with a readout noise of σ ¼
0.1 e− rms=pixel. Current experiments using fully depleted
scientific CCDs similar to the Skipper CCD studied here
have measured an upper limit on the dark-current rate of
≲10−3 e− pixel−1=day−1 [15], with no evidence for devia-
tions from a Poisson distribution. Assuming the counts
from the dark current follow a Poisson distribution, the
upper limit on the expected number of pixels with an
accumulated charge of ≥1e− (≥2e−) is ∼450 (∼0.03) per
exposure. However, the theoretically expected dark-current
rate for a CCD operating at 120 K is ∼10−7 [4], which
would predict 0.04 pixels with ≥1e− and Oð10−10Þ pixels
with ≥2e− per exposure.
For dark-matter searches, the most important parameter

is the charge or energy threshold, which should be set as
low as possible to capture as many dark-matter events as
possible [21] (the lowest possible threshold is set by the
silicon band gap of 1.1 eV). Table II shows the expected
dark-current contribution for a putative 100 g dark-matter
detector consisting of 80 3.5-Mpix Skipper CCDs with a

FIG. 3. Readout noise as a function of the number of
nondestructive readout samples per pixel for the Skipper
CCD. Black points show the rms of the empty-pixel distribution
as a function of the number of averaged samples. The red line is
the theoretical expectation assuming independent, uncorrelated
samples [Eq. (1)].
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• Pros: low dark rates, few eV threshold, 10 micron position resolution,
• Cons: silicon target only, lack of timing, no discrimination
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The CCD Program

11 7/10/2024 Daniel Baxter | IDM 2024

Interaction with silicon produces free charge 
carriers…

o …which are drifted across fully-depleted 
region…

o …and collected in 15 micron square 
pixels…

o …to be stored until a user-defined readout 
time after many hours.

no loss of charge

exceptional position resolution

large exposures

Pros: low dark rates, few eV threshold, 10 micron position resolution, 1-10 dru backgrounds 
Cons: silicon target only, lack of timing, no discrimination below 10 keV

The CCD Program – DAMIC-M

18 7/10/2024 Daniel Baxter | IDM 2024

see Wed. talk from Danielle Norcini

Full Detector (Online in 2025!)

see Arnquist et al, PRL 130, 171003 (2023) [arXiv:2302.02372]

LBC Demonstrator (taking data since 2022)

images borrowed from Danielle Norcini’s talk at IDM2024 today

(standard CCD: 
50 μm)
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The CCD Program – DAMIC 

12 7/10/2024 Daniel Baxter | IDM 2024

DAMIC Surface Image
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The CCD Program – DAMIC 

13 7/10/2024 Daniel Baxter | IDM 2024
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scenario gives access to possible hidden-sector DM candi-
dates that interact via a new gauge boson which is feebly
mixed with the photon [12,13]. Such a mixing provides a
mechanism for DM-e− scattering to occur.
The DAMIC-M (Dark Matter in CCDs at Modane)

experiment [14] searches for sub-GeV DM using skipper
charge-coupled devices (CCDs) under the French Alps at
the Laboratoire Souterrain de Modane (LSM). DM-induced
ionization events in the thick silicon bulk can be detected
with subelectron resolution through nondestructive, repe-
ated pixel readout [15–18]. Combined with an extremely
low dark current [19,20], sensitivity to single-electron mea-
surements allows DAMIC-M to achieve an energy thresh-
old of a few eV. The completed experiment will feature
≈ 700 g of target mass with an expected total background
of a fraction of a dru (1 event=kg=keV=day). A prototype
detector, the Low Background Chamber (LBC), is currently
operating at LSM. The LBC aims to demonstrate the
performance of the CCDs, background control strategy,
and the sensitivity to light dark matter.
In this Letter, we present the first search for sub-GeV

DMwith the DAMIC-M LBC. With an integrated exposure
of 85.23 g days, we set world-leading limits on dark matter-
electron scattering interactions via heavy and ultralight
mediators. The DM interaction model, data-taking con-
ditions, and analysis strategy are detailed in the following.
Theoretical expectations for hidden-sector DM inter-

actions in crystalline silicon are derived in Refs. [21–24].
The differential event rate from DM-e− interactions in the
detector for a DM mass mχ with recoil energy Ee is
parameterized as [21]

dR
dEe

∝ σ̄e

Z
dq
q2

ηðmχ ; q; EeÞjFDMðqÞj2jfcðq; EeÞj2; ð1Þ

where σ̄e is a model-independent reference cross section for
DM-e− elastic scattering, q is the transferred momentum, η
includes properties of the incident flux of galactic DM
particles, FDM is the DM form factor, and fcðq; EeÞ
quantifies the atomic transitions of bound-state electrons
[21]. The DM form factor FDM ¼ ðαme=qÞn, where α is the
fine-structure constant and me the electron mass, describes
the momentum-transfer dependence of the interaction, with
n ¼ 0 for a pointlike interaction with heavy mediators
(mass ≫ αme) or a magnetic dipole coupling, n ¼ 1 for an
electric dipole coupling, and n ¼ 2 for massless or ultra-
light mediators (mass ≪ αme). The crystal form factor fc,
which includes the material properties of the silicon target,
is calculated numerically with a DFT (density functional
theory) approach (see Refs. [21,25]).
Data are collected with two large-area, thick CCDs

featuring 6144 × 4128 pixels, as shown in Fig. 1 (right).
Each pixel is a 15 × 15 μm2 square with a thickness of
670 μm, such that the total target mass per CCD is ≈ 9 g.
The CCD has a three-phase polysilicon gate structure with

a buried-p channel, where charge carriers collected from
fully depleted high-resistivity (> 10 kΩ cm) n-type silicon
bulk are clocked toward a readout amplifier [26–28]. Flex
cables wire bonded to the CCD provide the required
voltage biases and clocks.
The two CCDs are mounted in a high-purity, oxygen-

free, high-conductivity copper box, which also acts as a
shield to infrared radiation. To minimize leakage current,
the CCDs are operated at low temperature (≈ 130 K) under
vacuum (pressure ∼5 × 10−6 mbar) inside the LBC cryo-
stat, as in Fig. 1 (left). The CCD box is surrounded by at
least 7.5 cm of very low-background lead (≤ 7 mBq=kg
210Pb), with the innermost 2 cm of ancient origin, to miti-
gate gamma radiation from components located in the
cryostat: cables, electronics, fasteners, and a cryocooler. In
addition, 15 cm of low-background lead (54 Bq=kg 210Pb)
and 20 cm of high-density polyethylene surround the
cryostat to attenuate high-energy γ rays and neutrons, as
shown in Fig. 1 (left). All parts of the detector are appro-
priately cleaned to remove any surface contamination
[29,30]. A full simulation of the apparatus with GEANT4

[31] gives an expected total background of ∼10 dru for this
initial LBC installation. The simulation includes realistic
amounts of radioactive contaminants as determined by
radioassay measurements and bookkeeping of cosmogenic
activation time of materials (see Ref. [32] for similar
methods). This level of background, similar to that
achieved by DAMIC at SNOLAB [32], was confirmed
during the LBC commissioning and has negligible impact
on the analysis presented in this Letter. Voltage biases and
clocks to operate the devices are provided by a commercial
CCD controller from Astronomical Research Cameras, Inc.
placed outside the external shielding.
A DM-e− interaction in the bulk silicon of the CCD will

generate charge carriers in numbers proportional to the
energy deposited. The voltage bias applied for full

FIG. 1. The DAMIC-M Low Background Chamber installed
underground at LSM: the two skipper CCDs are mounted in a
high-purity copper box (right); the box is placed inside the copper
cryostat, visible here (left) during assembly of the external lead
and polyethylene shielding.
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depletion of the substrate (70 V) drifts the charge along the
z direction toward the x-y plane of the CCD pixel array.
Thermal diffusion in the transverse direction results in a
spatial variance of the charge collected at the pixel array,
σ2xy, proportional to the transit time [33]. To read out the
pixel, charge is moved by voltage clocks, first vertically
row by row toward the serial register of the CCD, and then
horizontally, to the two charge-to-voltage amplifiers
(referred to as U and L) at each end of the serial register.
DAMIC-M CCDs feature skipper amplifiers [15–17],
which can be configured to make multiple, nondestructive
charge measurements (NDCMs). The charge resolution
improves as 1=

ffiffiffiffiffiffiffiffiffiffi
Nskip

p
, where Nskip is the number of

NDCMs, when averaging all the measurements, reaching
a subelectron level for sufficiently large Nskip. Details on
the performance of DAMIC-M skipper CCDs can be found
in Ref. [18].
After commissioning of the CCDs—which includes

optimizing the operating parameters for charge transfer
efficiency, resolution, and dark current—two datasets with
similar exposures are collected between May and July
2022. An optimal value of Nskip ¼ 650 is adopted, as a
good compromise between charge resolution and pixel
exposure to dark current. A 10 × 10 pixel binning [34] is
used for the readout. By binning, charge from a pointlike
energy deposit distributed by diffusion over several physi-
cal pixels is summed before measurement, improving the
signal-to-noise ratio. The binning size is optimized using
the measured value of σxy (see Ref. [32] for the measure-
ment method) so that DM interactions are most likely
contained in a single binned pixel. For the remainder of this
text, the term pixel is used to describe a 10 × 10 bin of
pixels (i.e., 150 × 150 μm2). A continuous readout mode,
where images of 640 × 840 (Ncol × Nrow) pixels are taken
subsequently, each beginning immediately after the end of
the previous one, is implemented for Science Run 1 (SR1),
resulting in the same exposure time for each pixel. In
Science Run 2 (SR2), only a fraction of the CCD is read out
(640 × 110 pixels), and the charge in the CCD is cleared
between consecutive images. In this mode the pixel’s
exposure time increases linearly as a function of row,
and a lower average charge accumulates during the
pixel exposure (≈ 0.0033e−=pixel=image in SR2 vs
≈ 0.012e−=pixel=image in SR1) resulting in a lower rate
of pixels with charge > 1e−. As the LBC is still in its
commissioning phase, this level of dark current
(≈ 20e−=mm2=day) is several times higher than the lowest
reached in CCDs [19,20], but sufficiently low to perform a
sensitive search for DM.
The following procedure is used to reduce and calibrate

the raw CCD images. First, the pixel charge is obtained by
averaging the NDCMs. Then, a dc offset, or pedestal, in-
troduced by the electronics chain is subtracted. The pede-
stal value is determined row-by-row from a Gaussian fit of

the charge distribution’s most prominent peak, comprised
of pixels with zero charge.
The calibration constant, which converts the measured

analog-to-digital units (ADU) into the number of electrons
[35], is obtained by fitting a Gaussian function convolved
with a Poisson distribution [18]. The charge resolution,
σres ≈ 0.2e−, is estimated from the standard deviation of the
Gaussian fit. The U and L amplifiers in each CCD are
calibrated independently. An example of a calibrated pixel
charge distribution is shown in Fig. 2 where the peaks
correspond to 0, 1, and 2e−, from left to right. We then
identify energy deposits, which may extend over more than
one pixel. Adjacent pixels with charge ≥ 3σres are grouped
together as a cluster if at least one pixel has ≥ 2e−. Clusters
or single isolated pixels with charge > 7e− are excluded
from further analysis since the probability that they
originate from a DM interaction is negligible for the
DM mass range of interest. We also exclude the 10 trailing
pixels in the horizontal and vertical directions to account
for charge transfer inefficiencies. Monte Carlo simulations
show that the efficiency for a dark matter signal with charge
≤ 7e− is not affected by this procedure. The clustering
selection rejects about 6 × 10−5 of the pixels. Defects in the
CCD may release charge during the readout process,
appearing as “hot” pixels and columns [36]. To identify
these defects, we parametrize the 1e− rate as a function of
column number icol with a second-order polynomial
PpolðicolÞ and then tag columns with a rate exceeding the
parametrization by more than 2σ. We also use a dedi-
cated dataset of 13 images with 3 h exposures to identify
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FIG. 2. Example of a pixel charge distribution with peaks
corresponding to individual charges. This distribution, with
pixels from the U amplifier of the SR2 dataset, constitutes about
40% of the full dataset used for the DM search. The red line is the
fit result for the background-only hypothesis (no DM-e−). The
dashed violet line is the expectation for background plus a
DM-e− heavy-mediator model with mχ ¼ 12 MeV=c2 and σ̄e ¼
2 × 10−37 cm2, which is equal to the 90% C.L. limit value
obtained at this mass.
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content. Since the charge resolution is set by the individual
amplifier’s readout noise, σres is an independent free
parameter for each of the four pixel distributions. An
example of a fit result for the background-only hypothesis
(σ̄e ¼ 0) is shown in Fig. 2 for the U amplifier of the
SR2 dataset. Also shown for illustration is the expec-
ted distribution for the background model plus a DM
heavy-mediator signal with mχ ¼ 12 MeV=c2 and σ̄e ¼
2 × 10−37 cm2 equal to the 90% C.L. limit value obtained
at this mass.
No preference is found for a DM signal and exclusion

limits are derived accordingly. We use the approach of
Ref. [41] and the profile likelihood ratio test statistic, tσ ¼
−2 log λðσÞ where λðσÞ is the profile likelihood ratio, at
each DM mass. The DAMIC-M 90% C.L. exclusion limits
for heavy (right) and ultralight (left) mediator sub-GeV DM
are shown in Fig. 3. We find these limits to be within the
expected 68% sensitivity band as estimated by MC sim-
ulations. Results from other direct detection experiments
are also shown in Fig. 3, where the limit from SENSEI [20],
which also uses skipper CCDs, was recasted for pro-
per comparison by using the same halo parameters [39]
and charge yield model [40] adopted in this analysis.
Theoretical expectations for models which reproduce the
correct DM relic abundance by thermal “freeze-out” of DM
annihilation into standard model particles (heavy mediator)
during the early universe or “freeze-in” of standard model
particles annihilation into DM (ultralight mediator) [21] are
also shown in Fig. 3.

Several cross-checks of the analysis procedures have
been performed. We verify with dedicated datasets that
pixel charge multiplicities relevant to this analysis are not
altered by charge transfer inefficiency. A more elaborate 2D
analysis of the pixel charge distribution, which slightly
improves charge resolution by exploiting noise correla-
tion between symmetric pixels on the U and L side, is
employed. Independent cross-checks have been performed
at every step in the analysis, starting from the low-level
image processing to the generation of the data pixel
distribution, the identification of defects, the modeling of
the DM signal, and the extraction of the DM signal upper
limit. Consistent results are obtained in all of these checks,
indicating no major systematic effect in our procedure. We
evaluate theoretical uncertainties associated with the cal-
culation of the DM-e− interaction rate by using DARKELF

[24] and EXCEED-DM [23,51] predictions for the signal S.
The corresponding limits are in general worse than the
QEDARK-based results of Fig. 3, up to a factor of 60 at low
DMmasses. Thus approximations in the theoretical models
(e.g., no in-medium screening effects in QEDARK) have
significant impact. We use QEDARK as the reference
theoretical model for proper comparison with previous
and forthcoming results from other experiments and
include in the Supplemental Material [52] the limits derived
with the other models.
This DAMIC-M search for DMparticles of mass between

0.53 and 1000 MeV=c2 excludes unexplored regions of
parameter space in mass ranges ½1.6; 1000% MeV=c2 for an
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FIG. 3. DAMIC-M 90% C.L. upper limits (solid black) on DM-electron interactions through a ultralight mediator (left) and heavy
mediator (right). Also shown are current best direct-detection limits from other experiments, DAMIC-SNOLAB [42] (dashed black
line), SENSEI [20] (solid gray line), EDELWEISS [43] (dashed gray line), SuperCDMS [44,45] (dotted gray line), CDEX-10 [45] (dot-
dashed gray line), DarkSide-50 [46] (solid violet line), XENON1T combined result from [47,48] (dashed violet line), PandaX-II [49]
(dotted violet line), and a limit obtained from XENON10 data in Ref. [50] (dash-dotted violet line). Theoretical expectations assuming a
DM relic abundance from freeze-in and freeze-out mechanisms are also shown in light blue [11].
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Scintillation
• Presence in the forbidden band of states due to impurities (natural or 

doped)

• Electrons excited by interacting particles can populate this states and 
later decay emitting photons

• The crystal is transparent to this photons
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efficiency

light output or light yield

transparent

• The light 
spectrum



Common scintillators

309/73

Properties of 
some Inorganic 
Scintillators

from «Radiation detection and measurement», G.F. Knoll 



Light readout
Detectors:

• Photomultiplers (PMT)

• Avalanche Photodiode (APD)

• Silicon Photomultipliers (SiPM) 

Transmission to sensors: light guide

• Note that the light guide is not a funnel!
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11/73

Light readout

• PMT

• APD

• SiPm

11/73

Light readout

• PMT

• APD

• SiPm



DAMA/LIBRA
• 25 NaI crystals,  9.70 kg each

• High radiopurity:  232Th and 238U (ppt), 40K (<20 ppb)

Dual read-out of each crystal via PMTs (noise reduction via 
coincidence), 5.5-7.5 photoelectrons/keVee   

• Energy threshold: 1 keVee

• Granularity: select single crystal events 
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•  Radiopurity,performances, procedures, etc.: NIMA592(2008)297 
•  Results on DM particles: Annual Modulation Signature: EPJC56(2008)333, EPJC67(2010)39 
•  Results on rare processes: PEP violation in Na and I: EPJC62(2009)327 

Installing the DAMA/LIBRA set-up ~250 kg ULB NaI(Tl) 

Residual contaminations in 
the new DAMA/LIBRA NaI
(Tl) detectors:232Th, 238U 
and 40K at level of 10-12 g/g  

•  Radiopurity,performances, procedures, etc.: NIMA592(2008)297 
•  Results on DM particles: Annual Modulation Signature: EPJC56(2008)333, EPJC67(2010)39 
•  Results on rare processes: PEP violation in Na and I: EPJC62(2009)327 

Installing the DAMA/LIBRA set-up ~250 kg ULB NaI(Tl) 

Residual contaminations in 
the new DAMA/LIBRA NaI
(Tl) detectors:232Th, 238U 
and 40K at level of 10-12 g/g  



Pulse shape cuts to reject PMT noise events:

 
 
 
 
 
 

Low energy calibration with 241Am and 133Ba, check with 40K

DAMA/LIBRA - data analysis
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The curves superimposed to the experimental 
data have been obtained by simulations 

( ) ( ) 30.448 0.035
9.1 5.1 10

( )
LE

E E keV
σ −±

= + ± ⋅

DAMA/LIBRA calibrations 
Low energy: various external gamma sources (241Am, 
133Ba) and internal X-rays or gamma’s (40K, 125I, 129I), 
routine calibrations with 241Am 

High energy: external sources of gamma rays (e.g. 
137Cs, 60Co and 133Ba) and gamma rays of 1461 keV 
due to 40K decays in an adjacent detector, tagged by 
the 3.2 keV X-rays 

( ) ( ) 41.12 0.06
17 23 10

( )
HE

E E keV
σ −±

= + ± ⋅

The signals (unlike low 
energy events) for high 
energy events are taken 
only from one PMT 

Thus, here and hereafter keV means keV electron equivalent 

Linearity Energy resolution 

Linearity Energy resolution 

81 keV 

133Ba 

Internal 40K 
Tagged by an 
adjacent 
detector 

Internal 125I 
first months 

241Am 

3.2 keV 

59.5 keV 

67.3 keV 

40.4 keV 

30.4 keV 

137Cs 60Co 

133Ba 40K 

81 keV 

662 keV 1173 keV 
1332 keV 

2505 keV 

356 keV 1461 keV 

Noise rejection near the energy threshold 
Typical pulse profiles of PMT noise and of scintillation event with the 
same area, just above the energy threshold of 2 keV 

The different time characteristics of PMT noise (decay time of order 
of tens of ns) and of scintillation event (decay time about 240 ns) can 
be investigated building several variables 

1

2

Area (from 100 ns to 600 ns)X = ;
Area (from 0 ns to 600 ns)
Area (from 0 ns to 50 ns)X =

Area (from 0 ns to 600 ns)

From the Waveform Analyser 
2048 ns time window: 

• The separation between noise and scintillation 
pulses is very good. 

• Very clean samples of scintillation events 
selected by stringent acceptance windows. 

• The related efficiencies evaluated by 
calibrations with 241Am sources of suitable 
activity in the same experimental conditions and 
energy range as the production data (efficiency 
measurements performed each ~10 days; 
typically 104–105 events per keV collected) 

This is the only procedure 
applied to the analysed data 

PMT noise 

Scintillation event 

2-4 keV 

4-6 keV 

Single-hit 
production data γ source 

Scintillation pulses PMT noise 

X2 

X2 X2 

X2 
X1 

X1 X1 

X1 

Noise rejection near the energy threshold 
Typical pulse profiles of PMT noise and of scintillation event with the 
same area, just above the energy threshold of 2 keV 

The different time characteristics of PMT noise (decay time of order 
of tens of ns) and of scintillation event (decay time about 240 ns) can 
be investigated building several variables 

1

2

Area (from 100 ns to 600 ns)X = ;
Area (from 0 ns to 600 ns)
Area (from 0 ns to 50 ns)X =

Area (from 0 ns to 600 ns)

From the Waveform Analyser 
2048 ns time window: 

• The separation between noise and scintillation 
pulses is very good. 

• Very clean samples of scintillation events 
selected by stringent acceptance windows. 

• The related efficiencies evaluated by 
calibrations with 241Am sources of suitable 
activity in the same experimental conditions and 
energy range as the production data (efficiency 
measurements performed each ~10 days; 
typically 104–105 events per keV collected) 

This is the only procedure 
applied to the analysed data 

PMT noise 

Scintillation event 

2-4 keV 

4-6 keV 

Single-hit 
production data γ source 

Scintillation pulses PMT noise 

X2 

X2 X2 

X2 
X1 

X1 X1 

X1 

PMT noise Scintillation

single-hit 
production data γ source



Earth velocity combines to solar 
system velocity in the galaxy.

Dark matter “wind” in the heart rest 
frame is modulated:

and affects the counting rate: 

Distinctive modulation signal features:

T = 1 year       t0 = 2nd June  

Pro: model independent Con: requires detector stability and bkg control. 

Counting rate annual modulation

34

Dark Matter 
Wind

232 km/s

Sun

Earth
30 km/s

60º

v||

v||



Modulation spectrum
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Davide Marin,  Student of Neutrinos and Dark Matter at Sapienza
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FIRST MODEL INDEPENDENT RESULTS FROM DAMA/LIBRA-PHASE2 
 

The first model independent results obtained by the DAMA/LIBRA-phase2 experiment are presented. The data have 
been collected over 6 annual cycles corresponding to a total exposure of 1.13 t � yr, deep underground at the Gran Sasso 
National Laboratory (LNGS) of the I.N.F.N. The DAMA/LIBRA-phase2 apparatus, ≃ 250 kg highly radio-pure 
NaI(Tl), profits from a second generation high quantum efficiency photomultipliers and of new electronics with respect 
to DAMA/LIBRA-phase1. The improved experimental configuration has also allowed to lower the software energy 
threshold. New data analysis strategies are presented. The DAMA/LIBRA-phase2 data confirm the evidence of a signal 
that meets all the requirements of the model independent Dark Matter (DM) annual modulation signature, at 9.5 V C.L. 
in the energy region (1 - 6) keV. In the energy region between 2 and 6 keV, where data are also available from 
DAMA/NaI and DAMA/LIBRA-phase1 (exposure 1.33 t � yr, collected over 14 annual cycles), the achieved C.L. for 
the full exposure (2.46 t � yr) is 12.9 V; the modulation amplitude of the single-hit scintillation events is: (0.0103 ± 
± 0.0008) cpd/kg/keV, the measured phase is (145 ± 5) d and the measured period is (0.999 ± 0.001) yr, all these values 
are well in agreement with those expected for DM particles. No systematics or side reaction able to mimic the exploited 
DM signature (i.e. to account for the whole measured modulation amplitude and to simultaneously satisfy all the 
requirements of the signature), has been found or suggested by anyone throughout some decades thus far. 

Keywords: scintillation detectors, elementary particle processes, Dark Matter. 
PACS numbers: 29.40.Mc; 95.30.Cq; 95.35.+d. 
 

1. Introduction 
 
DAMA/LIBRA [1 - 20] experiment, as the pioneer 

DAMA/NaI [21 - 48], has the main aim to investigate 
the presence of DM particles in the galactic halo by 
exploiting the DM annual modulation signature 
(originally suggested in Refs. [49, 50]). In addition, 
the developed highly radio-pure NaI(Tl) target-
detectors [1, 6, 9, 51] ensure sensitivity to a wide 
range of DM candidates, interaction types and 
astrophysical scenarios (see e.g. Refs. [2, 14, 16 - 18, 
22 - 29, 32 - 39], and in literature). 

The origin of the DM annual modulation 
signature and of its peculiar features is due to the 
Earth motion with respect to the DM particles 
constituting the Galactic Dark Halo, so it is not 
related to terrestrial seasons. In fact, as a 
consequence of the Earth's revolution around the 
Sun, which is moving in the Galaxy with respect to 

the Local Standard of Rest towards the star Vega 
near the constellation of Hercules, the Earth should 
be crossed by a larger flux of DM particles around 
≃ 2 June and by a smaller one around ≃ 2 
December. In the former case, the Earth orbital 
velocity is summed to that of the solar system with 
respect to the Galaxy, while in the latter the two 
velocities are subtracted. The DM annual 
modulation signature is very distinctive since the 
effect induced by DM particles must simultaneously 
satisfy all the following requirements: the rate must 
contain a component modulated according to a 
cosine function (1) with 1 yr period (2) and a phase 
that peaks roughly ≃ 2 June (3); this modulation 
must only be found in a well-defined low energy 
range, where DM particle induced events can be 
present (4); it must apply only to those events in 
which just one detector of many actually “fires” 
(single-hit events), since the DM particle multi-
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Fig. 2 shows the time behaviour of the experi-
mental residual rates of the single-hit scintillation 
events in the (1 - 3), and (1 - 6) keV energy intervals 
for the DAMA/LIBRA-phase2 period. The residual 
rates are calculated from the measured rate of the 
single-hit events after subtracting the constant part, as 
described in Refs. [2 - 5, 32, 33]. The null modulation 
hypothesis is rejected at very high C.L. by F2 test: 
F2/d.o.f. = 127.3/52 and 150.3/52, respectively. The 
P-values are P = 3.0 � 10�8 and P = 1.7 � 10�11, 
respectively. The residuals of the DAMA/NaI data 

(0.29 t � yr) are given in Refs. [2, 5, 32, 33], while 
those of DAMA/LIBRA-phase1 (1.04 t � yr) in Refs. 
[2 - 5]. 

The former DAMA/LIBRA-phase1 and the new 
DAMA/LIBRA-phase2 residual rates of the single-
hit scintillation events are reported in Fig. 3. The 
energy interval is from 2 keV, the software energy 
threshold of DAMA/LIBRA-phase1, up to 6 keV. 
The null modulation hypothesis is rejected at very 
high C.L. by F2 test: F2/d.o.f. = 199.3/102, corres-
ponding to P-value = 2.9 � 10�8. 

 

2 - 6 keV 

 
Time, d 

Fig. 3. Experimental residual rate of the single-hit scintillation events measured by DAMA/LIBRA-phase1 and 
DAMA/LIBRA-phase2 in the (2 - 6) keV energy intervals as a function of the time. The superimposed curve is the 
cosinusoidal functional forms A cos Z(t � t0) with a period T = 2S/Z = 1 yr, a phase t0 = 152.5 d (June 2nd) and 
modulation amplitude, A, equal to the central value obtained by best fit on the data points of DAMA/LIBRA-phase1 
and DAMA/LIBRA-phase2. For details see Fig. 2. 

 

Table 2 
 

 A, cpd/kg/keV T = 2S/Z, yr t0, d C.L. 
DAMA/LIBRA-phase2: 

 1 - 3 keV (0.0184 r 0.0023) 1.0 152.5 8.0 V 
 1 - 6 keV (0.0105 r 0.0011) 1.0 152.5 9.5 V 
 2 - 6 keV (0.0095 r 0.0011) 1.0 152.5 8.6 V 
 1 - 3 keV (0.0184 r 0.0023) (1.0000 r 0.0010) 153 r 7 8.0 V 
 1 - 6 keV (0.0106 r 0.0011) (0.9993 r 0.0008) 148 r 6 9.6 V 
 2 - 6 keV (0.0096 r 0.0011) (0.9989 r 0.0010) 145 r 7 8.7 V 

DAMA/LIBRA-phase1 + phase2: 
 2 - 6 keV (0.0095 r 0.0008) 1.0 152.5 11.9 V 
 2 - 6 keV (0.0096 r 0.0008) (0.9987 r 0.0008) 145 r 5 12.0 V 

DAMA/NaI + DAMA/LIBRA-phase1 + phase2: 
 2 - 6 keV (0.0102 r 0.0008) 1.0 152.5 12.8 V 
 2 - 6 keV (0.0103 r 0.0008) (0.9987 r 0.0008) 145 r 5 12.9 V 

 

N o t e. Modulation amplitudes, A, obtained by fitting the single-hit residual rate of DAMA/LIBRA-phase2, as 
reported in Fig. 2, and also including the residual rates of the former DAMA/NaI and DAMA/LIBRA-phase1. It was 
obtained by fitting the data with the formula: A cos Z(t � t0). The period T = 2S/Z and the phase t0 are kept fixed at 1 yr 
and at 152.5 d (June 2nd), respectively, as expected by the DM annual modulation signature, and alternatively kept free. 
The results are well compatible with expectations for a signal in the DM annual modulation signature. 

 
The single-hit residual rates of the 

DAMA/LIBRA-phase2 (see Fig. 2) have been fitted 
with the function: A cos Z(t � t0), considering a 
period T = 2S/Z = 1 yr and a phase t0 = 152.5 d 
(June 2nd) as expected by the DM annual modulation 
signature; this can be repeated for the only case of (2 
- 6) keV energy interval also including the former 

DAMA/NaI and DAMA/LIBRA-phase1 data. The 
goodness of the fits is well supported by the F2 test; 
for example, F2/d.o.f. = 61.3/51; 50.0/51; 113.8/138 
are obtained for the (1 - 3) keV and (1 - 6) keV cases 
of DAMA/LIBRA-phase2, and for the (2 - 6) keV 
case of DAMA/NaI, DAMA/LIBRA-phase1 and 
DAMA/LIBRA-phase2, respectively. The results of 
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interval for the DAMA/LIBRA-phase2 data is equal 
to 29.8 for 28 d.o.f. (upper tail probability of 37 %). 
Similar considerations have been done for 

DAMA/NaI and DAMA/LIBRA-phase1 where the 
F2 in the (6 - 20) keV energy interval is 35.8 for 28 
d.o.f. (upper tail probability of 15 %) [4]. 

 

 
Energy, keV 

 

Fig. 10. Modulation amplitudes, Sm, for DAMA/LIBRA-phase2 (exposure 1.13 t � yr) from the energy threshold of 
1 keV up to 20 keV (full triangles, blue data points on-line) � and for DAMA/NaI and DAMA/LIBRA-phase1 
(exposure 1.33 t � yr) [4] (open squares, red data points on-line). The energy bin 'E is 0.5 keV. The modulation 
amplitudes obtained in the two data sets are consistent in the (2 - 20) keV: the F2 is 32.7 for 36 d.o.f., and the 
corresponding P-value is 63 %. In the (2 - 6) keV energy region, where the signal is present, the F2 / d.o.f. is 10.7/8  
(P-value = 22 %). 

 

The modulation amplitudes for the whole data 
sets: DAMA/NaI, DAMA/LIBRA-phase1 and 
DAMA/LIBRA-phase2 (total exposure 2.46 t � yr) 
are plotted in Fig. 11; the data below 2 keV refer 
only to the DAMA/LIBRA-phase2 exposure 
(1.13 t � yr). It can be inferred that positive signal is 
present in the (1 - 6) keV energy interval, while Sm 
values compatible with zero are present just above. 

All this confirms the previous analyses. In Table 4 
the values of the modulation amplitudes of the (1 - 
12) keV energy region are also reported. The test of 
the hypothesis that the Sm values in the (6 - 14) keV 
energy interval have random fluctuations around 
zero yields F2 equal to 19.0 for 16 d.o.f. (upper tail 
probability of 27 %). 

 

 
Energy, keV 

 

Fig. 11. Modulation amplitudes, Sm, for the whole data sets: DAMA/NaI, DAMA/LIBRA-phase1 and DAMA/LIBRA-
phase2 (total exposure 2.46 t � yr) above 2 keV; below 2 keV only the DAMA/LIBRA-phase2 exposure (1.13 t � yr) is 
available and used. The energy bin 'E is 0.5 keV. A clear modulation is present in the lowest energy region, while Sm 
values compatible with zero are present just above. In fact, the Sm values in the (6 - 20) keV energy interval have 
random fluctuations around zero with F2 equal to 42.6 for 28 d.o.f. (upper tail probability of 4 %). 

 
For the case of (6 - 20) keV energy interval 

F2 / d.o.f. = 42.6/28 (upper tail probability of 4 %). 
The obtained F2 value is rather large due mainly to 
two data points, whose centroids are at 16.75 and 
18.25 keV, far away from the (1 - 6) keV energy 
interval. The P-values obtained by excluding only 
the first and either the points are 11 and 25 %. 

It is worth noting that in the DAMA experiments 
the exploited DM model-independent annual 
modulation signature does not require any identifi-
cation of the constant part of the signal S0 from the 
single-hit counting rate, in order to establish the 
presence of a signal (Sm); in fact, the modulation 
amplitudes, Sm, are the experimental observables. No 

background subtraction is applied since the 
exploited signature itself acts as an effective 
background rejection, as pointed out since the early 
papers by Freese et al.2 

 
 
 
 
 
 
 
 

                                                            
2 Anyhow, the Sm / S0 ratio is of interest in the corollary 

model dependent analyses in the framework of specific 
astrophysical, nuclear and particle physics scenarios (not 
discussed in the present paper). Thus, exploiting a simple 
and safe approach, the lower limit on the Sm / S0 ratio has 
been given for DAMA/LIBRA-phase1 e.g. in Refs. [16, 65]. 
In DAMA/LIBRA-phase2 the upper limit on S0 is estimated 
with the same procedure to be about 0.80 cpd/kg/keV, and 
0.24 cpd/kg/keV, in the (1 - 2) keV and (2 - 3) keV energy 
intervals, corresponding to the Sm / S0 ratio 2  2.4 %, and 
2 6.3 %, respectively. 
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DAMA phase: May 26±7       μ phase @LNGS: July 6±6
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Summary%of%the%results%obtained%in%the%additional%
investigations%of%possible%systematics%or%side%reactions4
(NIMA592(2008)297, EPJC56(2008)333, arXiv:0912.0660, Can. J. Phys. 89 (2011) 11, S.I.F.Atti Conf.103

(211) (arXiv:1007.0595),to appear in Physics Procedia, EPJC72(2012)2064 and refs therein) 

Source  Main comment  Cautious upper 
  limit (90%C.L.) 

 
RADON  Sealed Cu box in HP Nitrogen atmosphere,  <2.5×10-6 cpd/kg/keV 

 3-level of sealing, etc. 
TEMPERATURE  Installation is air conditioned+ 

 detectors in Cu housings directly in contact  <10-4 cpd/kg/keV 
 with multi-ton shield→ huge heat capacity 

  + T continuously recorded 
 
NOISE  Effective full noise rejection near threshold  <10-4 cpd/kg/keV  
 
ENERGY SCALE  Routine + intrinsic calibrations  <1-2 ×10-4 cpd/kg/keV 
 
EFFICIENCIES  Regularly measured by dedicated calibrations  <10-4 cpd/kg/keV  
 
BACKGROUND  No modulation above 6 keV; 

 no modulation in the (2-6) keV  <10-4 cpd/kg/keV  
 multiple-hits events; 
 this limit includes all possible  
 sources of background 

SIDE REACTIONS  Muon flux variation measured at LNGS  <3×10-5 cpd/kg/keV   

+ they cannot  
satisfy all the requirements of  
annual modulation signature 

Thus, they cannot mimic the 
observed annual 
modulation effect 

R. Cerulli at IDM2012
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COSINE-100 is a direct detection dark matter experiment that aims to test DAMA/LIBRA’s claim of
dark matter discovery by searching for a dark-matter-induced annual modulation signal with NaI(Tl)
detectors. We present new constraints on the annual modulation signal from a dataset with a 2.82 yr
livetime utilizing an active mass of 61.3 kg for a total exposure of 173 kg · yr. This new result features an
improved event selection that allows for both lowering the energy threshold to 1 keV and a more precise
time-dependent background model. In the 1–6 and 2–6 keVenergy intervals, we observe best-fit values for
the modulation amplitude of 0.0067! 0.0042 and 0.0051! 0.0047 counts=ðday · kg · keVÞ, respectively,
with a phase fixed at 152.5 days.

DOI: 10.1103/PhysRevD.106.052005

I. INTRODUCTION

Cosmological observations indicate that more than a
quarter of our Universe’s mass-energy exists in the form
of a massive, nonluminous component known as dark
matter [1]. The apparent abundance of dark matter has
given rise to several experiments over the past three decades
that aim to observe dark matter directly [2–10]. Despite
this large-scale effort, none of these experiments have seen
any signal indicating the existence of dark matter, except
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COSINE-100 is a direct detection dark matter experiment that aims to test DAMA/LIBRA’s claim of
dark matter discovery by searching for a dark-matter-induced annual modulation signal with NaI(Tl)
detectors. We present new constraints on the annual modulation signal from a dataset with a 2.82 yr
livetime utilizing an active mass of 61.3 kg for a total exposure of 173 kg · yr. This new result features an
improved event selection that allows for both lowering the energy threshold to 1 keV and a more precise
time-dependent background model. In the 1–6 and 2–6 keVenergy intervals, we observe best-fit values for
the modulation amplitude of 0.0067! 0.0042 and 0.0051! 0.0047 counts=ðday · kg · keVÞ, respectively,
with a phase fixed at 152.5 days.

DOI: 10.1103/PhysRevD.106.052005

I. INTRODUCTION

Cosmological observations indicate that more than a
quarter of our Universe’s mass-energy exists in the form
of a massive, nonluminous component known as dark
matter [1]. The apparent abundance of dark matter has
given rise to several experiments over the past three decades
that aim to observe dark matter directly [2–10]. Despite
this large-scale effort, none of these experiments have seen
any signal indicating the existence of dark matter, except
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DAMA’s observation using the same detector material,
NaI(Tl), as DAMA. Previously, we have performed a
model-dependent test of DAMA and found that DAMA’s
observed annual modulation cannot be explained by spin-
independent WIMP-nucleus scattering in the context of the
standard halo model [22]. Additionally, there are several
other experiments aimed at performing model-independent
tests of DAMA, including DM-Ice17 [23], KIMS [24],
SABRE [25], and ANAIS-112 [26,27], which has recently
reported its first result.
COSINE-100 is located at the Yangyang Underground

Laboratory (Y2L) in South Korea, with >700 m of rock
overburden. It consists of eight NaI(Tl) crystals with a total
mass of 106 kg immersed in 2200 l of liquid scintillator
(LS) that reduces internal and external backgrounds [28].
Each NaI(Tl) crystal is optically coupled to two photo-
multiplier tubes (PMTs), each of which detects scintillation
photons with the signals recorded as 8 μs waveforms [29].
These eight crystals are referred to as Crystal 1 (C1) to
Crystal 8 (C8). C1, C5, and C8 are excluded from this
analysis due to their high background (about twice that of
the other crystals), high noise rate (C1), and low light
yield (C5 and C8), for a total effective mass of 61.3 kg.
The detector is surrounded by passive and active shielding
that includes, from the inside out, copper plates of 3 cm in
total thickness, 20 cm of lead, and 3 cm of 37 plastic
scintillator panels for cosmic ray muon tagging [30].
More details of the experimental apparatus are presented
in Ref. [31].
Data taking for COSINE-100 began in September 2016,

and the analysis presented here covers an exposure of
1.7 years, spanning from October 21, 2016 to July 18,
2018. Several datasets from C2 and C7 are excluded due to
excessive noise levels. The total exposure used in this
analysis corresponds to 97.7 kg yr.
The overall stability of the detector is closely monitored

to ensure that neither environmental nor detector effects
can create an artificial dark matter signal [31]. Humidity
and temperature of the detector room are maintained at
40.0! 3% RH (relative humidity) and 23.5! 0.3 °C,
respectively. Gas boiloff from liquid nitrogen is introduced
into the space above the liquid scintillator inside the inner
copper chamber at a rate of 3 l=min to purge radon and
prevent contact between the LS and oxygen or water vapor,
which maintains a high scintillator light yield. The humid-
ity inside the shielding structure is kept at <5% RH and the
high heat capacity helps to keep the temperature within
the liquid stable at 24.2! 0.1 °C. The radon level in the
detector room is measured at 36! 10 Bq=m3. The time
dependence of temperature, humidity, radon, and cosmic
ray muons [30] is shown in Fig. 1. The spikes in Fig. 1(a)
are due to power outages or air conditioning failures; these
periods are excluded from the data. The effects of temper-
ature and radon level on the pulse shape, light yield, and
overall performance of the NaI(Tl) detectors and of the full

detector were reported in Ref. [32]. A monitoring of fast
neutrons inside the detector room has recently begun in
Summer 2018 [33].
The gain of the PMTs is monitored by measuring the

position of the 46.5 keV peak from 210Pb decays that occur
in the NaI(Tl) crystal bulk. The gain is tracked and modeled
as a piecewise linear function in time. Observed gain shifts
over time are corrected for in each PMT. After correction,
the 46.5 keV peak is stable to within 0.1% on average. We
assess the efficacy of this gain correction method within the
2–6 keV region of interest by measuring the position of
the 3.2 keV decay peak from 40K over time; the position of
the decay peak is stable to within <2% on average in the
dataset used in the analysis.
Events that trigger more than one crystal, pulses with

pulse shapes that are inconsistent with a NaI(Tl) scintilla-
tion signal, e.g., PMT related noise, are rejected [24,31,34].
We use two boosted decision trees, which are multivariate
analysis algorithms (BDTs) [35], to remove PMT-related
and other noise events, which we call BDT1 and BDT2.
BDT1 is used to remove PMT-induced noise and is based
on the amplitude-weighted average time of a pulse, the
ratios of the leading- and trailing-edge charge sums relative
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FIG. 1. COSINE-100’s environmental parameters as a function
of time. (a) Detector room and near-crystal temperature.
(b) Relative humidity for the detector room and the top volume
of acrylic box, at the top of the LS. Note that the measurement
taken at the top of the LS began on day 450. (c) The radon level in
the detector room air. (d) Rate of muons passing through the
detector over time. Here, the rate is binned in 30-day intervals.
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to total charge, and the difference of deposited charges
between the two PMTs [36]. It is trained with a sample of
signal-rich, energy-weighted events from a 60Co calibration
run for signal, and single-hit events from the WIMP-search
physics-run data for noise, with the latter mostly triggered
by PMT noise events. The second BDT, BDT2, includes
weighted higher-order time moments and eliminates inter-
mittent PMT discharge-triggered events that have slower
pulse decay times. The event selection technique and
criteria are described more in detail in Refs. [22,31].
The same BDT selections were applied to the Compton-

scattered low energy events from a 60Co calibration run to
estimate the event selection efficiency. The efficiency is the
ratio of events that survive the selection to the total number
of signal events. Uncertainties on the efficiency follow

binomial statistics. Figure 2 shows the event selection
efficiency as a function of energy, along with the efficiency-
corrected, 2–20 keV spectra of the five crystals used in this
analysis. The spectra are well modeled with a GEANT4-
based simulation [37–39]; the 3.2 keV 40K peak is clearly
visible in C2 and C4, whereas the overall background levels
in C6 and C7 are lower than in other crystals because of
their lower 210Pb and 40K contamination levels.
In order to confirm our background understanding

and account for possible systematic effects that could
appear over time, we investigated a control sample of
multiple-hit events in the 2–20 keV energy region with
statistics comparable to that in the region of interest (ROI)
of 2–6 keV. These are events in which multiple NaI(Tl)
crystals are triggered or a single crystal is triggered along
with the LS and, thus, cannot be attributable to typical
WIMP dark matter interactions. They comprise 20% of the
total signal event sample.
We also consider the possibility that certain event

types that are removed during event selection could cause
a modulation signal. The noise events observed in the

FIG. 2. Efficiency-corrected and time-integrated energy spectra
for the five crystals used in this analysis between 2–20 keV
(top panels) and signal selection efficiency evaluated using 60Co
calibration data (bottom panel). The efficiencies at 2 keV are
>60% for all crystals. The primary sources of background in
the crystals are 210Pb and 40K, which are lower for Crystal 6 and
Crystal 7. These spectra are obtained using the full dataset
considered in this analysis.

FIG. 3. Rate vs time for Crystals 2, 3, 4, 6, and 7 from October
21, 2016 to July 18, 2018 for the 2–6 keVenergy region binned in
15-day intervals. The histograms show the result of the fit
described in the text. Solid blue arrows indicate the peak date
in the modulation as reported by DAMA/LIBRA [12]. Data
taking was suspended for calibrations at the end of 2016 as
indicated by the shaded region.
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VI. CONCLUSIONS

In conclusion, we have performed a search for a
dark matter-induced annual modulation signal in NaI(Tl)
detectors with 2.82 yr of data obtained between October 21,
2016, and November 21, 2019, with COSINE-100. We have
improved upon our previous modulation search [20] by
implementing a more powerful event selection procedure
that allowed us to lower our energy threshold to 1 keV
and by implementing a fully featured, time-dependent
background model based on dedicated background studies
of short-lived components of cosmogenic origin in
COSINE-100. With the phase and period of the modulation

signal fixed, we observe a best-fit modulation amplitude
of 0.0067! 0.0042 ð0.0051! 0.0047Þ dru in the 1–6
(2–6) keV signal region, consistent with both the modulation
amplitude reported by DAMA and the no-modulation case.
In addition, when allowing both the phase and the amplitude
of the modulation signal to float as free parameters we
measure a best-fit value that is consistent with both the
DAMA-preferred value and the case of no modulation. The
validity of our modulation search procedure was confirmed
via pseudoexperiment studies and analyses of sideband data
samples. Although COSINE-100 is unable to distinguish
between the DAMA-observed modulation and no modula-
tion signal after three years of operation, we plan to continue
operation of the COSINE-100 detector until at least late
2022, when commissioning for the next phase of the
experiment, COSINE-200, is scheduled to commence.
Thus, the final exposure of COSINE-100 will increase
compared with this analysis by more than a factor of 2,
significantly improving our sensitivity to DAMA’s observed
modulation signal.
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LNGS, Italy

 
SABRE North
9 crystals each ~5 kg
fully passive shielding 
(copper + PE)

 
SABRE South

 7 crystals, each ~5-7 kg

• R&D on ultra-radiopure 
crystals to reach a lower 
background than 
competing experiments.

• TDR approved, entering 
full scale of experiment



NaI quenching factor
Amount of recoil energy going into visible energy
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Cryo-detectors have no quenching:  
entire energy eventually converted to phonons
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