
Benchmark tests on Current High Rate analysis platform​
Adelina D’Onofrio, Elvira Rossi, Gianluca Sabella, Bernardino Spisso, Tommaso Tedeschi 

Missione 4 • Istruzione e Ricerca ICSC Italian Research Center on High-Performance Computing. Big Data and Quantum Computing

Spoke 2 - WP2 weekly Meeting, 2nd February 2024



Outline
Goal: replicate the simple benchmark use case 
on the current high rate platform
Compare the performance with the local 
infrastructure used previously (more in back-up)
Use case tested:
FCCee: simple test on Zee samples
Scaling with #cpu and memory on h.r.p.

First documentation ideas/efforts
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Resources used
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High rate platform shown by Tommaso in the last meeting, thanks a lot!
Entrypoint: https:/hub.192.135.24.49.myip.cloud.infn.it
Login via IAM DEMO: https:/iam-demo.cloud.cnaf.infn.it/
We used one of the available ready-to-use JupyterLab images:

ghcr.io/ttedeschi/jlab:wp5-alma8-0.0.40 (almalinux8 + python3.11 + Dask + ROOT 6.30)

https://agenda.infn.it/event/39397/contributions/220694/attachments/115098/165455/WP2-AF-infrastruttura.pdf
http://myip.cloud.infn.it
http://iam-demo.cloud.cnaf.infn.it/
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FCCee use-case 
Workflow
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RDataFrame

EDM4hep input data format

   
flat input ntuples

New approach to data analysis

    13/10 WP2.5 presentation link 

used as backend+

Use case

   

Feasibility 
study & 
Preliminary 
performance 
evaluation

Standard test

https://lss.fnal.gov/archive/2019/conf/fermilab-conf-19-550-scd.pdf
https://agenda.infn.it/event/37783/#6-use-case-and-test-for-the-an
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Preliminary results: local client
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Performance comparable between the 2 infrastructures exploited 
Advantage: use this use case as simple test for who wants to benefit from the WP5 infrastructure

Serialised
{

. . .

Parallel

{
# cpu memory [GB] execution time

1 2 GB 482 s
2 4 GB 341 s
4 8 GB 258 s
8 16 GB 245 s

Serialised
Parallelising on the 
cores of one machine 
with n_workers = 2

INFN Napoli infrastructure

Defined Metric

Overall execution time
Time elapsed from the start of the 
execution (execution triggered) to 
the end of execution

Local client
High rate platform, 100 iterations

 link 

hyper threading?

}

https://agenda.infn.it/event/37783/#6-use-case-and-test-for-the-an
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First attempt: distributed client
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INFN Napoli infrastructure

5 Kubernetes workers & 1 
Kubernetes master on Open-stack

# iterations Serial approach Local client Dask Distributed Dask

100 1135 s 618 s 138 s

 Spoke 2 Annual Meeting 2023 

What’s going wrong?
Any suggestion?

High rate platform

https://agenda.infn.it/event/38374/timetable/?view=standard#41-benchmark-interactive-analy
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Documentation efforts on gitlab
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➡ User’s point of view:
Exploit the Zee use case as benchmark also for the documentation
Guide the user through the code highlighting which functionality of 
the infrastructure we use step by step

➡ Admin’s point of view:
Providing a detailed guide for users who have obtained access to the national cloud and wish to build 
their own infrastructure using the INFN Cloud interface
The guide will cover every essential step, from configuration to usage, enabling each user to fully 
harness the potential of the cloud platform:

access to INFN Cloud
resource selection
infrastructure deployment
access and description of the infrastructure

➡ Our goal is to complete the 
guide within 15-20 days
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Conclusions & Next Steps
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Simple tests performed on the high rate platform
Performance in line with the local infrastructure previously used
Distributed client, to be investigated
First ideas for the documentation 



Thank you!
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Back-up
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INFN Napoli infrastructure
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The local deployment is based on the Open-Stack IaaS paradigm
Starting from the already existing I.Bi.S.CO installation, several updates were performed 
The cluster is made up of 2 identical virtual machines, each equipped with 1CPU quadCore and 
8GB RAM, currently expanded up to 12 cores and 64GB
Rocky Linux 8.6 is the operating system
2 nodes are equipped with Docker (20.10) for containerisation and Kubernetes (1.26.3) for the 
orchestration  

One node plays as controlplane, etcf & worker; the other node acts as a plain worker
The cluster is equipped with JupyterHub & JupyterLAB where the user can play with Python, 
ROOT & Dask libraries

13/10 WP2.5 presentation link 

http://www.unina.it/documents/11958/18410721/IBISCO.pdf
https://agenda.infn.it/event/37783/#4-updates-on-analysis-facility
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Simple test
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FCCee simulation: /eos/experiment/fcc/ee/tmp/ee_Z_ee_EDM4Hep.root
5k events, scaled to 1M events replicating the available dataset
Mimic systematic variations, gaussian smearing the electrons energy to compute Mee resolution

84 86 88 90 92 94 96 98
m_ee [GeV], sf_97

0

20

40

60

80

100

120

140

160

180

200

220

Ev
en

ts
 / 

( 0
.2

8 
)  0.000021±c0 =  0.010000 

 0.0000069±c1 = -0.01000000 
 0.00011±c2 = -0.009999 
 0.00024±fsig =  0.99999 

 0.045±m0 =  91.125 
 0.047±sigma =  2.430 
 0.0042±width =  1.0001 

Convolution of a Breit-Wigner and a Crystal-Ball, Chebychev pol. bkg
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Histogram of clone_data__x

 Mee invariant mass fit 

github link to the code

 Selection and histogramming 
interactively via RDataFrame on 

JupyterHub 
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Resolution versus leading el pT
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https://github.com/adonofri/INFN_na_interactive_analysis/blob/main/test_Zee3.ipynb

