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Inflation and Dark Energy
Ed Copeland -- Nottingham University

Invisibles School, Bologna  — June 24th - June 28th 2024

1. Inflation - including some neat additions 

2. A bit more inflation and intro to Dark Energy 

3. More Dark Energy and a few variants
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Before we start - given the week we are in:  
If you don’t mention this

Denmark 
outplay 
England 

Credit: OptaAnalyst
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I won’t mention this

Agreed ? Credit: Carmen Jaspersen/Reuters

Spain 
outplay Italy
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The Big Bang – (1sec  today) 
  The cosmological principle -- isotropy and homogeneity on large scales

• The expansion of the Universe 
v=H0d  

H0=73.04±1.04 km s-1  Mpc-1 

(Riess et al, 2022)  

H0=67.4±0.5 km s-1  Mpc-1 

(Planck 2018) 

Is there a local v global tension ? 

H =
ȧ

a

M. Betoule et al.: Joint cosmological analysis of the SNLS and SDSS SNe Ia.

sample �coh
low-z 0.12
SDSS-II 0.11
SNLS 0.08
HST 0.11

Table 9. Values of �coh used in the cosmological fits. Those val-
ues correspond to the weighted mean per survey of the values
shown in Figure 7, except for HST sample for which we use the
average value of all samples. They do not depend on a specific
choice of cosmological model (see the discussion in §5.5).
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Fig. 7. Values of �coh determined for seven subsamples of the
Hubble residuals: low-z z < 0.03 and z > 0.03 (blue), SDSS
z < 0.2 and z > 0.2 (green), SNLS z < 0.5 and z > 0.5 (orange),
and HST (red).

may a↵ect our results including survey-dependent errors in es-
timating the measurement uncertainty, survey dependent errors
in calibration, and a redshift dependent tension in the SALT2
model which might arise because di↵erent redshifts sample dif-
ferent wavelength ranges of the model. In addition, the fit value
of �coh in the first redshift bin depends on the assumed value
of the peculiar velocity dispersion (here 150km · s�1) which is
somewhat uncertain.

We follow the approach of C11 which is to use one value of
�coh per survey. We consider the weighted mean per survey of
the values shown in Figure 7. Those values are listed in Table 9
and are consistent with previous analysis based on the SALT2
method (Conley et al. 2011; Campbell et al. 2013).

6. ⇤CDM constraints from SNe Ia alone

The SN Ia sample presented in this paper covers the redshift
range 0.01 < z < 1.2. This lever-arm is su�cient to provide
a stringent constraint on a single parameter driving the evolu-
tion of the expansion rate. In particular, in a flat universe with
a cosmological constant (hereafter ⇤CDM), SNe Ia alone pro-
vide an accurate measurement of the reduced matter density
⌦m. However, SNe alone can only measure ratios of distances,
which are independent of the value of the Hubble constant today
(H0 = 100h km s�1 Mpc�1). In this section we discuss ⇤CDM
parameter constraints from SNe Ia alone. We also detail the rel-
ative influence of each incremental change relative to the C11
analysis.
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Fig. 8. Top: Hubble diagram of the combined sample. The dis-
tance modulus redshift relation of the best-fit ⇤CDM cosmol-
ogy for a fixed H0 = 70 km s�1 Mpc�1 is shown as the black
line. Bottom: Residuals from the best-fit ⇤CDM cosmology as
a function of redshift. The weighted average of the residuals in
logarithmic redshift bins of width �z/z ⇠ 0.24 are shown as
black dots.

6.1. ⇤CDM fit of the Hubble diagram

Using the distance estimator given in Eq. (4), we fit a ⇤CDM
cosmology to supernovae measurements by minimizing the fol-
lowing function:

�2 = (µ̂ � µ⇤CDM(z;⌦m))†C�1(µ̂ � µ⇤CDM(z;⌦m)) (15)

with C the covariance matrix of µ̂ described in Sect. 5.5 and
µ⇤CDM(z;⌦m) = 5 log10(dL(z;⌦m)/10pc) computed for a fixed
fiducial value of H0 = 70 km s�1 Mpc�1,13 assuming an unper-
turbed Friedmann-Lemaître-Robertson-Walker geometry, which
is an acceptable approximation (Ben-Dayan et al. 2013). The
free parameters in the fit are ⌦m and the four nuisance param-
eters ↵, �, M1

B and �M from Eq. (4). The Hubble diagram for
the JLA sample and the ⇤CDM fit are shown in Fig. 8. We find
a best fit value for ⌦m of 0.295 ± 0.034. The fit parameters are
given in the first row of Table 10.

For consistency checks, we fit our full sample excluding sys-
tematic uncertainties and we fit subsamples labeled according to
the data included: SDSS+SNLS, lowz+SDSS and lowz+SNLS.
Confidence contours for ⌦m and the nuisance parameters ↵, �
and �M are given in Fig. 9 for the JLA and the lowz+SNLS
sample fits. The correlation between ⌦m and any of the nuisance
parameters is less than 10% for the JLA sample.

The ⇤CDM model is already well constrained by the SNLS
and low-z data thanks to their large redshift lever-arm. However,
the addition of the numerous and well-calibrated SDSS-II data
to the C11 sample is interesting in several respects. Most impor-
tantly, cross-calibrated accurately with the SNLS, the SDSS-II
data provide an alternative low-z anchor to the Hubble diagram,
with better understood systematic uncertainties. This redundant

13 This value is assumed purely for convenience and using another
value would not a↵ect the cosmological fit (beyond changing accord-
ingly the recovered value of M1

B).

15

Betoule  et al 2014 Redshift 1 + z =
a0
a
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In fact the universe is accelerating !
Observations of distant supernova 
in galaxies indicate that the rate 

of expansion is increasing !  

Huge issue in cosmology -- what 
is the fuel driving this 

acceleration? 

We call it Dark Energy -- 
emphasises our ignorance! 

Makes up 70% of the energy 
content of the Universe
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The Big Bang – (1sec  today)
Test 2 

• The existence and 
spectrum of the CMBR 

• T0=2.728 ± 0.004 K

• Evidence of isotropy -- 
detected by COBE to such 

incredible precision in 1992 

• Nobel prize for John Mather 
2006



2dF Galaxy Redshift Survey

 

7Homogeneous on large scales?
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The Big Bang – (1sec  today)

Test 3 

• The abundance of light 
elements in the Universe. 

• Most of the visible matter 
just hydrogen and helium.

Planck 

2018(baryons) -- Ωb h2= 0.02242 ± 0.00014
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Test 4 

• Given the irregularities seen in the CMBR, the development of 
structure can be explained through gravitational collapse.

COBE - 1992, 2006 

Nobel prize for 

George Smoot

SDSS

PLANCK-2018

The Big Bang – (1sec  today)



Gµ� = 8�GTµ� � �gµ�

ds2 = gµ�(x)dxµdx�

Tµ� = diag(�, p, p, p)

 

Tµ� = (� + p)UµU� + pgµ�
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The key equations
Einstein GR:

Geometry Matter Cosm const - could be 
matter or geometry

Relates curvature of spacetime to the matter distribution and its dynamics.

Require metric tensor gµν from which all curvatures derived indep of matter:

Invariant separation of two 
spacetime points (µ,ν=0,1,2,3):

Einstein tensor Gµν -- function of  gµν and its derivatives. 
Energy momentum tensor Tµν -- function of matter fields present.  
For most cosmological substances can use perfect fluid representation for which 
we write

Uµ : fluid four vel = (1,0,0,0) - because comoving in the cosmological rest frame. 
(ρ,p) : energy density and pressure of fluid in its rest frame



�µ
⇥⇤ =

1
2
gµ�(g⇤�,⇥ + g⇥�,⇤ � g⇤⇥,�)

Rµ� = R⇥
µ�⇥

Gµ� = Rµ� �
1
2
gµ�R

R = Rµ
µ

 

Rµ
⇤⌅⇥ = �µ

⇤⇥,⌅ � �µ
⇤⌅,⇥ + �µ

�⌅��
⇥⇤ � �µ

�⇥��
⌅⇤

11

Reminder of curvatures
Christoffel symbols:

Riemann’s 
curvature tensor:

Ricci tensor:

Ricci scalar:

Einstein tensor:

Not needed here



ds2 = �dt2 + a2(t)dx2

 

dx2 =
1

1� kr2
dr2 + r2(d�2 + sin2 �d⇥2)
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Cosmology - isotropic and homogeneous FRW metric
Copernican Principle: We are in no special place. Since universe appears 
isotropic around us, this implies the universe is isotropic about every point. 
Such a universe is also homogeneous. 

Line element

t -- proper time measured by comoving (i.e. const spatial coord) observer.  
a(t) -- scale factor: k- curvature of spatial sections: k=0 (flat universe), k=-1 (hyperbolic 
universe), k=+1 (spherical universe) 

Aside for those familiar with this stuff -- not chosen a normalisation such that a0=1. We 
are not free to do that and simultaneously choose |k|=1. Can do so in the k=0 flat case. 

Note: Crucial but not globally accepted — see for instance Watkins et al. results on large Bulk 
flows over 150-200 Mpc scales: eprint:2302.02028



�(t) �
� t dt�

a(t�)

ds2 = a2(�)(�d�2 + dx2)

H(t) � ȧ

a

v = H(t)r
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Intro Conformal time : τ(t) 

Implies useful simplification : 

Hubble parameter : 
(often called Hubble constant) 
Hubble parameter relates velocity of recession of distant galaxies from us to 
their separation from us

d = ax

ḋ = ȧx + aẋ

ḋ = Hd + aẋ

ḋ = v + aẋ

Hubble 
flow 

peculiar 
velocity



�µTµ� = 0
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Friedmann - the key 
bgd equation:

€ 

H 2 ≡
˙ a 2

a2 =
8π
3

Gρ − k
a2 +

Λ
3

a(t) depends on matter, ρ(t)=Σiρi -- sum of all matter contributions, rad, dust, 
scalar fields ...

Eqn of state parameters: w=1/3 – Rad dom: w=0 – Mat dom: w=-1– Vac dom

Eqns (Λ=0): 

Friedmann + 
Fluid energy 
conservation

€ 

H 2 ≡
˙ a 2

a2 =
8π
3

Gρ − k
a2

˙ ρ + 3(ρ + p) ˙ a 
a

= 0

applied to cosmology Gµ� = 8�GTµ� � �gµ�



�(t) = �0

�
a

a0

⇥�3(1+w)

; a(t) = a0

�
t

t0

⇥ 2
3(1+w)

 

RD : w =
1
3

: �(t) = �0

�
a

a0

⇥�4

; a(t) = a0

�
t

t0

⇥ 1
2

MD : w = 0 : �(t) = �0

�
a

a0

⇥�3

; a(t) = a0

�
t

t0

⇥ 2
3

VD : w = �1 : �(t) = �0 ; a(t) ⇥ eHt
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Combine Friedmann and fluid equation to obtain 
Acceleration equation:

€ 

˙ ̇ a 
a

= −
8π
3

G (ρ + 3p) −−− Accn

€ 

If ρ + 3p < 0⇒ ˙ ̇ a > 0

€ 

H 2 ≡
˙ a 2

a2 =
8π
3

Gρ − k
a2

˙ ρ + 3(ρ + p) ˙ a 
a

= 0

Inflation condition -- more later



� > 1⇥ k = +1
� =1 ⇥ k = 0

� < 1⇥ k = �1
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A neat equation

€ 

ρc (t) ≡
3H 2

8πG
; Ω(t) ≡ ρ

ρc
Friedmann eqn

Critical density

Ωm - baryons, dark matter, neutrinos, electrons, radiation 
... 

ΩΛ - dark energy ; Ωk - spatial curvature
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Bounds on H(z) -- Planck 2018 - (+BAO+lensing+lowE)

(Expansion rate) -- H0=67.66 ± 0.42 km/s/Mpc 

(radiation) -- Ωr = (8.5 ± 0.3) x 10-5 - (WMAP) 

(baryons) -- Ωb h2= 0.02242 ± 0.00014        

(dark matter) --  Ωch2= 0.11933 ± 0.00091 —-(matter) - Ωm = 0.3111 ± 0.0056 

(curvature) -- Ωk =0.0007 ± 0.0019 

(dark energy) -- Ωde = 0.6889 ± 0.0056 -- Implying univ accelerating  today 

(de eqn of state) -- 1+w = 0.028 ± 0.032 -- looks like a cosm const. 

If allow variation of form : w(z) = w0+ wa z/(1+z) then 
w0=-0.957 ± 0.08 and wa = -0.29 ± 0.31 (68% CL) — (Planck 2018+SNe+BAO) 

Important because distance measurements often rely on assumptions made about the 
background cosmology.

H2(z) = H2
0

�
�r(1 + z)4 + �m(1 + z)3 + �k(1 + z)2 + �de exp

�
3

⇤ z

0

1 + w(z�)
1 + z� dz�

⇥⇥
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Recent developments — DESI (2024) - arXiv:2404.03002

w(z) = w0 + wa z/(1+z) 

model/dataset ⌦m

H0
103⌦K w or w0 wa

[ km s�1 Mpc�1]

Flat ⇤CDM

DESI 0.295 ± 0.015 — — — —

DESI+BBN 0.295 ± 0.015 68.53 ± 0.80 — — —

DESI+BBN+✓⇤ 0.2948 ± 0.0074 68.52 ± 0.62 — — —

DESI+CMB 0.3069 ± 0.0050 67.97 ± 0.38 — — –

⇤CDM+⌦K

DESI 0.284 ± 0.020 — 65+68

�78
— —

DESI+BBN+✓⇤ 0.296 ± 0.014 68.52 ± 0.69 0.3+4.8
�5.4 — —

DESI+CMB 0.3049 ± 0.0051 68.51 ± 0.52 2.4 ± 1.6 — —

wCDM

DESI 0.293 ± 0.015 — — �0.99+0.15
�0.13 —

DESI+BBN+✓⇤ 0.295 ± 0.014 68.6+1.8
�2.1 — �1.002+0.091

�0.080 —

DESI+CMB 0.281 ± 0.013 71.3+1.5
�1.8 — �1.122+0.062

�0.054 —

DESI+CMB+Panth. 0.3095 ± 0.0069 67.74 ± 0.71 — �0.997 ± 0.025 —

DESI+CMB+Union3 0.3095 ± 0.0083 67.76 ± 0.90 — �0.997 ± 0.032 —

DESI+CMB+DESY5 0.3169 ± 0.0065 66.92 ± 0.64 — �0.967 ± 0.024 —

w0waCDM

DESI 0.344+0.047
�0.026 — — �0.55+0.39

�0.21 < �1.32

DESI+BBN+✓⇤ 0.338+0.039
�0.029 65.0+2.3

�3.6 — �0.53+0.42
�0.22 < �1.08

DESI+CMB 0.344+0.032
�0.027 64.7+2.2

�3.3 — �0.45+0.34
�0.21 �1.79+0.48

�1.0

DESI+CMB+Panth. 0.3085 ± 0.0068 68.03 ± 0.72 — �0.827 ± 0.063 �0.75+0.29
�0.25

DESI+CMB+Union3 0.3230 ± 0.0095 66.53 ± 0.94 — �0.65 ± 0.10 �1.27+0.40
�0.34

DESI+CMB+DESY5 0.3160 ± 0.0065 67.24 ± 0.66 — �0.727 ± 0.067 �1.05+0.31
�0.27

w0waCDM+⌦K

DESI 0.313 ± 0.049 — 87+100

�85
�0.70+0.49

�0.25 < �1.21

DESI+BBN+✓⇤ 0.346+0.042
�0.024 65.8+2.6

�3.5 5.9+9.1
�6.9 �0.52+0.38

�0.19 < �1.44

DESI+CMB 0.347+0.031
�0.025 64.3+2.0

�3.2 �0.9 ± 2 �0.41+0.33
�0.18 < �1.61

DESI+CMB+Panth. 0.3084 ± 0.0067 68.06 ± 0.74 0.3 ± 1.8 �0.831 ± 0.066 �0.73+0.32
�0.28

DESI+CMB+Union3 0.3233+0.0089
�0.010 66.45 ± 0.98 �0.4 ± 1.9 �0.64 ± 0.11 �1.30+0.45

�0.39

DESI+CMB+DESY5 0.3163 ± 0.0065 67.19 ± 0.69 �0.2 ± 1.9 �0.725 ± 0.071 �1.06+0.35
�0.31

Table 3. Cosmological parameter results from DESI DR1 BAO data in combination with external
datasets and priors, in the baseline flat ⇤CDM model and extensions including spatial curvature
and two parametrizations of the dark energy equation of state, as listed. Results are quoted for the
marginalized means and 68% credible intervals in each case, including for upper limits. Note that
DESI data alone measures rdh and not H0, but for reasons of space this result is omitted from the
table and provided in the text instead. In this and other tables, the shorthand notation “CMB” is
used to denote the addition of temperature and polarisation data from Planck and CMB lensing data
from the combination of Planck and ACT.

– 22 –

model/dataset ⌦m

H0
103⌦K w or w0 wa

[ km s�1 Mpc�1]

Flat ⇤CDM

DESI 0.295 ± 0.015 — — — —

DESI+BBN 0.295 ± 0.015 68.53 ± 0.80 — — —

DESI+BBN+✓⇤ 0.2948 ± 0.0074 68.52 ± 0.62 — — —

DESI+CMB 0.3069 ± 0.0050 67.97 ± 0.38 — — –

⇤CDM+⌦K

DESI 0.284 ± 0.020 — 65+68

�78
— —

DESI+BBN+✓⇤ 0.296 ± 0.014 68.52 ± 0.69 0.3+4.8
�5.4 — —

DESI+CMB 0.3049 ± 0.0051 68.51 ± 0.52 2.4 ± 1.6 — —

wCDM

DESI 0.293 ± 0.015 — — �0.99+0.15
�0.13 —

DESI+BBN+✓⇤ 0.295 ± 0.014 68.6+1.8
�2.1 — �1.002+0.091

�0.080 —

DESI+CMB 0.281 ± 0.013 71.3+1.5
�1.8 — �1.122+0.062

�0.054 —

DESI+CMB+Panth. 0.3095 ± 0.0069 67.74 ± 0.71 — �0.997 ± 0.025 —

DESI+CMB+Union3 0.3095 ± 0.0083 67.76 ± 0.90 — �0.997 ± 0.032 —

DESI+CMB+DESY5 0.3169 ± 0.0065 66.92 ± 0.64 — �0.967 ± 0.024 —

w0waCDM

DESI 0.344+0.047
�0.026 — — �0.55+0.39

�0.21 < �1.32

DESI+BBN+✓⇤ 0.338+0.039
�0.029 65.0+2.3

�3.6 — �0.53+0.42
�0.22 < �1.08

DESI+CMB 0.344+0.032
�0.027 64.7+2.2

�3.3 — �0.45+0.34
�0.21 �1.79+0.48

�1.0

DESI+CMB+Panth. 0.3085 ± 0.0068 68.03 ± 0.72 — �0.827 ± 0.063 �0.75+0.29
�0.25

DESI+CMB+Union3 0.3230 ± 0.0095 66.53 ± 0.94 — �0.65 ± 0.10 �1.27+0.40
�0.34

DESI+CMB+DESY5 0.3160 ± 0.0065 67.24 ± 0.66 — �0.727 ± 0.067 �1.05+0.31
�0.27

w0waCDM+⌦K

DESI 0.313 ± 0.049 — 87+100

�85
�0.70+0.49

�0.25 < �1.21

DESI+BBN+✓⇤ 0.346+0.042
�0.024 65.8+2.6

�3.5 5.9+9.1
�6.9 �0.52+0.38

�0.19 < �1.44

DESI+CMB 0.347+0.031
�0.025 64.3+2.0

�3.2 �0.9 ± 2 �0.41+0.33
�0.18 < �1.61

DESI+CMB+Panth. 0.3084 ± 0.0067 68.06 ± 0.74 0.3 ± 1.8 �0.831 ± 0.066 �0.73+0.32
�0.28

DESI+CMB+Union3 0.3233+0.0089
�0.010 66.45 ± 0.98 �0.4 ± 1.9 �0.64 ± 0.11 �1.30+0.45

�0.39

DESI+CMB+DESY5 0.3163 ± 0.0065 67.19 ± 0.69 �0.2 ± 1.9 �0.725 ± 0.071 �1.06+0.35
�0.31

Table 3. Cosmological parameter results from DESI DR1 BAO data in combination with external
datasets and priors, in the baseline flat ⇤CDM model and extensions including spatial curvature
and two parametrizations of the dark energy equation of state, as listed. Results are quoted for the
marginalized means and 68% credible intervals in each case, including for upper limits. Note that
DESI data alone measures rdh and not H0, but for reasons of space this result is omitted from the
table and provided in the text instead. In this and other tables, the shorthand notation “CMB” is
used to denote the addition of temperature and polarisation data from Planck and CMB lensing data
from the combination of Planck and ACT.
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This move towards phantom dark energy has generated a great deal of debate about the use of priors.
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How old are we?

€ 

H 2 ≡
˙ a 2

a2 =
8π
3

Gρ − k
a2

where ρ = ρm + ρr + ρΛ

t =
da
˙ a ∫ =

da
aH∫

€ 

t0 = H0
−1 x dx

Ωm0x +Ωr0 +ΩΛ 0x
4 + (1−Ω0)x

2[ ]
1
20

1

∫

whereΩ0 =Ωm0 +Ωr0 +ΩΛ 0

Today :H0
−1 = 9.8 ×109 h−1 years; h = 0.7

H�1
0 ��Hubble time

Useful estimate for age of 
universe
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History of the Universe
1018 GeV 10-43 sec 1032 K QG/String epoch (?) 

Inflation begins (?)

103 GeV 10-10 sec 1015 K Electroweak tran

1 GeV 10-4 sec 1012 K Quark-Hadron tran

1 MeV 1 sec 1010 K Nucleosynthesis

1 eV 104 years 104 K Matter-rad equality

105  years 3.103 K Decoupling  
microwave bgd.

10-3 eV 1010  years 3K Present epoch with DE
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The Big Bang – issues.
• Flatness problem – observed almost spatially flat cosmology requires fine 

tuning of initial conditions. 

• Horizon problem -- isotropic distribution of CMB over whole sky appears 
to involve regions that were not in causal contact when CMB produced. 

How come it is so smooth? 

• Monopole problem - where are all the massive defects which should be 
produced during GUT scale phase transitions. 

• Relative abundance of matter – does not predict ratio baryons: radiation: 
dark matter. 

• Origin of the Universe – simply assumes expanding initial conditions.  

• Origin of structure in the Universe from initial conditions homogeneous 
and isotropic.  

• The cosmological constant problem. 



|�(1s)� 1| = O(10�16)
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Flatness problem

t

k>0

k<0

k=0

Today: 

Why?

< 1.1
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Horizon problem
Singularity

LSS

us

Z=1100

Z=0

Primordial density 
fluctuations.

CMBR last 
interacted at 1+Z = 

1100 

300,000 yrs after 
big bang 

Hubble radius was 
2 degrees, 200 

Mpc 

LSS thickness – 
15Mpc

Z=infinite

CMB photons 
emitted from opp 
sides of sky are 

in thermal 
equilibrium at 

same temp – but 
no time for them 
to interact before 

photons were 
emitted because 
of finite horizon 

size.

Any region separated by > 2 deg – causally separated at decoupling.
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Monopole problem
Monopoles are generic prediction of GUT type 

models.  

They are massive stable objects, like domain walls 
and cosmic strings and many moduli fields.  

They scale like cold dark matter, so in the early 
universe would rapidly come to dominate the 

energy density. 

Must find a mechanism to dilute them or avoid 
forming them. 



 

08/11/2011 25

Some of the big questions in cosmology today
a) What is dark matter? -- 25% of the energy density 

b) What is dark energy? -- 70% of the energy density. Does dark energy interact 

with other stuff in the universe?  

c) Is dark energy really a new energy form or does the accelerating  

 universe signal a modification of our theory of gravity? 

d) What is the origin of the density perturbations, giving rise to structures? 

e) Where is the cosmological gravitational wave background? 

f) Are the fluctuations described by Gaussian statistics? If there are  

 deviations from Gaussianity, where do they come from? 

g) How many dimensions are there? Why do we observe only three  

 spatial dimensions? 

h) Was there really a big bang (i.e. a spacetime singularity)? If not, what  

 was there before?
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Enter  Inflation

A period of accelerated expansion in the early Universe 

Small smooth and coherent patch of Universe size less than  (1/H) grows 
to size greater than the comoving volume that becomes entire observable 

Universe today. 

Explains the homogeneity and spatial flatness of the Universe 

and also explains why no massive relic particles predicted in say GUT 
theories 

Leading way to explain observed inhomogeneities in the Universe 

€ 

˙ ̇ a 
a

= −
8π
3

G (ρ + 3p) −−− Accn

€ 

If ρ + 3p < 0⇒ ˙ ̇ a > 0
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What is Inflation?
Any epoch of the Universe’s evolution during which the 

comoving Hubble length is decreasing. It corresponds to any 
epoch during which the Universe has accelerated expansion.

For inflation require material with negative pressure. Not 
many examples. One is a scalar field!

d

dt

�
H�1

a

⇥
< 0� ä > 0

€ 

˙ ̇ a 
a

= −
8π
3

G (ρ + 3p) −−− Accn

€ 

If ρ + 3p < 0⇒ ˙ ̇ a > 0
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Intro fundamental scalar field -- like Higgs 

If Universe is dominated by the potential of the field, it will 
accelerate! 

� =
1
2
⇥̇2 + V (⇥)

p =
1
2
⇥̇2 � V (⇥)

We aim to constrain potential from observations. 

During inflation as field slowly rolls down its potential, it 
undergoes quantum fluctuations which are imprinted in the 

Universe. Also leads to gravitational wave production. 



Ḣ = �4�G⇥̇2,
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H2 =
8�G

3
V (⇥) ; 3H⇥̇ +

dV

d⇥
= 0

ä > 0⇥ (� + 3p) < 0⇥ ⇥̇2 � V (⇥)

H2 =
8�G

3
⇥� ; ⇤̈ + 3H⇤̇ +

dV

d⇤
= 0
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Examples of inflation
V Simplest case – homogeneous 

single scalar field

EoM

Inflation Slow roll 
approx

So, define a quantity which specifies how fast H changes during inflation 

€ 

ρφ =V (φ) +
φ 2

•

2
; pφ =

φ 2
•

2
−V (φ)

Also: 



 

N ⇥ ln
�

a(tend)
a(ti)

⇥
=

⇤ te

ti

Hdt ⇤ �
⇤ �e

�i

V

V � d�

� =
1

16⇤G

�
V �(⌅)
V (⌅)

⇥2

⇥ =
1

8⇤G

�
V ��(⌅)
V (⌅)

⇥
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Prediction -- potential determines important quantities 

Slow roll parameters [Liddle & Lyth 1992]

Slow roll inflation occurs when both 
of these slow roll conditions are << 1

End of inflation corresponds to ε=1 
How much does the universe expand? Given by number of e-folds

Last expression is true in the slow roll limit (for single field inflation). 
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Solve say the Flatness problem:  

Assume inflation until tend = 10-34 sec 

Assume immediate radn dom until today, t0 = 1017 sec 

Assume

Now

Inf

Number of e-folds required
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� � 1 � 1 = � 3k

8�G⇥a2
⇤ a � 2 �⇥ exp(�2Ht)
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1. Flatness

Solving the big bang problems

1

t

Ω

Inf starts Inf ends Bologna 
today

Maybe Distant 
future 



�mon ⇥ a�3 � 0
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2. Horizon problem: 

Physical: H-1 const 
during inflation. Small 

initial patch can 
inflate. How likely is 

that? Question of 
initial conditions.

Initial causally connected region

3. Monopole problem:

Everything infact diluted away except for the inflaton field 
itself.

Hence need to reheat the universe at end of 
inflation

rapidly during inflation

T ⇥ a�1 � 0
rapidly during inflation
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End of inflation
• Eventually SRA breaks down, as inflaton rolls to minima of its 

potential.

• Leaves a cold empty Universe apart from inflaton.  

• Inflation has to end and the energy density of the 
inflaton field decays into particles. This is reheating 

and happens as the field oscillates around the 
minimum of the potential

Experimental test of 
slow roll 

approximation – 
Aspen 2002

V

φφe
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End of inflation.
•Inflaton is coupled to other matter fields and as it rolls down to the minima 
it produces particles –perturbatively or through parametric resonance where 
the field produces many particles in a few oscillations.  

•Dramatic consequences. Universe reheats, can restore previously broken 
symmetries, create defects again, lead to Higgs windings and sphaleron 
effects, generation of baryon asymmetry at ewk scale at end of a period of 
inflation.   

•Important constraints: e.g.: gravitino production means : Trh < 109 GeV   -- 
often a problem!

More on this soon 
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The origins of perturbations -- the most 
important aspect of inflation

Idea: Inflaton field is subject to perturbations (quantum and thermal  fluctuations). Those are 
stretched to superhorizon scales, where they become classical. They induce metric perturbations 
which in turn later become the first perturbations to seed the structures in the universe. 

Also predict a cosmological gravitational wave background.

During inf Quantum fluc

Generates fluc in 
matter and metric 

Fourier 
modes:

Scalar  pertn – spectra of gaussian adiabatic density pertns 
generated by flucns in the scalar field and spacetime metric. 

Responsible for structure formation.

Tensor pertn in metric– gravitational waves. 
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Key features
During inflation comoving Hubble length (1/aH) 

decreases. 

So, a given comoving scale can start inside (1/aH), be 
affected by causal physics, then later leave (1/aH) with 

the pertns generated being imprinted.  

Quantum flucns in inflaton arise from uncertainty 
principle. 

Pertns are created on wide range of scales and generated 
causally. 

Size of irregularities depend on energy scale at which 
inflation occurs. 



Rk =
H

⇥̇
�⇥k � const 
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Inflation SBB Bologna today

Log(1/k)

Log(t)

Leave k=aH Renter k=a0 H0

Comoving scale k-1

Curvature  pertn 1/aH

Pertn created causally, stretched by expansion. 
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The power spectra

Good approx -- power spectra as being power-laws with scale. 

Four parameters

Focus on statistical measures of clustering. 

Inflation predicts the amp of waves of a given k which obey gaussian 
statistics, the amplitude of each wave is chosen independently and 

randomly from its gaussian distribution. It predicts how the amplitude 
varies with scale — the power spectrum

Density pertn

Grav waves
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Planck- wow - minuscule temperature changes across the 
observable universe  !

•Improvement over WMAP: ang resolution (x2.5), sensitvity (x10), freq coverage 
[9 bands (30-857 GHz) v 5 bands (23-90 GHz)] Planck 2018 - ESA
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Power spectrum - LCDM fit

Inflation seems to fit the data really well - the dots are the data, the solid line is the 
theory — although there are a few issues 



�2
H(k) =

4
25

�
H

⇤̇

⇥2 �
H

2⇥

⇥2

k=aH
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Some formulae
Power spectra

Vacuum soln

Amp of density pertn

SRA WMAP: 60 efolds 
before tend

In other words the properties of the inflationary 
potential are constrained by the CMB



 

08/11/2011 43

Tensor pertns : amp 
of grav waves.

Note: Amp of perts depends on form of potential. 
Tensor pertns gives info directly on potential but 

difficult to detect.
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Observational consequences.
Precision CMBR expts like WMAP and Planck  probing spectra. 

Standard approx – power law.

Power law ok, only a 
limited range of scales 

are observable.

For range 1Mpc 104 Mpc : 
Crucial 

eqn

n=1 ;  nG=0 – Harrison 
Zeldovich
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CMBR  Measure relative importance of density pertns 
and grav waves.  

A unique test of inflation

Indep of choice of inf model, relies on slow roll and 
power law approx. Unfortunately nG too small for 

detection !  

This is where the Bicep2 excitement was ! 

Cl -- radiation angular power spectrum. 
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numerically compute the noise matrix elements for a slow-roll potential as well as a potential
with a slow-roll violating feature in Sec. 4.2.1 before proceeding to carry out a thorough
analytical treatment in Sec. 4.2.2 for instantaneous transitions between different phases during
inflation. We discuss the potential implications of our results for the computation of PBH
mass fraction and spell out a number of complexities associated with the computation in
Sec. 5 before concluding with a summary of our main results in Sec. 6. Appendix A provides a
derivation of the Mukhanov-Sasaki equation in spatially flat gauge. Appendix B deals with the
analytical solutions of the Mukhanov-Sasaki equation in the absence of any transition, while
Appendix C provides analytical expressions for the noise matrix elements in the super-Hubble
limit. Appendices D and E are dedicated to the dynamics during instantaneous transitions.

We work in natural units with c = ~ = 1 and define the reduced Planck mass to be
mp ⌘ 1/

p
8⇡G = 2.43 ⇥ 1018 GeV. We assume the background Universe to be described

by a spatially flat Friedmann-Lemaitre-Robertson-Walker (FLRW) metric with signature
(�,+,+,+). An overdot (.) denotes derivative with respect to cosmic time t, while an overdash
(
0
) denotes derivative with respect to the conformal time ⌧ .

2 Inflationary dynamics beyond slow roll

We focus on the inflationary scenario of a single canonical scalar field � with a self-interaction
potential V (�) which is minimally coupled to gravity. The system is described by the action

S[gµ⌫ ,�] =

Z
d4x

p
�g

"
m

2
p

2
R �

1

2
@µ�@⌫� g

µ⌫
� V (�)

#
, (2.1)

where R is the Ricci scalar and gµ⌫ is the metric tensor. Specializing to the spatially flat
FLRW background metric

ds2 = �dt2 + a
2(t)

⇥
dx2 + dy2 + dz2

⇤
, (2.2)

the evolution equations for the scale factor, a(t), and inflaton, �(t), are

H
2

⌘
1

3m2
p

⇢� =
1

3m2
p


1

2
�̇
2 + V (�)

�
, (2.3)

Ḣ ⌘
ä

a
� H

2 = �
1

2m2
p

�̇
2
, (2.4)

�̈+ 3H�̇+ V,�(�) = 0 . (2.5)

where H ⌘ ȧ/a and V,� ⌘ dV/d�.
The slow-roll regime of inflation is usually characterised by the first two kinematic Hubble

slow-roll parameters ✏H and ⌘H , defined by

✏H = �
Ḣ

H2
=

1

2m2
p

�̇
2

H2
, (2.6)

⌘H = �
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= ✏H +

1

2✏H

d✏H
dN

, (2.7)
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Inflation - brief recap 
What we know from Observations
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Einstein’s equations assuming scalar field dominates the energy 
densitySource of Inflation: A Scalar Field
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Inflation can occur when potential dominated 

When 
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with nearly flat potential dominating we obtain nearly exponential expansion at the background level 
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Credit: Swagat Mishra



02/09/2010 47

Inflation - produces the initial seeds for structure to grow through Quantum Fluctuations 

Quantum Fluctuations during Inflation

System = Gravity (gµ⌫) + Scalar Field (�)

S[gµ⌫ ,�] =

Z
d4
x

p
�g
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@µ�@⌫� g

µ⌫ � V (�) + ...
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During Inflation, the metric takes the form

ds2 = �dt2 + a
2(t)

h ⇣
e
2 (t,~x)

�ij + hij(t, ~x)
⌘

dxidxj
i

Particularly two light fields (m ⌧ H) are guaranteed to exist –

1 Comoving Curvature Perturbation �⇣(t, ~x) =  +
H

�̇

��

mp

(Later becomes density and temperature fluctuations)

2 Tensor Perturbations (Transverse, traceless hij(t, ~x) – relic
Gravitational Waves)
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Action for gravity plus inflaton

Metric including fluctuations

When mass of inflaton is small compared to Hubble rate : m<<H

Comoving curvature perturbation exists - 

will become density and temperature fluctuations

Tensor perturbations which will become relic gravitational waves

Quantum Fluctuations during Inflation
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Inflation - allows us to predict the form of the fluctuations for a given model 

In particular during slow roll inflation, where the potential is flat enough and dominates the energy density


We have

We quantify the power spectrum and 
deviations from scale invariance in terms of 

slow roll parameters 


Inflationary Power-spectrum
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The Power Spectrum for scalar and tensor fluctuations on large scales 
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CMB observations:

Scalar Spectral index:

Red tilt

Tensor spectra index:
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nS = �4✏H + 2⌘H , n⌧ = �2✏H , r ⌘ A⌧

AS

= 16✏H⇤

1

nS-1

Implies 𝜖H<0.002 and ηH > 0.01 — we have a new hierarchy emerging - has implications for V(ɸ) ! 
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Behaviour of fluctuations: Causal diagram
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Pictorially may help 

Credit: Swagat Mishra
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Credit: Swagat Mishra



 

08/11/2011 51
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Real progress - compare with Planck collaboration 2014 - preliminary

Credit: Adam Moss 2013
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Lecture 2
Inflation model building today  -- big industry 

Inflation and PBHs 

Inflation and Reheating 

Inflation and Cosmic Superstrings 
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First of all an extra slide from the soft skills course

Keep going to the final whistle blows ! Congratulations Italy !
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Inflation model building today  -- big industry 

Multi-field inflation 

Inflation in string theory and braneworlds 

Inflation in extensions of the standard model 

Cosmic strings formed at the end of inflation 

The idea is clear though: 

Use a combination of data (CMB, LSS, SN, BAO ...) to try and constrain models of 
the early universe through to models explaining the nature of dark energy today. 

Loads of models — 300 models analysed with CMB and BAO data, 40% 
disfavoured, 20% favoured according to Jeffrey’s scale of Bayesian evidence 

[Martin et al 2024]   

Over 7,700 papers written with title Inflation in title !
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Some examples keep it simple to get the idea – Chaotic Inflation

with

Find:

SRA:

Inf soln:

H2 =
8�G

3
V (⇥) ; 3H⇥̇ +

dV

d⇥
= 0
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End of 
inflation:

Num of 
e-folds:

N=60: Scale just entering Hubble radius 
today, COBE/WMAP/Planck scale

Amp of 
den pertn:

Take to be 60 efolds before 
end of inflation.

Find:
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Amp of grav 
waves:

60 efolds before end 
of inflation.

Find:

Normalise to Planck:

Find: Constraint on inflaton mass!

Spectral 
indices Slow roll

Use values 60 e-folds before end of inflation.
Close to scale inv - 
totally ruled out !
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2. Models of Inflation—variety is the spice of life.  
 (where is the inflaton  in particle physics?)

Field theory:

Quantum corrections give coefficients proportional to 
and an additional term proportional to 

1. Chaotic 
inflation .

(Lyth and Riotto, Phys. Rep. 314, 1, (1998), Lyth and Liddle (2009), Martin et al (2024))

V
Inflates only for φ>>MP . Problem. 

Why only one term? All other 
models inflate at φ<MP and give 

negligible grav. waves. 
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2. New 
inflation

V

3. Power-law 
inflation

1. Very useful because have exact solutions without recourse to slow roll. 
Similarly perturbation eqns can be solved exactly.  

2. No natural end to inflation
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5. Hybrid 
inflation

2 fields, inf ends when 
V0 destabilised by 2nd 
non-inflaton field ψ

4. Natural 
inflation
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Two field inflation – more general

Found  in SUSY models. 

Better chance of success, plus lots of additional features, 
inc defect formation, ewk baryogenesis. 

Inflation ends 
by triggering 

phase transition 
in second field.  

Example of 
Brane inflation
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Cosmic strings - may not do the full job but they can still contribute

Hybrid Inflation type models 
String contribution < 10% implies Gµ < 2 x10−7. 

Hindmarsh et al, 2019.
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Self-resonance and inflaton fragmentation

In the linear regime, Fourier mode functions satisfy

¨�'k + 3H ˙�'k +


k
2

a2
+ V,��(�)

�
�'k = 0

) Exponential growth of inflaton fluctuations �'k(t) / e
µkmt

Band structure similar to Mathieu resonance for quadratic case
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**Lozanov, Amin(2017); **Shafi, Copeland, Mahbub, SSM, Basak (2024)

Swagat Saurav Mishra, CAPT, Nottingham Reheating and Oscillons

Alpha attractor E and T models of inflation (Kallosh and Linde 2013)

These fit more naturally with the recent Planck 
bounds on n and r. 
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gs = 0.01

gs = 0.01

Inflation in string theory -- non trivial 
The η problem in Supergravity -- N=1 SUGR Lagrangian:

 with

 and

Expand K about φ=0

Canonically 
norm fields ϕ

Have model indep terms which lead to contribution to 
slow roll parameter η of order unity 

So, need to cancel this generic term possibly 
through additional model dependent terms.
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Ex 1: Warped D3-brane D3-antibrane inflation where model 
dependent corrections to V can cancel model indep contributions 

[Kachru et al (03) -- KLMMT].  
Find: β relates to the coupling of warped 

throat to compact CY space. Can be 
fine tuned to avoid η problem  

Ex 2: DBI inflation -- simple -- it isn’t slow roll as the two branes 
approach each other so no η problem 

Ex 3: Kahler Moduli  Inflation [Conlon & Quevedo 05] 

Inflaton is one of Kahler moduli in Type IIB flux compactification. 
Inflation proceeds by reducing the F-term energy.   No η problem 
because of presence of a symmetry, an almost no-scale property of 

the Kahler potential. 

Inflaton moduli: τn   
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Find: with large 
volume modulus 

and for Ne ≈50-60 efolds 
with low energy scale

Volume modulus Inflaton [Blanco-Pillado et al 09] 
Can include curvaton as second evolving moduli --  Burgess et al 2010
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Key inflationary parameters: 

n: Planck and WMAP have detected it — it’s not unity. 

r: Tensor-to-scalar ratio : considered as a smoking gun for inflation but also 
produced by defects and some inflation models produce very little. 

dn/dln k : Running of the spectral index, usually very small -- probably too 
small for detection. 

fNL: Measure of cosmic non-gaussianity. Still consistent with zero. Lots of 
current interest. 

Gµ: string tension in Hybrid models where defects produced at end of 
period of inflation. 

Also additional perturbation generation mechanisms (e.g. Curvaton)   

Perturbations not from inflaton but from extra field and then couple through 
to curvature perturbation
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Modern/Extended Standard Model of Cosmology

The hot Big Bang phase:

Beginning of the Universe (⇥)

End of an earlier epoch of accelerated expansion (X)
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REHEATING: Origin of all primordial matter!
Swagat Saurav Mishra, CAPT, Nottingham Reheating and Oscillons

Reheating the Universe after inflation has finished
Inflation is the ultimate vacuum cleaner, it clears out pretty much everything, particles get diluted, radiation gets red shifted, we end inflation 

with a cold, empty large universe, not quite what we experience today. 


We need to reheat the universe - we convert the remaining energy stored in the inflaton field into primordial particles through their interactions. 
We could consider this the beginning of the Hot Big Bang


Credit: Swagat Mishra
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Reheating occurs as slow roll inflation finishes and inflaton oscillates about the potential minima
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Inflaton oscillates 
about pot of form

Post-inflationary Oscillations
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Experiences time 
averaged eos 
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With oscillation period
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Since in this regime Inflaton experiences coherent oscillations about the min

[Turner (1984)]
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For n=1, quadratic pot about the min
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we see Inflaton behaves as matter 
and Tosc indep of ɸ0 !

Since m >> H it follows Tosc <<  H-1  = 3 t /2
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— under the adiabatic approximation 

Post-inflationary Oscillations
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With

Post-inflationary Oscillations
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Reheating from perturbative decay of inflaton [Abbott et al, Albrecht et al, Linde, Dolgov 1980’s]

Inflaton particles of mass m acting as CDM decay into fermions and bosons

Reheating via Perturbative decay

! Elementary theory of reheating, originally formulated in 1980s

! Post-inflationary universe comprises of individual massive

inflaton particles of mass m at rest

! Inflaton decay into fermions and bosons via Feynman processes

�
�! ̄ 

=
h
2
m

8⇡
; ���!�� =

g
2
�
2
0

8⇡m
(incomplete)

! Phenomenologically, inflaton decay ⌘ additional friction

EoM: �̈+ (3H + �) �̇+ V,� = 0

! Initially H � �. Reheating is complete when � ' H

! Subsequently, the universe thermalized to a temperature Tre

� ' H =

s
1

3m2
p

⇢(Tre) ) � =

s
1

3m2
p

⇡2

30
g⇤(Tre)T 4

re

**Abbott, Farhi, Wise; **Albrecht, Steinhardt, Turner; **Dolgov, Linde (1982)
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Reheating via Perturbative decay
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Decay acts phenomenologically like additional friction term:

Initially H >> Γ, reheating completes when H ~ Γ with reheat temperature Tre 

Reheating via Perturbative decay

! Elementary theory of reheating, originally formulated in 1980s

! Post-inflationary universe comprises of individual massive

inflaton particles of mass m at rest
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Reheating via Perturbative decay

! So the universe gets thermalized at a Reheating temperature

Tre '

✓
⇡
2
g⇤
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◆�1/4 ⇣
�Mp

⌘1/2
= 2.4⇥ 1018 ⇥

✓
⇡
2
g⇤

90

◆�1/4 ⇣ �
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⌘1/2
GeV

! For fermionic decay �!  ̄ with h  10�3 & m ' 10�5
mp

�
�! ̄ 

=
h
2
m

8⇡
 4⇥ 10�13

mp

leading to an upper bound Tre  1012 GeV.

) Relatively low reheating temperature

! For bosonic decay ��! ��, since �2 / 1/t2 ) ���!�� / 1/t2

! But H / 1/t ) ���!�� ⌧ H and reheating is incomplete!

(And we have a coherently oscillating inflaton condensate!)
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Or:

Decay to fermions with h≲10-3 and m= 10-5 mp:

Reheating via Perturbative decay

! So the universe gets thermalized at a Reheating temperature
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leading to an upper bound Tre  1012 GeV.

) Relatively low reheating temperature

! For bosonic decay ��! ��, since �2 / 1/t2 ) ���!�� / 1/t2

! But H / 1/t ) ���!�� ⌧ H and reheating is incomplete!

(And we have a coherently oscillating inflaton condensate!)
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Reheating via Perturbative decay

! So the universe gets thermalized at a Reheating temperature
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Hence low reheat temp

Bosonic decay, ɸɸ—>χχ, recall ɸ0 ∝ 1/t, hence

Reheating via Perturbative decay

! So the universe gets thermalized at a Reheating temperature
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(And we have a coherently oscillating inflaton condensate!)
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But 

Reheating via Perturbative decay

! So the universe gets thermalized at a Reheating temperature
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leading to an upper bound Tre  1012 GeV.

) Relatively low reheating temperature

! For bosonic decay ��! ��, since �2 / 1/t2 ) ���!�� / 1/t2

! But H / 1/t ) ���!�� ⌧ H and reheating is incomplete!

(And we have a coherently oscillating inflaton condensate!)

Swagat Saurav Mishra, CAPT, Nottingham Reheating and Oscillons
In that case reheating is incomplete and we have a coherent oscillating inflaton condensate



Reheating from non-perturbative decay of inflaton [Kofman et al (1994), Shtanov et al (1995)]

Occurs when bosonic couplings high enough g2 ≳10-8 


Particle production taking place in presence of oscillating inflaton condensate - via parametric resonance 
— collective phenomena


Occurs quickly efficiently and non-thermal


Not applicable to fermionic decay (Pauli exclusion)


Dynamics divided into three distinct phases:


1. Preheating (linear parametric resonance)


2. Backreaction (quenching of resonant particle production)


3. Scattering and thermalisation (perturbative decay, turbulence)



Inflaton 𝜑 decays to massless field χ

Equations of Reheating Dynamics

System : Inflaton ' �! massless o↵spring � ; m � m0�

Described by the action

S[', �] = �

ZZZ
d4

x

p
�g
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⌫
' + V (') +
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2
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� + I(', �)

�

With interaction I(�, �) = 1
2
g
2
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2
�

2

The corresponding field equations are

'̈�
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a2
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#
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Equations of Reheating Dynamics
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Interaction:

Equations of Reheating Dynamics

System : Inflaton ' �! massless o↵spring � ; m � m0�
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Field equations:

Equations of Reheating Dynamics

System : Inflaton ' �! massless o↵spring � ; m � m0�
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Friedmann equation:

Preheating in the linear regime : 

Preheating in the linear regime

! For inflaton decay, |�(t)| � �'(t, ~x), �(t, ~x)

'(t, ~x) = �(t) +⇠⇠⇠⇠:0
�'(t, ~x)

�(t, ~x) = ���*0
�̄(t) + ��(t, ~x) (� field is in vacuum state)

! At the end of inflation, ⇢� � ⇢�, ⇢�' (Condensate dominated)

! Resulting equations of dynamics in the linear regime

�̈+ 3H�̇+ V,�(�) = 0
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χ  is in its vacuum state 

Preheating in the linear regime

! For inflaton decay, |�(t)| � �'(t, ~x), �(t, ~x)

'(t, ~x) = �(t) +⇠⇠⇠⇠:0
�'(t, ~x)

�(t, ~x) = ���*0
�̄(t) + ��(t, ~x) (� field is in vacuum state)

! At the end of inflation, ⇢� � ⇢�, ⇢�' (Condensate dominated)

! Resulting equations of dynamics in the linear regime
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At end of inflation : condensate dominated

Evolution equations simplify



Stage 1: Preheating in the linear regime - parametric oscillator  
Preheating & linear Parametric Oscillator

Equation of dynamics of the Fourier modes

�̈k + 3H�̇k +


k
2

a2
+ g

2
�(t)2

�
�k = 0

Ignoring the expansion of space (adiabatic approximation)

And (remember!) for V (�) ' 1
2m

2
�
2, since

�(t) ' �0(t) cos (mt) ,

the mode functions �k satisfy the Mathieu Equation

)
d2

�k

dT 2
+

h
Ak � 2q cos (2T )

i
�k = 0

With T = mt �
⇡

2
; and the resonance parameters {q, Ak}

q =
g
2

4

✓
�0

m

◆2

; Ak =

✓
k

m

◆2

+ 2q
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Fourier modes:

Preheating & linear Parametric Oscillator

Equation of dynamics of the Fourier modes
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Ignoring the expansion (adiabatic regime) and recall for V(ɸ) ⩬ 1/2 m2 ɸ2 we have  

Preheating & linear Parametric Oscillator

Equation of dynamics of the Fourier modes
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Obtain the Mathieu Equation:

Preheating & linear Parametric Oscillator

Equation of dynamics of the Fourier modes
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With

Preheating & linear Parametric Oscillator

Equation of dynamics of the Fourier modes
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and resonance parameters:Preheating via Mathieu Parametric Resonance

Mathieu Equation ⌘ Linear parametric oscillator

d2
�k

dT 2
+ ⌦2

�
(k, T ) �k = 0 ; ⌦2

�
= Ak � 2q cos(2T )

Floquet Theorem �k(T ) = M
(+)
k

(T ) e
µkT + M

(�)
k

(T ) e
�µkT

) Exponentially growing for Re(µk) 6= 0 (in resonance bands)
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Write as 

Preheating via Mathieu Parametric Resonance

Mathieu Equation ⌘ Linear parametric oscillator
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Solutions from Floquet Theory 

Exponential growing solutions for Re(μk) ≄ 0.   



Exponential growing solutions for Re(μk) ≄ 0.   

Preheating via Mathieu Parametric Resonance

Mathieu Equation ⌘ Linear parametric oscillator
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) Exponentially growing for Re(µk) 6= 0 (in resonance bands)
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Narrow and Broad Resonance of Mathieu Eqn
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Narrow and Broad Resonance of Mathieu Eqn
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Stage 2: Backreaction and quenching - shutting off the rapid particle production  

System moves from Broad to Narrow residence as 

Post-inflationary Oscillations

For most inflationary potentials,
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Backreaction & quenching of particle production
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Stage 3: Perturbative decays take over

Backreaction & quenching of particle production
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New possible feature not included so far arises from asymptotically flat potentials - motivated from CMB observations 

However, we have ignored two important e↵ects:

! Gravitational clustering: (Very late times)

Metric fluctuations are important on time scales
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! Asymptotically flat potentials:

(CMB observations)
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) Cosmological Solitons
**Amin et. al & Lozanov et. al (2010-2020)
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They have attractive self interactions allowing for 
the formations of long lived non-topological 

solitons like oscillons — provide a new route to 
reheating 

[Amin et al 2010]



Oscillons : a type of soliton, self supported localised long lived due to non-linear interactions 

[Bogolyubsky & Makhankov 1978, Gleiser 1993, EJC et al 1995] 

Can obtain semi-analytic solutions from small amplitude oscillations:

Existence of quasi-Solitons: Oscillons

! Self-supported, localised, long-lived non-linear ‘solitary’
configurations.

! Solitons are ubiquitous in nature: (J. S. Russell in Scotland; 1834)

(Appearing in fluids, smoke rings, condensed matter physics, optics,
HEP, topological defects and Cosmology.)

! Analytical results based on small-amplitude oscillations
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With core profile:
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[Amin et al, Mahbub and Mishra]

Oscillon field �(t, r) = �0 sech
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Swagat Saurav Mishra, CAPT, Nottingham Reheating and Oscillons
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Can survive for of order 109 
oscillations depending on the 

interactions. [Zhang et al 2020]



Oscillons : Can they form dynamically starting from natural conditions at the end of inflation ? [Lozanov & Amin 2017, Shafi et al 2024] 

In the linear regime - we see behaviour similar to that already discussed. Self resonance . But then inflaton fragmentation kicks in
Self-resonance and inflaton fragmentation

In the linear regime, Fourier mode functions satisfy
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Linear regime, Fourier modes: 

Leads to exp growth of inflaton fluctuations with band structure similar to Mathieu resonance for quadratic case:   
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Potentials being considered  - recall we need Asymptotically flat potentials 

Self-resonance and inflaton fragmentation
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Asymmetric Symmetric

Shafi et al- e-Print:2406-00108 



Oscillons : full non -linear evolution using CosmoLattice [Shafi et al 2024] - no external coupling  

Figure 7: Evolution of the volume-averaged inflaton configurations are plotted for the case g
2 =

0 of the E-model (top panel) and T-model (bottom panel) with �E, �T = 50
p
2/3, with the

upper horizontal axis being the number of e-folds N elapsed since the end of inflation. Successful
self-resonance results in the amplification of � e', shown here as a solid red line. As a result, the
homogeneous inflaton condensate (shown in solid green) fragments within t . 100m�1, forming
lumps in the process, leading to the formation of oscillons. We note that most oscillons form at the
onset of the backreaction phase (the transition from resonance to backreaction phases) near the peak
of �'̃.

In this work, since we numerically deal with a population of oscillons, we determine the oscillon
lifetime using the time evolution of the gradient and the kinetic (as well as the potential) energy
densities of the inflaton field. More specifically, given that oscillons are non-relativistic objects, the
lifetime (⌧osc) of a population of oscillons can be estimated by comparing the duration for which
eG'̃ / eK'̃ (' eV'̃) / a

�3. The oscillon lifetime in this work can be categorized based on the type of
potential used – symmetric or asymmetric. Using results from the lattice simulations, in particular
observing how the gradient energies eG'̃ evolve compared to the energy densities of matter and
radiation test fields in an expanding universe, we find that lifetime of oscillons formed in the E-
model is relatively longer than their T-model counterparts in the absence of an external coupling.
This can be attributed to a stronger self-interaction due to the presence of the cubic term in the
Taylor expansion of the E-model potential in Eq. (3.12), which is absent in the T-model potential.
We intend to carry out a thorough analytical study of the di↵erence between the oscillon lifetimes
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The massless o↵spring field � is assumed to behave as a spectator/test field during inflation which
contributes negligibly to the total energy density and couples very weakly to the inflaton. Since the
accelerated expansion during inflation rapidly dilutes the quanta of the � field, we can assume � to
be in its vacuum state at the end of inflation.

As mentioned in Sec. 1, we will be focusing on the formation and lifetime of oscillons in both
the asymmetric E-model and the symmetric T-model ↵-attractor potentials, which are shown in
Fig. 1 [86, 87], using parameters of the models which are consistent with CMB observations [14, 15].
In particular we consider the E-model potential of the form

V (') = V0

h
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or, the T-model potential of the form,

V (') = V0 tanh2
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with a quadratic-quadratic coupling to the o↵spring field � of the form

I(', �) =
1

2
g
2
'
2
�
2
. (2.24)

Given the forms of V (') and I(', �), it follows that the post-inflationary dynamics of the system is
primarily dictated by the strength of the parameters � and g

2. Taking the importance of non-linear
and non-thermal processes into account, the reheating dynamics can in general be divided into three
distinct phases [25, 26, 88] as described below.

2.2.1 Preheating

As inflation ends with the breakdown of slow-roll, the (almost) homogeneous inflaton condensate
� rolls down the potential V (�) and begins to oscillate about its minimum. In the presence of
couplings, both self and external, the fluctuations of ' and � are enhanced via parametric resonance.
In particular, using fk(t) to represent the Fourier modes of the fluctuations of either ' or �, it satisfies
the equation of a damped parametric oscillator of the form

f̈k(t) + 3H ḟk(t) + ⌦2
k
(t) fk(t) = 0 ; with ⌦k(t+ Tk) ' ⌦k(t) , (2.25)

where Tk is the periodicity of the parametric frequency ⌦k(t) [26, 27, 89, 90]. During the coherent
oscillations of the inflaton, it is possible for ⌦k(t) to change non-adiabatically for certain ranges of k
values, namely, ����

⌦̇k(t)

⌦2
k
(t)

���� � 1 , (2.26)

thereby enabling e�cient parametric resonance to occur during preheating which in turn results
in the explosive (non-thermal) particle production in discrete bands of the comoving wavenumber
k of the quanta of the field fluctuations [26]. As a result, the energy contained in the oscillating
condensate �(t) is rapidly transferred to the fluctuations of ' and �. The precise nature of the
periodicity relies on the functional form of the inflaton self-interaction potential, V ('), and that of
the external coupling, I(', �). In Sec. 3, we use the approach of Floquet theory to analyse the
nature of the growth of these fluctuations at the linear level for the potentials and interaction terms
given by Eqs. (2.22)-(2.24).
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Oscillons in the presence of external coupling ? [Shafi et al 2024]  

Figure 4: The parameter space, {�, g2}, of the self and the external coupling constants explored in
our lattice simulations for the E-model (left) and T-model (right) are shown here. Region (I) (shaded
in white) corresponds to the parameter space where scalar field fragmentation is negligible, while
the inflaton condensate is guaranteed to fragment via external resonance, without the formation of
oscillons, in region (II) (shaded in grey). The green-shaded region (III) corresponds to the parameter
space for which self-interaction is high enough and external coupling is low enough for oscillon
formation to take place. However, in region (IV) (red-shaded), oscillon formation is disrupted due to
su�ciently high g

2. Region (V) corresponds to r > 0.036, which violates the tensor-to-scalar ratio
bound. Region (VI) does not host oscillons since the time-averaged EoS of the inflaton is negative
and the inflaton mass term is negligible compared to higher-order interactions, as discussed in the
text below.

Before proceeding further to discuss the results from our lattice simulations, let us recall that
the inflaton oscillations around the minimum of the aforementioned asymptotically flat potentials
may be tachyonic in nature. In fact, our analysis in App. C shows that the inflaton oscillations are
tachyonic for �T � 0.28 in the T-model, and for �E � 1.44 in the E-model, where the e↵ective inflaton
mass-squared term m

2
e↵ ⌘ V,�� is negative [98, 99]. This indeed is the case for the chosen values of

�E, �T in our simulations, as given in Tables 1 and 2. For example, Fig. 19 in App. C demonstrates
that the inflaton condensate explores the tachyonic regime for the first few oscillations before cosmic
expansion dampens out the field amplitude (see App. C for details). Furthermore, for ultra-large
values of the self-couplings, namely �E, �T � O(102), the mass terms in the Taylor expansion of the
potentials given in Eqs. (3.12) and (3.13) become negligible compared to the self-interaction terms. In
this case inflaton fragmentation does not lead to oscillon formation, since oscillons are predominantly
non-relativistic field configurations [39]. This is shown by the shaded purple region of the parameter
space plot in Fig. 4. We will further explore scalar field fragmentation in the presence of such large
self-couplings analytically in our upcoming paper [76].

4.2 Oscillon formation

Our numerical simulations demonstrate that resonant processes during preheating amplify certain k̃

modes within the first few oscillations, t ⇠ O(102)m�1. For example, this can be seen for the power
spectrum of inflaton fluctuations P�'̃(k̃) shown in the left panels of Fig. 5 which is qualitatively
di↵erent from the initial one (shown in black). This is in excellent agreement with the linear analyses
made in Sec. 3 using Floquet theory, where in the left panel of Fig. 2, we observe that the Fourier
modes of inflaton fluctuations with k̃ . 0.75 pass through the broad resonance band in the Floquet
chart, which are indicative of the amplifications occurring in P�'̃(k̃). Larger k̃ modes also experience
amplification, albeit at slightly later times, when they pass through the first resonance band in the
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k of the quanta of the field fluctuations [26]. As a result, the energy contained in the oscillating
condensate �(t) is rapidly transferred to the fluctuations of ' and �. The precise nature of the
periodicity relies on the functional form of the inflaton self-interaction potential, V ('), and that of
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where Tk is the periodicity of the parametric frequency ⌦k(t) [26, 27, 89, 90]. During the coherent
oscillations of the inflaton, it is possible for ⌦k(t) to change non-adiabatically for certain ranges of k
values, namely, ����

⌦̇k(t)

⌦2
k
(t)

���� � 1 , (2.26)

thereby enabling e�cient parametric resonance to occur during preheating which in turn results
in the explosive (non-thermal) particle production in discrete bands of the comoving wavenumber
k of the quanta of the field fluctuations [26]. As a result, the energy contained in the oscillating
condensate �(t) is rapidly transferred to the fluctuations of ' and �. The precise nature of the
periodicity relies on the functional form of the inflaton self-interaction potential, V ('), and that of
the external coupling, I(', �). In Sec. 3, we use the approach of Floquet theory to analyse the
nature of the growth of these fluctuations at the linear level for the potentials and interaction terms
given by Eqs. (2.22)-(2.24).
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Oscillon formation and decay 
with no external coupling 

Figure 15: Evolution of the volume-averaged inflaton configurations for the E-model potential with
�E = 100

p
2/3 with external couplings g2 = 0 (top) and g

2 = 1.6⇥ 10�6 (bottom) are shown. We
notice that strong self-resonance leads to the formation of large inflaton inhomogeneities (oscillons)
by t ⇠ 100m�1, which eventually decay into the � fluctuations starting from t ⇠ 103m�1, initially
rapidly (shown in light grey shade), and later in a slow and steady rate. Therefore, the presence of
such an external coupling significantly impacts the lifetime and fractional energy of oscillons.

the backreaction phase marked by t ⇠ 100m�1. This is expected since the gradient term eG'̃ also
experiences its maximal amplification during this period, as can be seen from Fig. 6. In the absence of
g
2, the purple curves show that fosc can become as high as 60% at the onset of the backreaction phase,

which later asymptotes towards a slightly smaller value of ⇡ 50%. Furthermore, for g2 = 0 we find
that the oscillon energy fraction fosc saturates to comparatively lower values for larger self-coupling
�E, �T. Such an observation was first made for the E-model potential in Ref. [31].5

Noticeably, we observe that for the E-model, an external coupling strength of g2 = 4.0⇥10�5 is
su�cient enough to prevent abundant growth of inflaton inhomogeneities in the first place. This can
be seen from the red curves in the left column of Fig. 16, where for g2 = 4.0⇥ 10�5, the peak values
of fosc . 0.3 (. 30% of the total energy budget), even at the onset of backreaction at t ⇠ 100m�1.
This is in stark contrast to the other three curves, corresponding to smaller values of g2 in the top
panels of Fig. 16.

Nevertheless, of greater importance is the asymptotic value of fosc at late times. In the presence

5
In Ref. [31], the strength of the self-interaction is controlled by ↵, where �E =

q
2
3↵ .
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Oscillon formation and decay 
with external coupling 

[Shafi et al 2024]



Oscillon fractional abundance [Mahub and Mishra 2023]  

We find in the absence of external couplings oscillons form for both types of potentials and for generic initial conditions at the end of inflation  

Figure 16: The fractional energy contained in oscillons fosc for di↵erent external couplings associ-
ated with the E-model (left) and T-model (right) is shown for � = 50

p
2/3 (top) and � = 100

p
2/3

(bottom). For g2 = 0 (purple curves), after reaching its peak value following the onset of backreac-
tion, the fraction fosc for each plot then decreases to a near-constant value at late times. The presence
of the external coupling leads to a rapid decay where the late-time (near-constant) asymptote of fosc
tends to be much lower than that in the case of g2 = 0.

of g2 2 (10�6
, 10�4), even though fosc initially reaches peak values similar to that of g2 = 0, the

presence of the additional decay channel results in reduced asymptotic values of the oscillon fraction,
i.e. fosc . 0.3 at late times. In particular, for g2 & O(10�5), the final fraction fosc can be less than
10% of the total energy budget. The reduction in the value of fosc in between t ⇠ (few) 100m�1 and
t ⇠ (few) 1000m�1 corresponds to the rapid decay of oscillons into �-particles, which is consistent
with (the grey shaded region) in Fig. 15. The remaining oscillons (inflaton lumps) then continue to
decay into both �-particles and scalar radiation at a much slower rate, hence the asymptotic values
of fosc exhibit a slow-decay trend towards t ⇠ 104m�1, as can be seen in Fig. 16.

Note that for large enough external coupling, corresponding to g2 & 4⇥10�5, the red curves show
that fosc exhibits a slowly increasing (instead of decreasing) trend. This is due to the contribution
from the interaction term eI('̃, �̃) in Eq. (4.11), which is usually negligible as compared to that of
the gradient term eG'̃ for g

2
< O

�
10�5

�
. However, the interaction term becomes significant (if not

dominant) for g
2
> O

�
10�5

�
, as can be seen from the brown curves in the bottom panel of Fig. 6.

Hence, for large values of g2, the late time asymptote of fosc is not completely dictated by oscillons.
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Inflation and Primordial Black Holes

Was realised that PBHs are a cold dark matter (DM) candidate in the 1970s Hawking; Chapline 


Wave of interest in ~Solar mass PBHs as DM in late 1990s, generated by excess of LMC 
microlensing events in MACHO collaboration’s 2 year data set.

Nakamura et al. (1997): PBHs binaries form in the early Universe and (if they survive to the 
present day) GWs from their coalescence detectable by LIGO.


LIGO-Virgo, Elavsky

LIGO-Virgo-KAGRA, Geller

black holes

discovered

by LIGO-Virgo

-KAGRA
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100M�

Could (some of) the BHs in the LIGO-Virgo BH binaries be primordial? (and also a 
significant component of the DM?) Bird et al.; Clesse & Garcia-Bellido; Sasaki et al.

Any of these primordial in origin ? Credit: LIGO-Virgo-KAGRA consortium
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Since LIGO’s amazing direct detection of coalescing BH binaries, PBHs have had a resurgence of interest.


For reviews and future directions see Green & Kavanagh [arXiv: 2007.10722], Carr & Kuhnel [arXiv:2006.028380, Bird et al [arXiv:2203.08967]

Form from over densities in early Universe - before nucleosynthesis - non-baryonic [Zel’dovich & Novikov; Hawking]

They evaporate (Hawking radiation), lifetime longer than age of Universe for M>1015g  — can make them a DM candidate [Hawking, Chapline]

Maybe some of the BHs in the binaries detected by LIGO-VIRGO are primordial [Bird et al, Clesse & Garcia-Bellido, Sasaki et al ] 

Formation

Favoured - collapse of large density perturbations (shortly after horizon entry) during radiation domination 

Also collapse of cosmic string loops [Hawking, Polnarev & Zemboricz], bubble collisions [Hawking, Moss & Stewart], 
fragmenting inflation condensates [Cotner & Kusenko]  

Threshold for PBH formation [Carr] : 𝛿≳𝛿c~w=p/⍴ = 1/3. — density contrast at horizon crossing, depends on shape of perturbation which depends on 
primordial power spectrum

PBH mass roughly equal to horizon mass
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PBHs as Dark Matter: Present day Abundance

10�18 10�15 10�12 10�9 10�6 10�3 100 103

MPBH [M�]

10�4

10�3

10�2

10�1

100

f P
B

H
=

�
P

B
H
/�

D
M

Microlensing

Evaporation

D
ynam

ical

A
ccretion

G
W

s

1015 1018 1021 1024 1027 1030 1033 1036
MPBH [g]

**Green and Kavanagh, J. Phys. G 48 (2021) 4, 043001

Swagat Saurav Mishra, CAPT, Nottingham PBHs and Stochastic Inflation

Present day bounds on PBHs as DM   

Green and Kavanagh 2020



What we know from Observations

Possibility of enhancement of small scale fluctuations!

Swagat Saurav Mishra, CAPT, Nottingham PBHs and Tail of PDF

Required amplification for interesting PBH scenarios 

Credit: Swagat Mishra



Primordial Black Holes are really really cool ! 

• Formed very early - typically within the first few seconds of the Hot Big Bang phase !

• We can use them to probe very small early Universe physics.

• Hawking told us, they have a temperature, and they evaporate as well as accrete. 


• Hawking radiation - hard to detect.


Prologue

PBHs: BHs formed in the very Early Universe
) t ⌧ 1 minute!! (in the Hot Big Bang Phase)

Probing Small Scale Primordial Physics.

Observationally probing/testing Hawking Radiation,
Hawking Temperature is testable for sub-solar mass BHs.
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**Hawking (1971) **Carr, Hawking (1974) **Hawking (1974) **Page (1975)

Swagat Saurav Mishra, CAPT, Nottingham PBHs and Stochastic Inflation
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• Evaporation rate: ——> mass (t): ——-> lifetime:

• Initial mass of PBH evaporating 
today — about that of a mountain

• Mass at formation PBHs evaporating today formed around 10-23 sec into HBB phase  

[Hawking 1971, Carr, Hawking 1974, Hawking 1974, Page 1975] 



Initial PBH mass fraction (fraction of universe in regions dense enough to form PBHs)
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initial PBH mass fraction (fraction of universe in regions dense enough to form PBHs):

assuming a gaussian probability distribution:

σ(MH) (mass variance) 

typical size of fluctuations
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But PBH are matter, so in radiation their contribution to the energy density budget grows
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Relation between PBH initial mass function β and fraction of DM in form of PBHs, f: 
�(M) ⇠ 10�9f

✓
M

Msun

◆1/2

1

So  β  must be small but non-negligible  
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But PBH are matter, so in radiation their contribution to the energy density budget grows
Since PBHs are matter, during radiation domination the fraction of energy in PBHs 
grows with time:
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i.e. initial mass fraction must be small, but non-negligible.
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But on CMB we know primordial perturbations have amplitude  �(MH) ⇠ 10�5 ) �(M) ⇠ erfc(105) ⇠ exp(�1010)

1

Totally negligible if initial perturbations were close to scale invariant. 

On CMB scales the primordial perturbations have amplitude


If the primordial perturbations are very close to scale-invariant the number of PBHs 
formed will be completely negligible:

To form an interesting number of PBHs the primordial perturbations must be 
significantly larger (σ2(MH)~0.01) on small scales than on cosmological scales.
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One approach — introduce non-gaussianity. PBHs form from rare large density 
fluctuations arising during inflation, change the shape of the tail of the probability 

distribution —> can significantly affect the PBH distribution   



numerically compute the noise matrix elements for a slow-roll potential as well as a potential
with a slow-roll violating feature in Sec. 4.2.1 before proceeding to carry out a thorough
analytical treatment in Sec. 4.2.2 for instantaneous transitions between different phases during
inflation. We discuss the potential implications of our results for the computation of PBH
mass fraction and spell out a number of complexities associated with the computation in
Sec. 5 before concluding with a summary of our main results in Sec. 6. Appendix A provides a
derivation of the Mukhanov-Sasaki equation in spatially flat gauge. Appendix B deals with the
analytical solutions of the Mukhanov-Sasaki equation in the absence of any transition, while
Appendix C provides analytical expressions for the noise matrix elements in the super-Hubble
limit. Appendices D and E are dedicated to the dynamics during instantaneous transitions.

We work in natural units with c = ~ = 1 and define the reduced Planck mass to be
mp ⌘ 1/

p
8⇡G = 2.43 ⇥ 1018 GeV. We assume the background Universe to be described

by a spatially flat Friedmann-Lemaitre-Robertson-Walker (FLRW) metric with signature
(�,+,+,+). An overdot (.) denotes derivative with respect to cosmic time t, while an overdash
(
0
) denotes derivative with respect to the conformal time ⌧ .

2 Inflationary dynamics beyond slow roll

We focus on the inflationary scenario of a single canonical scalar field � with a self-interaction
potential V (�) which is minimally coupled to gravity. The system is described by the action
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where R is the Ricci scalar and gµ⌫ is the metric tensor. Specializing to the spatially flat
FLRW background metric
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The slow-roll regime of inflation is usually characterised by the first two kinematic Hubble

slow-roll parameters ✏H and ⌘H , defined by

✏H = �
Ḣ
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where H ⌘ ȧ/a and V,� ⌘ dV/d�.
The slow-roll regime of inflation is usually characterised by the first two kinematic Hubble

slow-roll parameters ✏H and ⌘H , defined by

✏H = �
Ḣ
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where N = ln(a/ai) is the number of e-folds of expansion during inflation with ai the ini-
tial scale factor at some early epoch during inflation before the Hubble-exit of CMB scale
fluctuations. The slow-roll conditions correspond to

✏H , ⌘H ⌧ 1 . (2.8)

It follows from the definition of the Hubble parameter, H, and ✏H in Eq. (2.6), that the
condition for the Universe to accelerate, ä > 0, is ✏H < 1. Before proceeding further, we
remind the reader of the distinction between the quasi-de Sitter (qdS) and slow-roll (SR)
approximations.

• Quasi-de Sitter inflation corresponds to the condition ✏H ⌧ 1.

• Slow-roll inflation corresponds to both ✏H , ⌘H ⌧ 1.
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�⌧ '
1

aH
. (2.9)

As discussed in Sec. 1, in order to facilitate PBH formation, we need to significantly
amplify the scalar power at small-scales which can be achieved by the presence of a feature in
the inflaton potential, such as an inflection point-like feature (as shown in Fig. 1) for which
V,� ⌧ 3H�̇. The following criteria need to be satisfied for an inflationary potential to be
compatible with observations on cosmological scales [34] while also generating perturbations
on smaller scales that are large enough to form an interesting abundance of PBHs:

• At the CMB pivot scale, k⇤ = (aH)⇤ = 0.05 Mpc�1, the amplitude of the scalar power
spectrum is

P⇣(k⇤) = 2.1 ⇥ 10�9
, (2.10)

with the scalar spectral index n
S

and tensor-to-scalar ratio r satisfying

n
S
(k⇤) 2 [0.957, 0.975] , r(k⇤)  0.036 at 95% C.L . (2.11)

• A feature in V (�) on a smaller scale k � k⇤ (closer to the end of inflation Ne < N⇤) to
enhance the primordial scalar power spectrum by a factor of roughly 107 with respect
to its value at the CMB pivot scale. Here Ne is the number of e-folds before the end
of inflation and N⇤ is the value of Ne when the CMB pivot scale made its Hubble-exit.
Typically N⇤ 2 [50, 60] depending on the reheating history of the Universe (see Ref. [78]).
Throughout this work we take N⇤ = 60.

• The potential steepens, so that inflation ends. Reheating (and the transition to the
subsequent radiation dominated epoch) then occurs as the field oscillates around a
minimum in the potential.
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PBH formation requires enhancement of the inflationary power spectrum by a factor of 107 
within less than 40 e-folds of expansion, the quantity Δ ln ε /Δ N, hence |ηH| must grow to 
be of order unity, so violate the second slow roll condition. A flat plateau like region in the 

potential can allow this. 


Ultra Slow roll inflation [Kinney (2005), Inoue and Yokoyama (2002)]


At intermediate field values, inflaton enters a transient period of USR. Since V’(ɸ)~0, 


�̈+ 3H�̇ = 0 ) ��̈/H�̇ = +3, hence ⌘H = +3 (during USR)

1

Figure 2: A zoomed-in version of Fig. 1 in order to schematically illustrate the intermediate
flat quantum well feature (highlighted with pink shading) in the inflaton potential. The height
and width of the flat segment are denoted by Vwell and ��well respectively. After exiting the
first slow-roll phase (SR-I) near the CMB window, the inflaton enters the flat region at � = �en

at intermediate field values. During this USR phase, the effects of quantum diffusion might
become significant and hence one should use the stochastic inflation formalism to compute
the primordial PDF of ⇣. Later, the inflaton emerges from the USR phase to another slow-roll
phase (SR-II) at � = �ex, before the end of inflation.

Given that PBH formation requires the enhancement of the inflationary power spectrum
by a factor of 107 within less than 40 e-folds of expansion (see e.g. Ref. [79]), the quantity
� ln ✏H/�N , and hence |⌘H |, must grow to become of order unity, thereby violating the
second slow-roll condition in Eq. (2.8). In the particular case of a flat plateau region in the
potential at intermediate field values, the inflaton enters a transient period of ultra slow-roll
(USR) (see Refs. [54, 61, 67, 80, 81]). Since V,� = 0, from the equation of motion Eq. (2.5),
�̈+ 3H�̇ = 0 ) ��̈/(H �̇) = +3, leading to

⌘H = +3 (during USR). (2.12)

As a consequence, the inflaton speed drops exponentially with the number of e-folds during
this USR phase:

�̇ = �̇en e
�3H (t�ten) / e

�3N
, (2.13)

where �̇en is the entry velocity to the USR phase at time ten.
Since USR is a transient non-attractor phase, the inflaton dynamics during this phase

are sensitive to the initial conditions, in particular to the speed �̇en with which the inflaton
enters the plateau. In this context, the inflaton potential exhibits three important regimes,
namely, the slow-roll SR-I phase for � > �en around the CMB scale, the USR phase at some
intermediate field values �ex  �  �en, succeeded by the final SR-II phase for � < �ex before
the end of inflation at � = �end. Figure 2 schematically illustrates the three regimes. The
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flat regime (flat quantum well)3 is characterised by its width ��well = �en � �ex, and height,
Vwell. During this regime

�̇ = �̇en � 3H (� � �en) . (2.14)

The total number of e-folds of expansion during the USR period up to �, where �ex 

�  �en is given by

NUSR(�) =
1

3
log

⇣
⇡en

⇡

⌘
=

1

3
log

✓
⇡en

⇡en � 3 (� � �en)

◆
,

where

⇡ =
d�

dN
=

�̇

H
. (2.15)

NUSR(�) can be used in the ‘non-linear classical �N formalism’ to determine the PDF of
primordial fluctuations [49].

From the above expressions, it is clear that the dynamics of inflation during USR is
sensitive to the initial conditions {�en,⇡en}. Let us define the critical entry velocity �̇cr to be
the speed at which the inflaton must enter the flat quantum well in order to come to a halt
at �ex. From Eqs. (2.14) and (2.15) it follows that

�̇cr = �3H��well, ⇡cr = �3��well. (2.16)

If �̇en > �̇cr, then the classical speed of the inflaton is large enough to drive it all the way
across the quantum well, while for �̇en < �̇cr, the inflaton comes to a halt at some intermediate
point � 2 (�ex,�en). Another important constraint comes from requiring inflation to continue,
✏H < 1, hence from Eq. (2.6)

0  �̇en <

p
2Hmp (2.17)

In this Section, we have discussed the classical dynamics of the inflaton field beyond
slow roll, with the specific example of ultra slow-roll inflation across a flat potential well.
We now move on to describe the large-scale quantum dynamics of the inflaton field which is
coarse-grained over super-Hubble scales, using the stochastic inflation formalism. This will
enable us to study the PDF of the primordial fluctuations generated by the quantum diffusion
of the inflaton.

3 Quantum dynamics: stochastic inflation formalism

Stochastic inflation is an effective long wavelength IR treatment of inflation in which the
inflaton field is coarse-grained over super-Hubble scales k  � aH, with the constant � ⌧ 1.
On the other hand, the Hubble-exiting smaller scale UV modes are constantly converted into
IR modes due to the accelerated expansion during inflation. Hence the coarse-grained inflaton
field follows a Langevin-type stochastic differential equation featuring classical stochastic noise
terms sourced by the smaller scale UV modes, on top of the classical drift terms sourced by
the gradient of the self-interaction potential V,�(�).

3
Note that we refer to the flat USR regime as the ‘flat quantum well’ because the inflaton dynamics are

usually dominated by stochastic quantum diffusion, as discussed in the subsequent Sections.
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Quantum dynamics — stochastic inflation formalism - non - perturbative approach to calc the full primordial PDF [Starobinsky 1982]


Effective long wavelength IR treatment of inflation, inflaton field is coarse grained over super Hubble scales k ≲ 𝜎aH, with const 𝜎 ≪1.


Hubble exiting smaller scale UV modes are constantly converted into IR modes due to accelerated expansion.


Coarse grained inflaton field follows a Langevin-type-stochastic differential equation with stochastic noise terms sourced by the smaller scale 


UV modes, on top of classical drift terms sourced by V’( ɸ).


Split the Heisenberg operators of the inflaton �̂(N, ~x) and its conjugate momentum ⇡̂� = d�̂/dN into the

corresponding IR {�̂, ⇧̂} and UV {'̂, ⇡̂} parts:

�̂ = �̂+ '̂ , ⇡̂� = ⇧̂+ ⇡̂

1

We start with the Hamiltonian equations [82] of the system, Eq. (2.1), for Heisenberg
operators of the inflaton �̂ and its momentum ⇡̂� = d�̂/dN

d�̂

dN
= ⇡̂� , (3.1)

d⇡̂�
dN

= � (3 � ✏H) ⇡̂� �
V,�

H2
, (3.2)

where we choose the number of e-folds N as our time evolution variable for �(N, ~x) and
⇡�(N, ~x) following Refs. [46, 54].

We split the inflaton �̂(N, ~x) and its conjugate momentum ⇡̂�(N, ~x) into the correspond-
ing IR {�̂, ⇧̂} and UV {'̂, ⇡̂} parts:

�̂ = �̂+ '̂ , ⇡̂� = ⇧̂+ ⇡̂ , (3.3)

where the UV fields are defined as

'̂(N, ~x) =

Z
d3~k

(2⇡)
3
2

W

✓
k

�aH

◆ h
�k(N) â~k e

�i~k.~x + �
⇤
k
(N) â†

~k
e
i~k.~x

i
, (3.4)

⇡̂(N, ~x) =

Z
d3~k

(2⇡)
3
2

W

✓
k

�aH

◆ h
⇡k(N) â~k e

�i~k.~x + ⇡
⇤
k
(N) â†

~k
e
i~k.~x

i
. (3.5)

Here W (k/�aH) is the ‘window function’ that selects out modes with k > �aH for the UV
modes. This coarse-graining guarantees that the IR fields {�̂, ⇧̂} are composed of modes
of super-Hubble wavelengths and hence can be treated as classical (stochastic) variables.
Substituting the expressions for the UV fields from Eqs. (3.4) and (3.5) into Eqs. (3.1) and
(3.2), the equations for the coarse-grained fields are [67]

d�̂

dN
= ⇧̂+ ⇠̂�(N) , (3.6)

d⇧̂

dN
= � (3 � ✏H) ⇧̂ �

V,�(�̂)

H2
+ ⇠̂⇡(N) , (3.7)

where the field and momentum noise operators ⇠̂�(N) and ⇠̂⇡(N) are given by

⇠̂�(N) = �

Z
d3~k

(2⇡)
3
2

d

dN
W

✓
k

�aH

◆ h
�k(N) â~k e

�i~k.~x + �
⇤
k
(N) â†

~k
e
i~k.~x

i
, (3.8)

⇠̂⇡(N) = �

Z
d3~k

(2⇡)
3
2

d

dN
W

✓
k

�aH

◆ h
⇡k(N) â~k e

�i~k.~x + ⇡
⇤
k
(N) â†

~k
e
i~k.~x

i
. (3.9)

We assume a window function which imposes a sharp cut off4 between the IR and UV
momentum space modes:

W

✓
k

�aH

◆
= ⇥

✓
k

�aH
� 1

◆
. (3.10)

4
This assumption has been questioned, especially because the sharp cut-off window function may not lead

to well-behaved coarse-grained field correlators in the physical space. See Refs. [71, 83, 84] for more discussion.
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momentum space modes:

W

✓
k

�aH

◆
= ⇥

✓
k

�aH
� 1

◆
. (3.10)

4
This assumption has been questioned, especially because the sharp cut-off window function may not lead

to well-behaved coarse-grained field correlators in the physical space. See Refs. [71, 83, 84] for more discussion.
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Hamiltonian equations for coarse grained (IR) fields are Langevin equation

We start with the Hamiltonian equations [82] of the system, Eq. (2.1), for Heisenberg
operators of the inflaton �̂ and its momentum ⇡̂� = d�̂/dN

d�̂

dN
= ⇡̂� , (3.1)

d⇡̂�
dN

= � (3 � ✏H) ⇡̂� �
V,�

H2
, (3.2)

where we choose the number of e-folds N as our time evolution variable for �(N, ~x) and
⇡�(N, ~x) following Refs. [46, 54].

We split the inflaton �̂(N, ~x) and its conjugate momentum ⇡̂�(N, ~x) into the correspond-
ing IR {�̂, ⇧̂} and UV {'̂, ⇡̂} parts:

�̂ = �̂+ '̂ , ⇡̂� = ⇧̂+ ⇡̂ , (3.3)

where the UV fields are defined as

'̂(N, ~x) =

Z
d3~k

(2⇡)
3
2

W

✓
k

�aH

◆ h
�k(N) â~k e

�i~k.~x + �
⇤
k
(N) â†

~k
e
i~k.~x

i
, (3.4)

⇡̂(N, ~x) =

Z
d3~k

(2⇡)
3
2

W

✓
k

�aH

◆ h
⇡k(N) â~k e

�i~k.~x + ⇡
⇤
k
(N) â†

~k
e
i~k.~x

i
. (3.5)

Here W (k/�aH) is the ‘window function’ that selects out modes with k > �aH for the UV
modes. This coarse-graining guarantees that the IR fields {�̂, ⇧̂} are composed of modes
of super-Hubble wavelengths and hence can be treated as classical (stochastic) variables.
Substituting the expressions for the UV fields from Eqs. (3.4) and (3.5) into Eqs. (3.1) and
(3.2), the equations for the coarse-grained fields are [67]

d�̂

dN
= ⇧̂+ ⇠̂�(N) , (3.6)

d⇧̂

dN
= � (3 � ✏H) ⇧̂ �

V,�(�̂)

H2
+ ⇠̂⇡(N) , (3.7)

where the field and momentum noise operators ⇠̂�(N) and ⇠̂⇡(N) are given by

⇠̂�(N) = �

Z
d3~k

(2⇡)
3
2

d

dN
W

✓
k

�aH

◆ h
�k(N) â~k e

�i~k.~x + �
⇤
k
(N) â†

~k
e
i~k.~x

i
, (3.8)

⇠̂⇡(N) = �

Z
d3~k

(2⇡)
3
2

d

dN
W

✓
k

�aH

◆ h
⇡k(N) â~k e

�i~k.~x + ⇡
⇤
k
(N) â†

~k
e
i~k.~x

i
. (3.9)

We assume a window function which imposes a sharp cut off4 between the IR and UV
momentum space modes:

W

✓
k

�aH

◆
= ⇥

✓
k

�aH
� 1

◆
. (3.10)

4
This assumption has been questioned, especially because the sharp cut-off window function may not lead

to well-behaved coarse-grained field correlators in the physical space. See Refs. [71, 83, 84] for more discussion.
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Assume Window function with sharp IR/UV cut-off

• Physically, the noise terms ⇠̂� and ⇠̂⇡ in the Langevin equations are sourced by the constant outflow of UV
modes into the IR modes

1

• As UV mode exits the cut-o↵ scale k = �aH to become part of the IR field on super-Hubble scales, IR

field receives a ‘quantum kick’ with typical amplitude ⇠
q
h0|⇠̂(N)⇠̂(N 0)|0i, where |0i is usually taken to be

the Bunch-Davies vacuum.

1

• Given that � ⌧ 1, this happens on ultra super-Hubble scales, where the UV modes must have already

become classical fluctuations..

1



With ⇠i = {⇠�, ⇠⇡}, equal-space noise correlators (auto-correlators) are

h⇠i(N) ⇠j(N
0)i = ⌃ij(N) �D(N �N 0) ,

where the noise correlation matrix ⌃ij is

⌃ij(N) = (1� ✏H)
k3

2⇡2
�ik(N)�⇤

jk
(N)

����
k=�aH

.

This is what I want to calculate ! But why ?

1

Equivalent Fokker-Planck equation - time evolution of the PDF of {�,⇧}, subject to appropriate bcds.

1

for some of the earlier attempts in this direction, while for a more concrete analysis beyond
slow-roll, see Ref. [63], and for state-of-the-art numerical simulations, relevant for determining
the PDF of primordial fluctuations, see Refs. [64, 68, 69, 72].

There is also an analytically concrete way to study this system, using the first-passage
time analysis which involves making a transition from the Langevin equations to an equivalent
second order partial differential Fokker-Planck equation (FPE) [40, 43, 88, 89], that describes
the time evolution of the PDF of the stochastic variables {�,⇧}, subject to appropriate
boundary conditions. Given our primary interest in computing the full PDF P [⇣] for PBH
formation, we take this route following Refs. [54, 57, 67].

The FPE corresponding to the Langevin equation, Eq. (3.11), takes the form

@

@N
P (�i;N) = LFP(�i) . P (�i;N) , (3.16)

where LFP(�i) is the second-order Fokker-Planck differential operator and P (�i;N) is the
probability density function of the stochastic process that is related to the probability of
finding the phase-space variables at a given value �i = {�,⇧} at some time N . However
such a quantity is not of primary concern to us since we are not interested in studying the
phase-space dynamics of the inflaton6. Rather, we are interested in finding the probability
distribution P�i

(N ) of the number of e-folds N . Note the important difference between
our time variable N and the stochastic variable N . N denotes the background expansion
of the Universe, while N is the number of e-folds of expansion obtained from the Langevin
equations with fixed boundary conditions in the IR field space, �en and �ex. The coarse-
grained curvature perturbation ⇣cg is related to the stochastic number of e-folds N via the
stochastic �N formalism [46, 54, 57, 67]

⇣cg ⌘ ⇣(�i) = N � hN (�i)i , (3.17)

with
hN (�i)i =

Z 1

0

N P�i
(N ) dN , (3.18)

where the PDF P�i
(N ) of the number of e-folds satisfies the adjoint FPE which we discuss

below in Sec. 3.2. Note that N (�i) and P�i
(N ) correspond to N (�,⇧) and P(�,⇧)(N )

respectively.

3.2 Adjoint Fokker-Planck equation and first-passage time analysis

The adjoint FPE for the PDF P�i
(N ) corresponding to the general Langevin equation,

Eq. (3.11), is given by

@

@N
P�i

(N ) =


Di

@

@�i

+
1

2
⌃ij

@
2

@�i@�j

�
P�i

(N ) . (3.19)

Our primary goal is to solve Eq. (3.19), with appropriate boundary conditions for �i ⌘

{�,⇧} in order to compute the PDF P�i
(N ) ⌘ P�,⇧(N ). A physically well-motivated set of

boundary conditions includes an absorbing boundary at smaller field values �(A) closer to the
end of inflation and a reflecting boundary at a larger field value �

(R) closer to the CMB scale.
The PDF at the boundaries satisfies

6
This would have been our primary goal if we were studying the initial conditions for inflation, or exit from

eternal inflation to a SR classical regime [90, 91].
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1. Absorbing boundary at �
(A)

P
�=�(A),⇧(N ) = �D(N ) , (3.20)

2. Reflecting boundary at �
(R)

@

@�
P
�=�(R),⇧(N ) = 0 . (3.21)

The absorbing boundary condition ensures that for � < �
(A), the dynamics is heavily

drift dominated and quantum diffusion effects are negligible. Similarly, the reflecting boundary
condition arises from assuming that the potential is steep enough in the region � > �

(R) so
that a freely diffusing inflaton can not climb back to a region of the potential beyond �

(R).
Both the boundary conditions play a crucial role in determining the functional form of the
PDF, thus affecting the PBH mass fraction.

A convenient method for determining the PDF involves considering the ‘characteristic
function’ (CF) �N (q;�i), given by 7

�N (q;�i) ⌘ he
i qN

i =

Z 1

�1
e
i qN

P�i
(N ) dN , (3.22)

which is the Fourier transform of the PDF P�i
(N ) w.r.t the dummy variable q (which is a

complex number in general). Hence the PDF is the inverse Fourier transform of the CF:

P�i
(N ) =

1

2⇡

Z 1

�1
e
�i qN

�N (q;�i) dq . (3.23)

Since the PDF satisfies the adjoint FPE, Eq. (3.19), the CF satisfies

Di

@

@�i

+
1

2
⌃ij

@
2

@�i@�j

+ iq

�
�N (q;�i) = 0 , (3.24)

which is a partial differential equation with one less dynamical variable than the adjoint FPE.
The corresponding boundary conditions, Eqs. (3.20) and (3.21), for the characteristic function
are given by

�N (q;�(A)
,⇧) = 1 ,

@

@�
�N (q;�(R)

,⇧) = 0 . (3.25)

The characteristic equation, Eq. (3.24), corresponding to a potential V (�) in a general
situation is quite difficult to solve. In practice, one has to make crucial approximations
regarding the classical drift Di and the quantum noise ⇠i. The most common approximation
used in the literature assumes that the noise matrix elements ⌃ij in Eq. (3.15) are of the de
Sitter-type, i.e. (see Sec. 4)

⌃�� = H/2⇡ , ⌃�⇡, ⌃⇡⇡ ' 0 . (3.26)
7
The subscript N in �N (q;�i) denotes that the characteristic function is obtained by taking the Fourier

transformation of the PDF with respect to N , and hence �N (q;�i) is in fact independent of N and only a

function of q, �.
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Closer to  ɸ at end of inflation 

Closer to  ɸ at cmb scale

It has the advantage of making the calculation of noise correlation matrix elements more
tractable.

Physically, the noise terms ⇠̂� and ⇠̂⇡ in the Langevin Eqs. (3.6) and (3.9) are sourced
by the constant outflow of UV modes into the IR modes, i.e. as a UV mode exits the cut-off
scale k = �aH to become part of the IR field on super-Hubble scales, the IR field receives a
‘quantum kick’ whose typical amplitude is given by ⇠

q
h0|⇠̂(N)⇠̂(N 0)|0i, where |0i is usually

taken to be the Bunch-Davies vacuum. Given that � ⌧ 1, this happens on ultra super-Hubble
scales, where the UV modes must have already become classical fluctuations5 due to the
rapid decline of the non-commutating parts of the fields {�k,⇡k} outside the Hubble radius
[85–87]. This leads to the classical stochastic description of the dynamics of the coarse-grained
quantum fields �̂, ⇧̂ as discussed in the following subsection(s).

3.1 Langevin equation

The Langevin equations corresponding to Eqs. (3.6) and (3.7) take the compact form

d�i

dN
= Di + ⇠i(N) (3.11)

with coarse-grained IR variables �i = {�,⇧} and the drift terms

Di =

⇢
⇧,� (3 � ✏H)⇧ �

V,�(�)

H2

�
, (3.12)

along with the noise operator terms ⇠i = {⇠�, ⇠⇡}.
In this compact notation the expressions for the noise operators, Eqs. (3.8) and (3.9),

become

⇠̂i(N) = �

Z
d3~k

(2⇡)
3
2

d

dN
W

✓
k

�aH

◆ h
�ik

(N) â~k e
�i~k.~x + �

⇤
ik
(N) â†

~k
e
i~k.~x

i
, (3.13)

with �ik
= {�k,⇡k} being the field and momentum mode functions respectively. Assuming

the sharp k-space window function, Eq. (3.10), it is easy to show that the equal-space noise
correlators (auto-correlators) take the form [82]

h⇠i(N) ⇠j(N
0)i = ⌃ij(N) �D(N � N

0) , (3.14)

where the noise correlation matrix ⌃ij has the form

⌃ij(N) = (1 � ✏H)
k
3

2⇡2
�ik

(N)�⇤
jk
(N)

����
k=�aH

. (3.15)

The stochastic nature of the noise leads to a probabilistic description of the system �i =
{�,⇧}. One approach to analyse the system is by solving the Langevin equation, Eq. (3.11),
numerically for many (tens of millions) stochastic realizations and then proceeding to compute
different moments of the physical (stochastic) variables. This method is direct, however
cumbersome, non-analytical and requires significant computational power. See Refs. [44, 45]

5
While the quantum-to-classical transition is still an open problem, the treatment of UV noise operators as

stochastic noise terms is ensured to be valid as long as the growing mode of �k is dominant over the decaying

mode on super-Hubble scales [59].
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where

The noise correlation matrix is important !



Characteristic function: �N (q;�i), given by Fourier transform of the PDF P�i(N )

�N (q;�i) ⌘ hei qN i =
Z 1

�1
ei qNP�i(N ) dN ,

CF then satisfies 
Di

@

@�i
+

1

2
⌃ij

@2

@�i@�j
+ iq

�
�N (q;�i) = 0 ,

with bcs

�N (q;�(A),⇧) = 1 ,
@

@�
�N (q;�(R),⇧) = 0 .

1

Usual approach: assume noise matrix elements ⌃ij are of the de Sitter-type:

⌃�� = (H/2⇡)2 , ⌃�⇡, ⌃⇡⇡ ' 0 .

1

Quantum di↵usion across a flat segment of the inflaton potential [Pattsion et al 2021]. Intro

f =
�� �ex

��well
, y =

⇧

⇡cr
, µ2 ' ��2

well

m2
p

1

vwell
, vwell = Vwell/m

4
p ,

f is the fraction of the flat well which remains to be traversed; y is the momentum relative to the critical
momentum, Vwell is the height of the flat quantum well.

1



Free stochastic di↵usion : ⇡en ⌧ ⇡cr ) yen ⌧ 1 �! the classical drift term can be ignored [Ezquiaga et
al [2020], Pattison et al [2021]]

Pf (N ) =
1X

n=0

An sin
h
(2n+ 1)

⇡

2
f
i
e�⇤n N ,

where

An = (2n+ 1)
⇡

µ2
, ⇤n = (2n+ 1)2

⇡2

4

1

µ2
,

For N � 1, PDF has an exponential tail

P�(N ) ' A0 e
�⇤0N .

1

We now specialise to the case of quantum diffusion across a flat segment of the inflaton
potential, as discussed in Sec. 2 and shown in Fig. 2. It is helpful to make a change of variables

f =
� � �ex

��well

, y =
⇧

⇡cr
, (3.27)

where f is the fraction of the flat well which remains to be traversed and y is the momentum
relative to the critical momentum defined in Eq. (2.16), the initial momentum for which the
fields comes to a halt at �ex. The CF, Eq. (3.24), then becomes (see Ref. [67])


1

µ2

@
2

@f2
� 3y

✓
@

@f
+

@

@y

◆
+ iq

�
�N (q; f, y) = 0 , (3.28)

where
µ
2

'
��

2

well

m2
p

1

vwell
, (3.29)

with vwell = Vwell/m
4
p, where Vwell is the height of the flat quantum well. The corresponding

boundary conditions now become

�N (q; 0, y) = 1 ,
@

@f
�N (q; 1, y) = 0 , (3.30)

Such a system has been solved [67] in two distinct limits, namely

• Free stochastic diffusion for which ⇡en ⌧ ⇡cr ) yen ⌧ 1, implying that the classical
drift term, Eq. (3.12), can be safely ignored, in which case the PDF takes the form (see
Ref. [57])

Pf (N ) =
1X

n=0

An sin
h
(2n+ 1)

⇡

2
f

i
e�⇤n N

, (3.31)

where
An = (2n+ 1)

⇡

µ2
, ⇤n = (2n+ 1)2

⇡
2

4

1

µ2
, (3.32)

(a) (b)

Figure 3: Left panel: the full PDF for the flat quantum well as a function of N for different
values of the initial condition � = �i, expressed in terms of f = �/��well (for simplicity, we
assume �ex = 0 here). Right panel: the full PDF as a function of initial field value � for
realizations which have different values of N .
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Changed shape of PDF from Gaussian in the tail
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Figure 6: The numerically determined noise matrix elements, ⌃ij , for the modified KKLT
potential Eq. (4.28), with � = 0.01, leading to a realistic smooth transition from SR-I to
USR. (Note that the plot shows the behaviour of ⌃ij only in the vicinity of the USR regime.)
The transition leads to an enhancement of the momentum induced noise terms, ⌃�⇡ and ⌃⇡⇡,
relative to the field noise, ⌃��, in the USR epoch.

Substituting Eqs. (4.29)-(4.31) into Eq. (3.15), we derive the following compact expres-
sions for the noise matrix elements ⌃ij

⌃�� = (1 � ✏H)
k
3

2⇡2
⇥

1

a2
⇥

⇣
v
(R)

k

⌘
2

+
⇣
v
(I)

k

⌘
2
� �����

k=�aH

(4.32)

Re (⌃⇡�) = Re (⌃�⇡) = (1 � ✏H)
k
3

2⇡2
⇥

1

a2
⇥

"
v
(R)

k

 
v
0(R)

k

aH
� v

(R)

k

!
+ v

(I)

k

 
v
0(I)
k

aH
� v

(I)

k

!# �����
k=�aH

(4.33)

⌃⇡⇡ = (1 � ✏H)
k
3

2⇡2
⇥

1

a2
⇥

2

4
 
v
0(R)

k

aH
� v

(R)

k

!2

+

 
v
0(I)
k

aH
� v

(I)

k

!2
3

5
�����
k=�aH

. (4.34)

As we mentioned earlier, the imaginary part of the off-diagonal term ⌃⇡� does not
correspond to a stochastic classical noise source [82], hence we only need consider its real part
in Eq. (4.33). The evolution of the absolute values of ⌃��, Re(⌃�⇡) and ⌃⇡⇡ for the potential
Eq. (4.28) are plotted in Fig. 6 for � = 0.01, while Fig. 7 shows the ratios between the
momentum-induced noise terms and the field noise, |Re(⌃�⇡)|/|⌃��| and |⌃⇡⇡|/|⌃��| around
the transition epoch. The transition leads to an enhancement of the momentum induced
noise terms relative to the field noise with ⌃⇡⇡ > |Re(⌃�⇡)| > ⌃��. This is followed by a
near-exponential fall of each ⌃ij during USR, since the slope of ⌃ij is almost constant during
this epoch. We see that |⌃⇡⇡|/|⌃��| & 3 ⇥ |Re(⌃�⇡)|/|⌃��|. At late times the noise matrix
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Numerical noise matrix elements, ⌃ij - note the switching of dominant terms during USR

1

elements begin to rise again and asymptote to constant values, and the hierarchy between the
noise terms gets reversed back to ⌃⇡⇡ < |Re(⌃�⇡)| < ⌃��. We also notice that asymptotic
value of each ⌃ij at late times is greater than its corresponding value in the SR-I phase.
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Figure 7: The ratios of the momentum-induced noise terms and the field noise,
|Re(⌃�⇡)|/|⌃��| in green and |⌃⇡⇡|/|⌃��| in purple, with � = 0.01, for the potential Eq. (4.28)
with a tiny Gaussian bump as a function of Ne around the SR-I to USR transition. The
transition from SR-I to USR leads to an enhancement of the momentum induced noise terms,
⌃�⇡ and ⌃⇡⇡, relative to the field noise, ⌃��, in the USR epoch.

From Figs. 6 and 7, we conclude that the noise matrix elements for a potential with a
PBH forming feature evolve in a more complicated way than for pure de Sitter or pure slow-roll.
We next show that the various interesting features induced by the transition from SR-I to USR,
that we discussed above, can be understood by making appropriate analytical approximations.
In the following subsection, we compute the noise matrix elements analytically by assuming
the transition T-I from SR-I to USR to be instantaneous.

4.2.2 Analytical treatment for instantaneous transitions

In order to compute ⌃ij analytically, we consider an approach which captures the key fea-
tures of the full numerical evolution, namely solving the MS Eq. (4.7) under the following
assumptions.

1. We assume the second slow-roll parameter ⌘H to be a piece-wise constant function which
makes an instantaneous (yet finite) transition, ⌘H : ⌘1 ! ⌘2 at time ⌧ = ⌧1, given by

⌘H(⌧) = ⌘1 + (⌘2 � ⌘1) ⇥(⌧ � ⌧1) , (4.35)
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Noise ratios in the SR-1 to USR region

With Swagat Mishra and Anne Green - e-Print:2303.17375 - JCAP 2024

Fixed M = 0.5mp, and bump parameters to be A = 1.87⇥ 10�3, �̃ = 1.993⇥ 10�2 and �0 = 2.005mp.

1

Gives amplification of the scalar power-spectrum, P⇣ , by a factor of 107 relative to its value on CMB scales.

1

In reality — noise terms are more interesting !



Where’s the inflaton ? 

Loads of models — 300 models analysed with CMB and BAO data, 40% disfavoured, 20% favoured according to Jeffrey’s scale of Bayesian 
evidence [Martin et al 2024]  


Over 7,700 papers written with title Inflation in title .
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Fe
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Fe
ed

ba
ckTo date, no accepted origin of the inflaton field. It should ideally be a fundamental field arising out of an underlying theory of particle physics 

like string theory - for a review see [Cicoli et al 2023].


But there appear to be issues there obtaining de Sitter solutions - it has led in part to the Swampland conjecture.


Of course inflation isn’t de Sitter, but it looks like its not far from it with the Hubble parameter H slowly evolving during inflation.  


One nice approach is due to Conlon and Quevdeo [2006] - Kahler Moduli Inflation. 


It has some interesting features that exist between the end of inflation and reheating which we will look at briefly [Apers et al 2024]



Kahler Moduli Inflation [Conlon and Quevedo 2006]
Large volume scenario within a class of Type IIB flux compactifications on a Calibi-Yau orientifold]

moduli Ti is an N = 1 supergravity theory with a superpotential of the type,

W = W0 +
n
∑

i=2

Aie
−aiTi . (1)

In this formula W0 is the perturbative contribution coming from the fluxes, which depends

only on the frozen dilaton and the complex structure moduli, and therefore we will take to

be a constant. There is also a non-perturbative piece depending on the Kahler moduli Ti

where Ai and ai are model dependent constants.

The F -term scalar potential is then given by the standard N = 1 formula

V (Ti) = eK[Kiȷ̄DiWDȷ̄W̄ − 3|W |2] , (2)

where DiW = ∂iW + (∂iK)W is the covariant derivative of the superpotential and K is the

Kahler potential for Ti. In this paper we will concentrate in the kind of type IIB models

presented in [19] in which the α′ corrections to the potential are taken into account. For

these type IIB models the expression for the α′-corrected Kahler potential is given by [21]

Kα′ = −2 ln

(

V +
ξ

2

)

, (3)

where V denotes the overall volume of the Calabi-Yau manifold in string units and ξ =

− ζ(3)χ(M)
2(2π)3 is proportional to ζ(3) ≈ 1.2. The Euler characteristic of the compactification

manifold M is given by χ(M) = 2(h(1,1) − h(1,2)) where h(1,1) and h(1,2) are the Hodge

numbers of the Calabi-Yau. We will concentrate on models for which ξ > 0 (or equivalently

with more complex structure moduli than Kahler moduli, h(1,2) > h(1,1)). As was explained

in [19, 22], the reason for this is that in order to have the non-supersymmetric minimum at

large volume the leading contribution to the scalar potential coming from the α′ correction

should be positive.

Following [14] we will consider models for which the internal volume of the Calabi-Yau

can be written in the form,

V =
α

2
√

2

[

(T1 + T̄1)
3

2 −
n
∑

i=2

λi(Ti + T̄i)
3

2

]

= α

(

τ 3/2
1 −

n
∑

i=2

λiτ
3/2
i

)

, (4)

where the complex Kahler moduli are given by Ti = τi + iθi, with τi describing the volume of

the internal four cycles present in the Calabi-Yau and θi are their corresponding axionic part-

ners. The parameters α and λi are model dependent constants that can be computed once
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Internal volume of CY:

Complex Kahler moduli Ti= 𝜏I + I θi 


𝜏I - volume of internal four cycles in CY

θi - axonic partners

Full scalar potential for moduli fields - don’t look too closely !

we have identified a particular Calabi-Yau. These models correspond to compactifications

for which only the diagonal intersection numbers of the Calabi-Yau are non-vanishing.

Taking into account the form of the Kahler function one can then easily compute the

Kahler metric for an arbitrary number of moduli, namely,

K11̄ =
3α4/3(4V − ξ + 6α

∑n
k=2 λkτ

3/2
k )

4(2V + ξ)2(V + α
∑

k=2 λkτ
3/2
k )1/3

, Kiȷ̄ =
9α2λiλj

√
τi
√

τj

2(2V + ξ)2
, (5)

K1ȷ̄ = −
9α5/3λj

√
τj(V + α

∑n
k=2 λkτ

3/2
k )1/3

2(2V + ξ)2
, Kīı =

3αλi(2V + ξ + 6αλiτ
3/2
i )

4(2V + ξ)2
√

τi
, (6)

which can be inverted to give,

K11̄ =
4(2V + ξ)(V + α

∑n
k=2 λkτ

3/2
k )1/3(2V + ξ + 6α(

∑n
k=2 λkτ

3/2
k ))

3α4/3(4V − ξ)
, Kiȷ̄ =

8(2V + ξ)τiτj

4V − ξ
,

K1ȷ̄ =
8(2V + ξ)τj(V + α

∑n
k=2 λkτ

3/2
k )2/3

α2/3(4V − ξ)
, Kīı =

4(2V + ξ)
√

τi(4V − ξ + 6αλiτ
3/2
i )

3α(4V − ξ)λi
, (7)

where we have rewritten for later convenience τ1 in terms of V and τi, i = 2 . . . n. With all

this information we can use (2) to obtain the F-term scalar potential for the moduli fields

which we find to be,

V =
n
∑

i,j=2
i<j

AiAj cos(aiθi − ajθj)

(4V − ξ)(2V + ξ)2
e−(aiτi+ajτj) (32(2V + ξ)(aiτi + ajτj + 2aiajτiτj) + 24ξ)

+
12W 2

0 ξ

(4V − ξ)(2V + ξ)2
+

n
∑

i=2

[

12e−2aiτiξA2
i

(4V − ξ)(2V + ξ)2
+

16(aiAi)2
√

τie
−2aiτi

3αλi(2V + ξ)
(8)

+
32e−2aiτiaiA

2
i τi(1 + aiτi)

(4V − ξ)(2V + ξ)
+

8W0Aie
−aiτi cos(aiθi)

(4V − ξ)(2V + ξ)

(

3ξ

2V + ξ
+ 4aiτi

)]

+ Vuplift .

In this expression for the potential we have introduced an additional uplift term of the form

Vuplift. The purpose of this term is to uplift the minima of the potential from an anti-de

Sitter minimum to a nearly Minkowski vacuum. Its origin in model building has been the

subject of some debate. It could be achieved by breaking explicitly supersymmetry through

the introduction of anti-branes located in a region with strong red-shift, as suggested in

[11], or in other alternative ways involving vector multiplets [23, 24]. Also, from a low-

energy effective field theory point of view, it can in principle be implemented by using as an

uplifting sector any kind of theory leading to spontaneous supersymmetry breaking, provided

the supersymmetric sector is appropriately shielded from this uplifting sector [25]. Of course,

the different ways that a term of this form can appear in the low energy description of the

theory may lead to slightly different dependencies on the internal volume. For simplicity,
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Idea: displace just one moduli from its minimum, keeping the others fixed and show consistent
 slow roll inflation can be obtained with that moduli evolving back to its minima

Displace 𝜏2 with parameter ⍴ ≪1 where

in the potential satisfy the condition ρ≪ 1, where

ρ ≡ λ2

a3/2
2

:
n
∑

i=2

λi

a3/2
i

, (10)

the minimum of the potential along the other field directions remain virtually unchanged

even if one displaces τ2 from its global minimum value. In other words, for small enough

values of ρ, there exists a valley of the potential very much aligned with the direction of τ2

and therefore one can assume that moving along that valley all the fields except τ2 would

stay in their global minimum.

Assuming that this is the case, one can then proceed to approximate the potential along

the inflaton direction τ2 as,

VLARGE =
BW 2

0

V3
− 4W0a2A2τ2e−a2τ2

V2
, (11)

where B includes several terms from Eq. (9) that depend on the parameters of the potential

as well as on the values of the other fields at their minimum. Also note that the axions θi

have been set to their minimum, for which cos (aiθi) = −1. This is needed in order for a

minimum for all the fields τi at finite values to exist. Otherwise one would have a runaway

behavior for some of them.

We can now obtain the values of the slow roll parameters for this potential at large values

of τ2 by using their conventional definitions in the single field inflation models, namely (we

work in Planck units MP = 1),

ϵ =
1

2

(

V ′

V

)2

, η =

(

V ′′

V

)

, (12)

where the primes denote derivatives with respect to the canonically normalised field ψ,

defined by normalising the kinetic term for the inflaton. In the single field inflation approx-

imation we discuss here and to leading order in the volume we see that,

ψ =

√

4αλ2

3V
τ 3/4
2 , (13)

which in turn means that the slow roll parameters are given by [14],

ϵ =
32V3

3αB2λ2W 2
0

a2
2A

2
2

√
τ2(1 − a2τ2)

2e−2a2τ2 , (14)

η = − 4a2A2V2

3αλ2
√
τ2BW0

(1 − 9a2τ2 + 4(a2τ2)
2)e−a2τ2 , (15)
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Intriguing 
results 

obtained for 
50-60 efolds:

and in the limit of slow roll, the associated scalar spectral index and tensor to scalar ratio

r are given by

ns − 1 = 2η − 6ϵ , (16)

r ∼ 12.4ϵ . (17)

The number of e-foldings can be computed within this approximate potential by,

Ne =

∫ ψ

ψend

V

V ′
dψ ≈ −3BW0αλ2

16a2A2V2

∫ τ2

τend
2

ea2τ2

√
τ2(1 − a2τ2)

dτ2 , (18)

where τ end
2 is taken to be the point in field space where the slow roll conditions break down

i.e. when ϵ = η = O(1). It is clear from the expressions (14)–(18) that one can get small

enough slow-roll parameters as well as a large number of e-folds, just by starting at large

enough values of τ2 so that V2e−a2τ2 ≪ 1. Taking into account that we are in the slow roll

regime, we can then calculate the amplitude of the adiabatic scalar perturbations using the

expression,

P =
1

150π2

(

V

ϵ

)

≃ 1

150π2

(

3αB3W 4
0 λ2e2a2τ2

32V6a2
2A

2
2
√
τ2(1 − a2τ2)2

)

(19)

In [14], the authors proposed a ‘footprint’ for their model of Kahler inflation. Normalising

the density perturbations to COBE and seeking Ne efoldings of inflation (typically between

50-60) they obtained the results

η ≃ − 1

Ne
, ϵ < 10−12 , (20)

0.960 < ns < 0.967 , 0 < |r| < 10−10 . (21)

Such a small value for ϵ at horizon exit implies that the inflationary energy scale is of

order Vinf ∼ 1013GeV, which in turn implies that tensor modes would be unobservable. A

final point that they make is that for the model to work, the internal volume V is found

numerically to live within a range of values

105l6s ≤ V ≤ 107l6s , (22)

where ls = (2π)
√
α′. It is remarkable how narrow the range of ns is in Eq. (21) and how

relatively restrictive the range of allowed volumes are Eq. (22). One of the goals of this

work will be to see whether these footprints really do define the model when we allow for

the volume modulus and other moduli fields to evolve.
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Numerically solve the full equations. The question is what happens if we allow the moduli to evolve so that they all have to find 
their minima. Do we find the kind of evolution that Conlon and Quevedo assumed in their analytic model ?

[Blanco-Pillado et al 2009]

E. Example 4

As we have mentioned, the analytic estimates made in [14] for the spectral index ns, are

based on the assumption that during inflation ρ ≪ 1. In this final example, we relax that

condition, and address whether successful inflation still occurs in that situation (recall we

are allowing all the fields to evolve). For this purpose let us consider the following values of

the parameters,

ξ =
1

2
, α =

1

9
√

2
, λ2 = 10, λ3 = 1, a2 =

2π

30
, a3 =

2π

3
,

A2 =
1

1.7 × 106
, A3 =

1

425
, β = 6.9468131457× 10−5, W0 =

40

17
. (42)

which yields,

ρ ∼ 0.99 . (43)

The global minimum of the potential is now located at

τ f
1 = 2555.95, τ f

2 = 4.7752, τ f
3 = 2.6512, Vf = 10143.94363 . (44)

Displacing the value of τ2 to a substatially larger value, namely, τ i
2 = 78.7752067 we see that

the new minimum for the remaining fields is found at,

τ i
1 = 2781.185086997, τ i

3 = 2.684717126, V i = 10973.9 . (45)

As in the previous example we can now evolve again the system of equations presented in

(24) using the complete potential (8) and check what is the behaviour of the different fields.

We plot the results in Figs. 6 and 7. More concretely in Fig. 6 and in part a) of Fig. 7 the

evolution of the fields τi and in part b) of Fig. 7 the evolution of the internal volume in the

last few e-folds.

As before, we find a successful period of inflation with this new set of parameters, repro-

ducing the correct amplitude of density perturbations and obtaining

ns = 0.960 , (46)

which is very similar to the range predicted in [14].

The reason why this system of parameters works is that the initial value of τ2 is large

enough so that the exponential dependence of the potential with this field makes a negligible
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FIG. 6: Evolution of the different moduli fields in the last few e-folds in Example 4. a) Evolution

of the field τ1. b) Evolution of the field τ3.
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FIG. 7: Evolution of the different moduli fields in the last few e-folds in Example 4. a) Evolution

of the field τ2 (the inflaton). b) Evolution of the field V.

contribution to the calculation of the minima as a function of the other two degrees of

freedom, namely, τ3 and V. This allows for the possibility of having an inflationary valley

sitting at the minimum of the potential along those directions, even in cases where ρ ∼ 1.

In summary, the examples shown above demonstrate the existence of a large region of

parameter space within these models with inflationary solutions consistent with current

cosmological observations even when one relaxes most of the constraints stated in [14].
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String model ns r
Fibre Inflation 0.967 0.007

Blow-up Inflation 0.961 10�10

Poly-instanton Inflation 0.958 10�5

Aligned Natural Inflation 0.960 0.098
N-Flation 0.960 0.13

Axion Monodromy 0.971 0.083
D7 Fluxbrane Inflation 0.981 5 ⇥ 10�6

Wilson line Inflation 0.971 10�8

D3-D3 Inflation 0.968 10�7

Inflection Point Inflation 0.923 10�6

D3-D7 Inflation 0.981 10�6

Racetrack Inflation 0.942 10�8

Volume Inflation 0.965 10�9

DBI Inflation 0.923 10�7

Table 4: Comparison among the predictions for the scalar spectral index and the tensor-to-scalar ratio of the main models of string inflation,
evaluated as a benchmark point at Ne ' 52.

4.2.5. Single-field String Inflation and Cosmological Observables
After presenting a brief description of several examples of single-field models of string inflation, let us now

summarise and compare their predictions for two main cosmological observables, the scalar spectral index ns and the
tensor-to-scalar ratio r, evaluated at the benchmark point Ne ' 52. These predictions are listed in Tab. 4.

Note that there is a relatively small number of inflaton candidates among all open and closed string moduli and
most have been used in concrete proposals of string inflation. Note also that as per the scientific tradition, more than
half of them are already in tension with the latest experimental bounds on ns and r. Models such as axion monodromy
and fibre inflation will be further tested in the planned experiments for the next 5-10 years.

Let us stress that we focused just on a restricted list of single-field models which represent the most developed
classes of string inflationary scenarios. A broader ensemble of di↵erent models is present in the literature, even
if most of them are just string-inspired, or supergravity-inspired, since they are based on ideas coming from string
theory but are still lacking a solid stringy embedding or a detailed mechanism for moduli stabilisation. Just to name
some of these examples, let us mention M-flation [601, 602, 603, 604], ↵-attractor models [605, 606, 607, 608, 609],
sequestered inflation [610, 611], axion inflation on a steep potential due to dissipation from gauge field production
[612, 613], and chromonatural inflation [614].

4.3. Multi-Field Inflation
So far our discussion has been restricted to the case where the inflation proceeds along either a single direction

– such as a closed string modulus, the radial direction of a D-brane moving in the 6-dimensional compact space, a
single Wilson line, or a single combination of axions – or with predictions that are e↵ectively single-field, such as
racetrack inflation. Indeed models are usually designed this way, with all the non-inflaton fields sitting in their local
minima as the inflaton rolls. This has the obvious advantage of simplicity, besides being e↵ective in describing the
primordial fluctuations, which are approximately scale invariant, statistically Gaussian, isotropic and homogeneous to
high degree.

Going beyond this simple picture, however, is not only well motivated from an observational point of view, as
future experiments may reveal interesting or unexpected physics (such as non-gaussianities, anisotropies, inhomo-
geneities), but also from a theoretical perspective. In particular, in string compactifications, moduli (spin-0) fields are
ubiquitous, while spin-1 fields also enter in the process of moduli stabilisation (see Sec. 3.3).

Thus a generic feature of string inflation models is that a significant number of moduli and/or spin-1 fields, with
a range of masses, may be dynamically active during inflation. Their dynamics can thus contribute to the inflationary
mechanism at the level of background or fluctuation evolution, and can leave imprints on the properties of scalar as
well as tensor modes, for example by amplifying their spectra. The resulting inflationary models can thus in general be
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Some more string inspired inflation models — [Cicoli et al 2023]

As you can see there are many - some close to being or already ruled out ! 



After inflation !  [Apers et al 2024]
The bit between the end of inflation and the thermal HBB - some 30 orders of magnitude in time. 

Potentially new stringy features could emerge which would modify the standard picture. 
For example, large field displacements between end of inflation and final vacuum - under control !  

No necessary relationship between inflaton field and field responsible for reheating. In fact in D3-anti D3 brane case, inflaton disappears. 
Long Kination and moduli dominated epoch leading to moduli driven reheating 

5. Post-Inflation

This section refers to physics that originates between the end of inflation and the start of the thermal Hot Big Bang.
It begins with the universe still dominated by the vacuum energy of inflation, but now moving away from slow-roll as
the inflationary epoch terminates. It ends as the universe settles into the Hot Big Bang: a radiation-dominated epoch
with the energy density predominantly in relativistic thermalised Standard Model degrees of freedom. In this section,
we focus on what happened between these two eras. This is not a comprehensive review of all aspects of cosmology
in this epoch. Instead, we focus on those aspects where stringy physics is especially relevant. Readers interested in a
more general treatment of the standard cosmology can consult e.g. [671, 4], while an earlier discussion of aspects of
moduli physics in this epoch is [672] and a review of non-standard expansion histories is [673].

While it is true that there exists a ‘standard’ cosmological account of reheating, involving a rapid transfer of energy
from inflationary degrees of freedom to relativistic Standard Model degrees of freedom, in string theory cosmologies
there are no strong reasons to expect this standard account to hold. Although some aspects of the standard cosmology
may be preserved in some string theory models, the standard cosmology may be modified in (at least) three ways.
First, through the existence of large field displacements between the end of inflation and the final vacuum. Second, in
there being no necessary relationship between the inflaton field and the field responsible for reheating. Third, through
the expectation of a long moduli-dominated epoch in the universe culminating in moduli-driven reheating. These
possibilities are illustrated in Fig. 21. In addition, UV complete string models may connect aspects of early universe
and particle physics that otherwise appear uncorrelated.

V(!)

!!min

"! ≤ $!

"! ≈ &'$!

(1016 GeV)4

inflation

kination

Moduli 
domination
and reheating

V ≈ e-!"

Scaled by  
≈ 1030

Figure 21: A cartoon of one way moduli and stringy physics can substantially modify the post-inflationary history of the universe. Following a
period of inflation at relatively high energies, several epochs may occur prior to the start of the Hot Big Bang. We show here the case of a kination
epoch followed by moduli domination leading to late reheating. Note the large range of scales that may arise in the scalar potential and the scalar
field displacement. In particular, the barrier after the minimum may be 20 (or more) orders of magnitude smaller than the energy scale during
inflation (Vbarrier ' 10�20Vinf ).

5.1. The Standard Cosmology
We start with a brief review of the ‘standard’ account of post-inflationary cosmology. During the inflationary

epoch, the universe was dominated by the vacuum energy density of a scalar field and the evolution of the universe
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During Kination - potential 
term subdominant: 

problem, which only requires control over the quadratic term in the above expansion). Any such
control can only be achieved through the ultraviolet theory, namely string theory. Inflationary
models leading to large tensors, if they exist, can therefore only be understood in a quantum
gravity context: the low-energy theory lacks the tools to control such operators.

The other, more contested, area is whether it is ever possible in string theory to have poten-
tials that are flat over trans-Planckian distances. The term ‘trans-Planckian’ is unfortunately a
bit loose here: in e↵ective field theory arguments, it is hard to argue over the privileged status
of MP compared to MP

⇡ , MP
2 or 2⇡MP . The sharpest statements apply for �� � MP where

such O(1) factors do not matter.
In such a parametric limit, it appears impossible for string theory potentials to remain flat

over such distances. Despite a lot of e↵ort, no examples are known. Furthermore, in explicit
studies of field ranges, symmetries that can protect potentials (for example, the axion shift
symmetry) are only good for sub-Planckian (or, at best, O(1) Planckian) distances. Field ranges
which can easily be trans-Planckian involve fields such as the volume modulus or dilaton that
are directly involved in the string scaled and so cannot have flat potentials over long distances.
This lack-of-flatness relates to the ideas of the swampland distance conjecture2, the statement
that towers of states become exponentially light over transPlanckian field displacements, mi ⇠

M0 exp (����/MP ): the light tower of states reaches scales comparable to Hubble and then
back-react on the e↵ective field theory, violating flatness.

Indeed, it is perhaps the case that the current failure to observe tensor modes in the CMB
is a necessary feature of quantum gravity and that large-field inflation models of the sort that
would have produced observable tensor modes are incompatible with quantum gravity.

Turning things around, the above two arguments can be viewed as a clue to why inflation-
ary model-building (as opposed to the inflationary paradigm) has been frustrating: successful
inflation models require control over Planck scale physics.

3 Kination and Tracker Epochs

What happens after inflation ends is largely unknown. In the standard picture of cosmologi-
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1/3. This evolution implies that the scalar traverses approximately one Planckian

distance in field space every Hubble time. In any extended kination epoch lasting multiple
Hubble times, whether in the early or late universe, the kinating field traverses mutiple Planckian
distances in field space.

One of the easiest ways to realise a kination epoch is through a scalar field rolling down
a steep exponential potential V (�) = V0e

���/MP . If the potential is steep enough (� >
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then the field enters a kination epoch as the potential energy grows ever more sub-dominant.
However, as energy densities redshift during a kination epoch as
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any other fluid (in particular, radiation or matter) will grow in importance relative to the kinat-
ing scalar and eventually catch up. For exponential potentials, the endpoint of this evolution
is a tracker solution with fixed proportions of the energy density in potential, kinetic and fluid
energy.

During a tracker solution along an exponential potential V (�) = V0e
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As the tracker solution only exists for � �
p
6, we see that the scalar field evolution is always

slower than in kination epochs; nonetheless, for reasonable values of � it remains true that the
field � traverses approximately one Planckian distance in field space every Hubble time while
traversing a significantly transPlanckian distance in field space during any extended tracker
epoch lasting multiple Hubble times.

The relevance of string theory is now clear: the consequence of the above is that it is not
possible to incorporate either extended kination or extended tracker epochs into a cosmological
history without reckoning with Planck scale physics in the form of Planck-suppressed operators.
When a field traverses a transPlanckian distance �� � MP in field space, any Lagrangian

becomes vulnerable to corrections of the form f
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which could disrupt this evolution: and

so neither kination nor tracker epochs can be justified and understood by themselves without
control over such Planck scale physics.

In the context of string theory, there exist more precise statements about field behaviour
over such trans-Planckian distances in field space, in particular through the Swampland Distance

Conjecture
2 (which by now has a large amount of support from many explicit examples). This

states that such field excursions are accompanied by a tower of states becoming exponentially
light, so that the masses of this tower of states behaves as
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��(��)/MP , (14)

where � is an O(1) constant. As such states become exponentially light, the e↵ective UV cuto↵ of
the original e↵ective field theory becomes correspondingly lower. One well-understood example
of such a tower of states is the Kaluza-Klein tower present in string compactifications as fields
evolve towards the large volume decompactification limit. Any theory operating with a fixed
UV cuto↵ then becomes invalid as this tower of states descends and goes below the cuto↵.

Here it is useful to clarify one misconception that sometimes appears. The Swampland
Distance Conjecture is not a statement that e↵ective field theories break down or cannot be
used as fields evolve through trans-Planckian field displacements (such a statement would be
incorrect). Rather, it is a statement about towers of states becoming light; a statement about
the behaviour of the UV theory in this limit. There are well-established cases where the UV
theory is known and e↵ective field theories continue to be valid for arbitrarily transPlanckian
field displacements. The clearest example of this is the decompactification limit: in the large
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this kination epoch, all energy is in the form of field kinetic energy, which evolves as
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The logarithmic divergence in Eq. (2.2) at t = 0 reflects the formal divergence of the kinetic
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Denoting derivatives with respect to ⌘ by a prime, the conformal Hubble scale becomes
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In our context of IIB string compactification with the volume modulus as the kinating field,
the extra-dimensional volume grows during kination as [42]
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Here V is the dimensionless Calabi-Yau volume, i.e. the physical volume measured in units
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overall volume. For the LVS potential, the modulus mass (or, strictly, the second derivative
of the potential), scales with the volume as m� ⇠ MPV�3/2; it therefore follows that during
kination the modulus mass behaves as m� ⇠ MP

1
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and so m� ⌧ H: the field is

e↵ectively massless.
Going back in time, one arrives at a point where the kination approximation is no longer

justified as the potential energy is comparable to the kinetic one (the end of inflation). In
particular, equating the two, one can approximate the beginning of kination to occur at a
time t0 such that

M
2
P

3t20
⇠ V (�0) ⇠ ⇤4

inf . (2.9)

As mentioned above, during the kination epoch, the modulus field is (e↵ectively) massless,
and from Eq. (2.4), we see that the comoving Hubble scale is increasing, (aH)�1 ⇠ t

2/3 and
modes of the � field re-enter the horizon.

Note that, provided there is an initial source of radiation or matter present, the kination
epoch is time-limited; as ⇢kin ⇠ a

�6 and ⇢� ⇠ a
�4, radiation will ultimately catch up with

and overtake the kinetic energy.
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epoch is time-limited; as ⇢kin ⇠ a

�6 and ⇢� ⇠ a
�4, radiation will ultimately catch up with

and overtake the kinetic energy.

– 5 –

where :



5. Post-Inflation

This section refers to physics that originates between the end of inflation and the start of the thermal Hot Big Bang.
It begins with the universe still dominated by the vacuum energy of inflation, but now moving away from slow-roll as
the inflationary epoch terminates. It ends as the universe settles into the Hot Big Bang: a radiation-dominated epoch
with the energy density predominantly in relativistic thermalised Standard Model degrees of freedom. In this section,
we focus on what happened between these two eras. This is not a comprehensive review of all aspects of cosmology
in this epoch. Instead, we focus on those aspects where stringy physics is especially relevant. Readers interested in a
more general treatment of the standard cosmology can consult e.g. [671, 4], while an earlier discussion of aspects of
moduli physics in this epoch is [672] and a review of non-standard expansion histories is [673].

While it is true that there exists a ‘standard’ cosmological account of reheating, involving a rapid transfer of energy
from inflationary degrees of freedom to relativistic Standard Model degrees of freedom, in string theory cosmologies
there are no strong reasons to expect this standard account to hold. Although some aspects of the standard cosmology
may be preserved in some string theory models, the standard cosmology may be modified in (at least) three ways.
First, through the existence of large field displacements between the end of inflation and the final vacuum. Second, in
there being no necessary relationship between the inflaton field and the field responsible for reheating. Third, through
the expectation of a long moduli-dominated epoch in the universe culminating in moduli-driven reheating. These
possibilities are illustrated in Fig. 21. In addition, UV complete string models may connect aspects of early universe
and particle physics that otherwise appear uncorrelated.
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Figure 21: A cartoon of one way moduli and stringy physics can substantially modify the post-inflationary history of the universe. Following a
period of inflation at relatively high energies, several epochs may occur prior to the start of the Hot Big Bang. We show here the case of a kination
epoch followed by moduli domination leading to late reheating. Note the large range of scales that may arise in the scalar potential and the scalar
field displacement. In particular, the barrier after the minimum may be 20 (or more) orders of magnitude smaller than the energy scale during
inflation (Vbarrier ' 10�20Vinf ).

5.1. The Standard Cosmology
We start with a brief review of the ‘standard’ account of post-inflationary cosmology. During the inflationary

epoch, the universe was dominated by the vacuum energy density of a scalar field and the evolution of the universe

81

Time varying standard model parameters because determined by evolving moduli fields !
Gauge couplings, Yukawa couplings and axion decay constants - could be different from today.

Perturbations in the field grow during Kination and into the tracker regime before the moduli are stabilised and reheating occurs - potential for 
new exciting pre BBN physics ! [Apers et al 2024]
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possible; the limiting case is that of kination, when the
entire energy density of the universe lies in a rolling scalar
field.

This suggests that a kination environment (see [12]
for a recent general review of kination) gives the best
opportunity to satisfy Eq. (17). In 4d Einstein frame
with constant MP , the requirement that µ̇

µ be negative
implies that the fields roll in the direction of decreas-
ing tension. In string theory, this direction is towards
the asymptotic boundaries of moduli space: in the strict
asymptotic limit, all scales vanish compared to MP .

During a kination epoch, the universe is dominated by
the kinetic energy of the rolling modulus,

� = �0 +

r
2

3
MP ln

✓
t

t0

◆
. (18)

We focus on the case where � is the volume modulus of
the compactification evolving towards large compactific-
tion radii. This direction is well motivated: the e↵ective
field theory becomes better controlled at large radii. Such
cosmologies are also appealing from both phenomenolog-
ical and formal perspectives [13].

Specialising to IIB models where moduli stabilisation
is best understood, the canonical modulus � relates to

the compactification volume as � ⇠
q

2
3 lnV and so the

volume evolves as V / t during this epoch (see [14] and
[15] for more detailed discussion).

The fundamental string scale relates to the 4d Planck
scale as

ms ⇠
MPp
V
. (19)

In string compactifications, all scales are tied to the fun-
damental scale ms. As the volume increases, the string
scale (in 4d Einstein frame) decreases. In particular, the
tension of all string-like objects in the 4d theory will also
decrease.

The most obvious string-like object in string theory are
fundamental strings, with a tension

Gµ ⇠ m
2
s. (20)

During a kination epoch this tension behaves as

Gµ ⇠ t
�1 (21)

and so

2H +
µ̇

µ
= �H, (22)

satisfying the percolation condition Eq. 17.
Note there is one further type of string automatically

present in IIB compactifications. This is the axionic
string associated to the volume modulus. The Kähler
potential K = �3 ln(T + T̄ ), with T = ⌧b + iab, gives the
Lagrangian

L =
3

4⌧2b
@µ⌧b@

µ
⌧b +

3

4⌧2b
@µab@

µ
ab, (23)

from which it follows that the volume axion ab has decay
constant fa ⇠ ⌧

�1
b ⇠ V�2/3. The presence of this axion

implies the existence of associated axionic strings.
If the tension were given by Gµ ⇠ f

2
a , then during

the kination epoch we would have Gµ ⇠ M
2
PV�4/3 ⇠

M
2
P t

�4/3, falling o↵ more rapidly than for fundamental
strings. However, the cores of such stringy axionic strings
tend to involve wrapped branes (e.g. see [16]) such as
a D3 brane wrapped on an internal 2-cycle to create a
string in the non-compact dimensions. A string created
from a D3 brane wrapped on a large 2-cycle has a tension
Gµ ⇠ R

2
m

2
s and so evolves as Gµ ⇠ t

�2/3 during a
kination epoch. While the tension does decrease, such
strings are not in the percolation regime as 2H + µ̇

µ = 0.
We therefore focus on fundamental strings, where the

physical length of the loop grows as

L(t) = Li
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, (24)

while the scale factor grows as a(t) ⇠ t
1/3 and so, in

comoving coordinates, the radius grows as

Rmax(t) = Rmax,i
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IV. GRAVITATIONAL WAVE EMISSION

Oscillating loops radiate energy and so shrink due to
gravitational wave emission. It is important to check
that this e↵ect does not dominate the growth from the
decreasing tension. The rate of power loss from a loop
from GW emission is written

PGW = �Gµ
2
, (26)

where � is a numerical factor that depends on the precise
loop configuration. Simulations suggest � ⇠ 50 � 75[1].
It follows that the lifetime of a loop of length �ls and
mass �lsµ is (using µ = m

2
s = l

�2
s )

⌧GW ⇠ �ls

�Gµ
=

8⇡�

�

M
2
P

m3
s

. (27)

If ⌧GW ⌧ H
�1, GW emission dominates the string dy-

namics over the e↵ects of decreasing tension. Conversely,
if ⌧GW � H

�1 then the GW emission is negligible com-
pared to the e↵ects of the decreasing tension.
During the volume kination epoch,

Energy =
�̇2

2
=

M
2
P

3

1

t2
. (28)

As V / t during volume modulus kination and M
2
s ⇠

M2
P

V , it follows that the universe energy density during
volume kination satisfies

⇢kin = A⇥m
4
s, (29)
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possible; the limiting case is that of kination, when the
entire energy density of the universe lies in a rolling scalar
field.

This suggests that a kination environment (see [12]
for a recent general review of kination) gives the best
opportunity to satisfy Eq. (17). In 4d Einstein frame
with constant MP , the requirement that µ̇

µ be negative
implies that the fields roll in the direction of decreas-
ing tension. In string theory, this direction is towards
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that this e↵ect does not dominate the growth from the
decreasing tension. The rate of power loss from a loop
from GW emission is written
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where � is a numerical factor that depends on the precise
loop configuration. Simulations suggest � ⇠ 50 � 75[1].
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Cosmic string tensions will evolve in time, and a new network formation process could emerge from the formation of loops - 
[with Sanchez Gonzalez, Conlon and Hardy 2024 ]

with hence
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Will concentrate on one important element of this use of Tracker behaviour - the 
overshoot problem [Brustein and Steinhardt 93] ! 

The barrier that has to eventually trap the moduli field can be 20 or more orders of 
magnitude smaller than the energy scale during inflation. The field should simply 

shoot straight past and decompactify spacetime !  
In cosmology as in many areas of physics we often deal with systems that are 
inherently described through a series of coupled non-linear differential equations.  

By determining the late time behaviour of some combination of the variables, we 
often see that they may approach some form of attractor solution.  

From the stability of these attractor solutions we can learn about the system.  

Moreover the phase plane description of the system is often highly intuitive 
enabling easy analysis and understanding of the system.  

Examples inc the relative energy densities in scalar fields compared to the bgd rad 
and matter densities, as well as the relative energy density in cosmic strings. 
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Enter Tracker solutions:
Wetterich (88) Peebles and Ratra (88), 

EJC, Liddle and Wands

Scalar field: � : ⇢� =
�̇2

2
+ V (�); p� =

�̇2

2
� V (�)

EoM:
Ḣ = �2

2 (�̇2 + �⇢b)
⇢̇b = �3�⇢b
�̈ = �3H�̇� dV

d�

+ constraint:

H
2 = 2

3 (⇢� + ⇢b)

Intro new variables x and y:

x = �̇p
6H

; y = 
p
Vp

3H
; � ⌘ �1

V

dV

d�
; �� 1 ⌘ d

d�

�
1
�

�
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Eff eqn of state: �� = 2�̇2

2V+�̇2 ; ⌦� = 
2
⇢�

3H2 = x2 + y2

Friedmann eqns and fluid eqns become:

x0 = �3x+ �
q

3
2y

2 + 3
2x[2x

2 + �(1� x2 � y2)]

y0 = ��
q

3
2xy +

3
2y[2x

2 + �(1� x2 � y2)]

�0 = �
p
6�2(�� 1)


2
⇢b

3H2 + x2 + y2 = 1

where x0 ⌘ d
d(ln a)

Note: 0  ��  2; 0  ⌦�  1
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Scaling solutions: (x`=y`=0)

 

Field mimics 
background fluid.

Late time 
attractor is 
scalar field 
dominated
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EJC, Liddle and Wands
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Scaling for wide range of i.c.
Fine tuning: 

Mass: Fifth force !

1. Scaling solutions in Dark Energy - Quintessence
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Two condensate model with V~e-aReS as approach minima

Barreiro et al : hep-th/0506045

2.
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3. Stabilising volume moduli (σ=σr+σi) in KKLT [Kachru et al 2003]

3

with ρΦ and ρb are the energy density of the evolving
moduli fields and background fluid respectively. The dy-
namics of the latter is given in terms of the scale factor
and its background equation of state, γ − 1 ≡ pb/ρb,
where pb is the pressure of the fluid,

ρb = ρb0/a3γ . (7)

In what follows we set κ2
P = 1.

It is worth splitting the equations of motion for the
complex chiral superfields into those for their real and
imaginary parts

φ̈i
R +3Hφ̇i

R +Γi
jk(φ̇j

Rφ̇k
R− φ̇j

I φ̇
k
I )+

1

2
Kij̄∂jR

V = 0 , (8)

φ̈i
I + 3Hφ̇i

I + Γi
jk(φ̇j

I φ̇
k
R + φ̇j

Rφ̇k
I ) +

1

2
Kij̄∂jI

V = 0 , (9)

where now φi
R (φi

I) refers to the real (imaginary) part
of the scalar fields and ∂jR

(∂jI
) are used to denote the

derivative of the potential with respect to the real (imag-
inary) parts of the fields respectively.

III. KKLT MODEL

The possibility of finding de Sitter vacua in string the-
ory with a stabilized volume modulus, σ, was put forward
in ref. [2], and has been widely adopted in subsequent
work. The key ingredient was to consider the combina-
tion of non perturbative effects and an additional flux
term in the superpotential

W = W0 + Ae−ασ , (10)

which, together with the usual Kähler potential

K = −3ln(σ + σ̄) , (11)

defines the F-part of the SUGRA potential, see eq. (3). It
has been known for many years now that, in this context,
it is possible to stabilize σ, although giving rise to an Anti
de Sitter (AdS) vacuum. As pointed out in ref. [2], if we
include contributions from either anti-D3 or D7 branes,
an additional D-type term is generated, of the form

VD =
C

σ3
r

, (12)

where we write σ = σr + iσi. By suitably tuning the
value of C one can move to a dS -or even Minkowski-
vacuum.

In this section we are interested in studying the cos-
mological evolution of the field σ as it rolls towards its
minimum. Previous results addressing the same issue
were published in ref. [4], where only the evolution of the
real part of σ, σr, was considered. Here we would like to
extend this to study the behaviour of both σr and σi.

The system of differential equations that one has to
solve comes from eqs. (8,9) being applied to the present
model, along with the evolution equation for the back-
ground fluid. Altogether, we have

σ̈r + 3Hσ̇r −
1

σr
(σ̇r

2 − σ̇i
2) +

2σ2
r

3
∂σr

V = 0 ,

σ̈i + 3Hσ̇i −
2

σr
σ̇rσ̇i +

2σ2
r

3
∂σi

V = 0 , (13)

ρ̇b + 3Hγρb = 0 ,

subject to the Friedman constraint, see eq. (6),

3H2 =
3

4σ2
r
(σ̇r

2 + σ̇i
2) + V + ρb . (14)

The scalar potential acquires a relatively simple form
when written in terms of both real and imaginary parts
of σ,

V =
αAe−ασr

2σ2
r

[

A
(

1 +
ασr

3

)

e−ασr + W0cos(ασi)
]

+
C

σ3
r

. (15)

Given the above expression it is easy to see that the po-
tential has an extremum in σi for ασi = nπ, with n an
integer. Depending on the sign of W0cos(ασi) this can
be either a maximum or a minimum. For example, in
figure 1 we show a contour plot of this scalar potential,
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7
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α σi/π

φ

Im(F)=0 

Re(F)=0 

FIG. 1: Contour plot of the scalar potential, given by eq. (15),
in the (φ, ασi/π) plane (solid lines). The values of the param-
eters are taken from ref. [4], see text, and the dashed lines cor-
respond to the supersymmetry-preserving conditions, Fσ = 0,
where Fσ ≡ KσW + Wσ.

V , in the (φ,σi) plane, for the same values used in ref. [4],
namely A = 1.0, α = 0.1, C = 3 × 10−26, and W0 neg-
ative (with cos(ασi) = 1) and such that the minimum
at σi = 0 is supersymmetric (see below). Following that
same reference we work with the canonically normalized
field φ =

√

3/2 lnσr, instead of σr itself.

3

with ρΦ and ρb are the energy density of the evolving
moduli fields and background fluid respectively. The dy-
namics of the latter is given in terms of the scale factor
and its background equation of state, γ − 1 ≡ pb/ρb,
where pb is the pressure of the fluid,

ρb = ρb0/a3γ . (7)

In what follows we set κ2
P = 1.

It is worth splitting the equations of motion for the
complex chiral superfields into those for their real and
imaginary parts

φ̈i
R +3Hφ̇i

R +Γi
jk(φ̇j

Rφ̇k
R− φ̇j

I φ̇
k
I )+

1

2
Kij̄∂jR

V = 0 , (8)

φ̈i
I + 3Hφ̇i

I + Γi
jk(φ̇j

I φ̇
k
R + φ̇j

Rφ̇k
I ) +

1

2
Kij̄∂jI

V = 0 , (9)

where now φi
R (φi

I) refers to the real (imaginary) part
of the scalar fields and ∂jR

(∂jI
) are used to denote the

derivative of the potential with respect to the real (imag-
inary) parts of the fields respectively.

III. KKLT MODEL

The possibility of finding de Sitter vacua in string the-
ory with a stabilized volume modulus, σ, was put forward
in ref. [2], and has been widely adopted in subsequent
work. The key ingredient was to consider the combina-
tion of non perturbative effects and an additional flux
term in the superpotential

W = W0 + Ae−ασ , (10)

which, together with the usual Kähler potential

K = −3ln(σ + σ̄) , (11)

defines the F-part of the SUGRA potential, see eq. (3). It
has been known for many years now that, in this context,
it is possible to stabilize σ, although giving rise to an Anti
de Sitter (AdS) vacuum. As pointed out in ref. [2], if we
include contributions from either anti-D3 or D7 branes,
an additional D-type term is generated, of the form

VD =
C

σ3
r

, (12)

where we write σ = σr + iσi. By suitably tuning the
value of C one can move to a dS -or even Minkowski-
vacuum.

In this section we are interested in studying the cos-
mological evolution of the field σ as it rolls towards its
minimum. Previous results addressing the same issue
were published in ref. [4], where only the evolution of the
real part of σ, σr, was considered. Here we would like to
extend this to study the behaviour of both σr and σi.

The system of differential equations that one has to
solve comes from eqs. (8,9) being applied to the present
model, along with the evolution equation for the back-
ground fluid. Altogether, we have
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subject to the Friedman constraint, see eq. (6),
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The scalar potential acquires a relatively simple form
when written in terms of both real and imaginary parts
of σ,
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Given the above expression it is easy to see that the po-
tential has an extremum in σi for ασi = nπ, with n an
integer. Depending on the sign of W0cos(ασi) this can
be either a maximum or a minimum. For example, in
figure 1 we show a contour plot of this scalar potential,
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FIG. 1: Contour plot of the scalar potential, given by eq. (15),
in the (φ, ασi/π) plane (solid lines). The values of the param-
eters are taken from ref. [4], see text, and the dashed lines cor-
respond to the supersymmetry-preserving conditions, Fσ = 0,
where Fσ ≡ KσW + Wσ.

V , in the (φ,σi) plane, for the same values used in ref. [4],
namely A = 1.0, α = 0.1, C = 3 × 10−26, and W0 neg-
ative (with cos(ασi) = 1) and such that the minimum
at σi = 0 is supersymmetric (see below). Following that
same reference we work with the canonically normalized
field φ =

√

3/2 lnσr, instead of σr itself.
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with ρΦ and ρb are the energy density of the evolving
moduli fields and background fluid respectively. The dy-
namics of the latter is given in terms of the scale factor
and its background equation of state, γ − 1 ≡ pb/ρb,
where pb is the pressure of the fluid,

ρb = ρb0/a3γ . (7)

In what follows we set κ2
P = 1.

It is worth splitting the equations of motion for the
complex chiral superfields into those for their real and
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φ̈i
R +3Hφ̇i

R +Γi
jk(φ̇j

Rφ̇k
R− φ̇j

I φ̇
k
I )+

1

2
Kij̄∂jR

V = 0 , (8)

φ̈i
I + 3Hφ̇i

I + Γi
jk(φ̇j

I φ̇
k
R + φ̇j

Rφ̇k
I ) +

1

2
Kij̄∂jI

V = 0 , (9)

where now φi
R (φi

I) refers to the real (imaginary) part
of the scalar fields and ∂jR
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derivative of the potential with respect to the real (imag-
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The possibility of finding de Sitter vacua in string the-
ory with a stabilized volume modulus, σ, was put forward
in ref. [2], and has been widely adopted in subsequent
work. The key ingredient was to consider the combina-
tion of non perturbative effects and an additional flux
term in the superpotential

W = W0 + Ae−ασ , (10)

which, together with the usual Kähler potential

K = −3ln(σ + σ̄) , (11)

defines the F-part of the SUGRA potential, see eq. (3). It
has been known for many years now that, in this context,
it is possible to stabilize σ, although giving rise to an Anti
de Sitter (AdS) vacuum. As pointed out in ref. [2], if we
include contributions from either anti-D3 or D7 branes,
an additional D-type term is generated, of the form
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where we write σ = σr + iσi. By suitably tuning the
value of C one can move to a dS -or even Minkowski-
vacuum.

In this section we are interested in studying the cos-
mological evolution of the field σ as it rolls towards its
minimum. Previous results addressing the same issue
were published in ref. [4], where only the evolution of the
real part of σ, σr, was considered. Here we would like to
extend this to study the behaviour of both σr and σi.

The system of differential equations that one has to
solve comes from eqs. (8,9) being applied to the present
model, along with the evolution equation for the back-
ground fluid. Altogether, we have
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of σ,
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+
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Given the above expression it is easy to see that the po-
tential has an extremum in σi for ασi = nπ, with n an
integer. Depending on the sign of W0cos(ασi) this can
be either a maximum or a minimum. For example, in
figure 1 we show a contour plot of this scalar potential,
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FIG. 1: Contour plot of the scalar potential, given by eq. (15),
in the (φ, ασi/π) plane (solid lines). The values of the param-
eters are taken from ref. [4], see text, and the dashed lines cor-
respond to the supersymmetry-preserving conditions, Fσ = 0,
where Fσ ≡ KσW + Wσ.

V , in the (φ,σi) plane, for the same values used in ref. [4],
namely A = 1.0, α = 0.1, C = 3 × 10−26, and W0 neg-
ative (with cos(ασi) = 1) and such that the minimum
at σi = 0 is supersymmetric (see below). Following that
same reference we work with the canonically normalized
field φ =

√

3/2 lnσr, instead of σr itself.

[including contribution from D term to uplift the potential to de Sitter]
[for discussion on validity of D term addition see also Burgess et al 2003; Achucarro et al 2006]
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It is also worth mentioning the supersymmetric char-
acter of the minima shown in this plot. We have included
the two supersymmetry-preserving conditions, Re(Fσ) =
Im(Fσ) = 0, and it can be clearly seen how both meet
at the minima. Those correspond to φ = 7.06 and even
values of ασi/π.

A. One field evolution

In order to discuss the results of ref. [4], we will first
set the potential at a minimum in σi and solve only the
first and third equations of the system (13). This would
correspond to taking the slice ασi = 0 in figure 1, and
considering only the evolution along φ. As for the initial
conditions, we set σ̇r0 = 0, and we choose values for σr0

and the fractional energy density in the background fluid,
Ωb ≡ κ2

P ρb0/3H2
0 . We can then calculate the value of ρb0,

using the relation

ρb0 = V (σr0)
Ωb

1 − Ωb
. (16)

In this section, the results are shown in terms of the initial
abundance Ωb which will allow us to compare them with
those in ref. [4], where Ωb = 0.5.

In general one can identify up to five regions in the
evolution of a scalar field with these types of potentials.
In figure 2 we show a typical evolution going through the
five regions although, of course, not all initial conditions
will give rise to an evolution that will go through all of
them.

First, if the energy density of the background domi-
nates, the field is effectively frozen in its evolution. This
can be seen in the plot before region 1, with an evolution
similar to region 3. When the energy density in the back-
ground becomes comparable (region 1), the field starts
rolling down its potential and eventually dominates the
dynamics of the Universe. This happens when the po-
tential is very shallow and is called the scalar field dom-
inated solution. Eventually the potential becomes very
steep, leading the evolution to a kinetically dominated
solution (region 2), which ends when the frictional term
in the equation of motion becomes dominant. The length
of this period of ”kination” is related to the value of the
ratio ρb/ρφ at the end of region 1. In region 3 the field
is effectively frozen in the potential. The field restarts
rolling down the potential once the background energy
density has decayed to a value such that the frictional
and potential terms in the equation of motion balance
each other. At this stage the field evolves with a nearly
constant ratio between kinetic and potential energy. This
is called the scaling (or tracker) solution (region 4). Fi-
nally, if this ratio is sufficiently small the field does not
possess enough kinetic energy to roll over the potential
barrier and gets traped at the minimum (region 5). De-
tails of all these phases of the evolution are explained in
Appendix A.

In figure 3 we present the initial values of the variables
(φ,Ωr) for which there is stabilization of the field at the
minimum of its potential in the presence of radiation[24],
i.e. γ = 4/3. As expected, the smaller the initial back-
ground fraction (parametrized by Ωr) is, the smaller the
region of allowed initial values of φ which lead to a late
time stabilisation of the field at the minimum. The solid
line along Ωr = 0.5 corresponds to the allowed region
quoted in ref. [4].
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FIG. 2: Evolution of the energy densities of the field φ (solid
line) and the background (dashed line) with the logarithm of
the scale factor. The various epochs of the evolution, num-
bered from 1 to 5, are described in the text. We have taken
φ0 = −5, γ = 1 and Ωm = 0.99. The parameters of the scalar
potential are the same as used in ref. [4], namely A = 1.0,
α = 0.1, C = 3 × 10−26.

FIG. 3: Fraction of the total initial energy needed in radia-
tion, as a function of the initial value of φ, for the field to end
up in its minimum. The solid line along Ωr = 0.5 denotes the
result obtained in ref. [4] and explained in the text.

Evolution of energy density of ɸ∝lnσr in KKLT and  Kallosh Linde type potentials

ρb

[Brustein et al 2004; Barreiro et al 2005]

Flat potential:
Scalar field 
dominated

Steeper pot
Kinetic field 
dominated

Field 
frozen 
in pot

Scaling or tracking 
regime

Added friction from 
scaling regime slows 
field down and 
stabilises it in min of 
potential
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Figure 2. An illustration of the scenario put forward in this article. At relatively
small volume, high scale inflation occurs due to fine-tuned quantum corrections.
After inflation the volume modulus evolves over a long range of many Planck
scales, eventually settling in the large volume minimum with TeV gravitino mass.
Although the barrier protecting from decompactification is very small compared
to the initial energies, an attractor solution guides the fields to the minimum and
prevents overshooting.

The justification for the existence of a minimum at very large values of the volume,
far along the runaway direction, is the large volume scenario [2], where the inclusion of α′

corrections into the KKLT framework generates a new minimum of the scalar potential
at exponentially large values of the volume, with hierarchically small values of m3/2.

To illustrate this idea, we start by studying moduli evolution in the following toy
model describing a field Φ with a potential

V = V0

(
(1 − ϵ Φ3/2)e−

√
27/2Φ + C e−10Φ/

√
6 + De−11Φ/

√
6 + δe−

√
6Φ

)
. (2.1)

The particular form of this potential is motivated by that arising as the effective potential
for the volume modulus in the large volume models. The connection to the large volume
models and the supergravity origin of the above potential will be discussed in the next
section. The one-modulus potential (2.1) will not represent a complete model but will
allow us to capture several key features of our proposal.

In (2.1) Φ is the canonically normalized volume modulus, Φ =
√

3/2 log τb with

V = τ 3/2
b , so τb is the volume of a 4-cycle. The first two terms of the potential correspond

to the effective F term potential for the volume modulus in the large volume models.
The structure of these terms generates a minimum at large values of Φ, Φ ∼ ϵ−2/3.

The definition of Φ as
√

2
3 logV implies that this is equivalent to the existence of a

minimum at exponentially large volumes. As in string theory the gravitino mass is given
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Figure 5. The evolution of the radiation background attractor solution as it
approaches the minimum. The solid dashed horizontal line shows the location of
the barrier to decompactification, and the narrow horizontal line the location of
the true minimum. The attractor solution settles at the minimum and does not
overshoot. The different paths correspond to different initial conditions. N = ln a
is the time variable.

For the case at hand of λ =
√

27
2 and γ = 4

3 , the attractor solution is

Ωγ = 19
27 , Ωkin,Φ = x2 = 16

81 , ΩV = y2 = 8
81 . (2.9)

In the presence of any initial radiation or matter, this solution is the late-time attractor.
Considering the full potential (2.1), the attractor solution will exist as long as the

pure exponential provides a good approximation to the potential. At small Φ, this
approximation will hold soon after inflation has ended, once the C and D terms become
negligible. Inflation occurs at V ∼ 10−18, corresponding to Φ ∼ 1.3. At large Φ, the
attractor solution disappears as Φ approaches the SUSY breaking vacuum and additional
terms become important. We want the vacuum to satisfy m3/2 ∼ 1 TeV, and as
the characteristic scale of the large volume potential is V ∼ m3

3/2 ∼ 10−47 (assuming
W0 ∼ O(1)), this is attained when Φ ∼ 19; see figure 4.

The regime in which the potential is well described by (2.4) and the attractor solution
is valid is therefore

1.3 ! Φ ! 19, (2.10)

a range of almost twenty Planckian distances. We note that despite the substantially
trans-Planckian field range, the potential is under good control: the high scale theory is
understood and the potential is simply a decompactification potential.

The physical minimum exists at Φ ∼ 19, shortly followed by a local maximum
representing the barrier to decompactification. In this regime the attractor solution is no
longer present. It is necessary that the fields fall into the minimum rather than passing
over the barrier and running away to decompactification. Whether this occurs or not
depends on whether or not the field Φ has located the attractor solution while in the
range (2.10). If the attractor solution has been found, overshooting does not occur and Φ
settles into its minimum. This is illustrated in figure 5, which shows the behavior of the
attractor solution as it approaches the minimum.
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Figure 4. The potential at large Φ. Vacuum state corresponds to the minimum
at Φ ∼ 19.

General properties of these potentials have been discussed in [29]. In the case where
inflation is dominated by the cubic term, inflation starting at the inflection point is eternal,
the spectral index ns ≈ 0.93, and the amplitude of perturbations of the metric produced
during inflation satisfies the COBE–WMAP normalization for

V (Φ0) ≈ 3 × 10−14 λ−2
3 (2.3)

in units of Planck density [29]. We calculated V (Φ0) and λi and tuned the parameters
of our potential to satisfy this constraint and make λ1 vanishingly small. For the above
parameters we obtained V (Φ0) ∼ 1.6×10−18 and λ3 ∼ −130. (If one reduces the degree of
fine-tuning and considers a theory with a non-vanishing negative λ1, one can significantly
increase ns, but it will simultaneously decrease the degree of expansion of the universe
during inflation [29].)

After inflation, the field enters a runaway period until it is captured by the minimum
at Φ ∼ 19; see figure 4. The parameters of our model were tuned to make the vacuum
energy nearly zero in the minimum, and to have the gravitino mass there in the TeV range,
m3/2 = O(1) TeV. This last statement assumes that the gravitino mass is determined
entirely by the volume, taking W0 ∼ 1 as is usually done in the large volume models of
moduli stabilization.

Let us study the cosmological dynamics of rolling moduli in the potential (2.1). The
C and D terms are only important at small Φ and are highly suppressed for large Φ.
Conversely, the δ and ϵ terms only become important at large Φ. These generate the
minimum at exponentially large volumes and uplift it to Minkowski space. However, for
smaller values of the volume these terms contribute highly subleading corrections to the
potential. The upshot is that for a very large range of the volume the dominant term in
the potential (2.1) is simply

V = V0e
−
√

27/2Φ, (2.4)

with Φ canonically normalized. In this regime the cosmological dynamics reduces to that
of a pure exponential potential.

Evolution along runaway directions of this type is associated with the overshoot
problem [31] and it is necessary that the fields are able to locate the global minimum of
the potential. In the presence of any additional sources (such as radiation), exponential
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4.Large volume modulus inflation - high scale inflation & low scale SUSY co-existing  
[Conlon et al 2008] 

Steep potential after inflation would normally have runaway solutions but presence of radiation leads to additional Hubble Friction 
which leads to attractor behaviour and field settles in its minimum.  

Toy 
example 

- but 
general 
features
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Strings in               ©  model -- an example.  
[Kachru, Kallosh, Linde, Maldacena, McAllister & Trivedi 03]

IIB string theory on CY manifold, orientifolded by Z2 sym with 
isolated fixed points, become O3 planes. Warped metric:

Inflaton: sep of D3 and 
anti D3 in throat.  

Annihilation in region of 
large grav redshift, 

Redshift in throat important. Inflation scale and string tension, as measured 
by a 10 dim inertial observer, are set by string physics -- close to the four-
dimensional Planck scale. Corresponding energy scales as measured by a 4 

dim obs are suppressed by a factor of
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D-brane-antibrane inflation leads to formation of D1 branes in non-
compact space [Dvali & Tye; Burgess et al; Majumdar & Davis; Jones, Sarangi &Tye; 

Stoica & Tye] 

Form strings, not domain walls or monopoles. 

In general for cosmic strings to be cosmologically interesting today 
we require that they are not too massive (from CMB constraints), 
are produced after inflation (or survive inflation) and are stable 
enough to survive until today [Dvali and Vilenkin (2004); EJC,Myers and 

Polchinski (2004), Conlon et al (2024)]. 

Strings surviving inflation:
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What sort of strings? Expect strings in non-compact dimensions 
where reheating will occur: F1-brane (fundamental IIB string) 
and D1 brane localised in throat. [Jones,Stoica & Tye, Dvali & Vilenkin]   

D1 branes - defects in tachyon field describing D3-anti D3 
annihilation, so produced by Kibble mechanism.  

Strings created at end of inflation at bottom of inflationary 
throat. Remain there because of deep pot well. Eff 4d tensions 

depend on warping and 10d tension
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F1-branes and D1-branes --> also (p,q) strings for relatively prime 
integers p and q. [Harvey & Strominger; Schwarz] 

Interpreted as bound states of p F1-branes and q D1-branes 
[Polchinski;Witten]

D1

F1

(1,1)
Tension in 10d theory:

µi � µ(pi,qi) =
µF

gs

�
p2

i g
2
s + q2

i
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Distinguishing cosmic superstrings

1. Intercommuting probability for gauged strings P~1 
always ! In other words when two pieces of string cross 
each other, they reconnect. Not the case for superstrings 

-- model dependent probability [Jackson et al 04]. 

2. Existence of new `defects’ D-strings allows for existence 
of new hybrid networks of F and D strings which could 

have different scaling properties, and distinct 
observational effects.
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(p,q) string networks -- exciting prospect. 

Two strings of different type cross, can not intercommute in general 
-- produce pair of trilinear vertices connected by segment of string.

1+2
2-1

What happens to such a network in an expanding background? Does 
it scale or freeze out in a local minimum of its PE [Sen]?Then it 

could lead to a frustrated network scaling as w=-1/3  
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Scaling achieved 
indep of initial 
conditions, and 

indep of details of 
interactions. Density of D1 

strings.

Density of (p,q) 
cosmic strings.

Including multi-tension cosmic superstrings  
[Tye et al 05, Avgoustidis and Shellard 07, Urrestilla and Vilenkin 07, Avgoustidis and EJC 10, Rybak et 

al 18].
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Modelling a network —single one-scale model: (Kibble + many...)

L(t) = �(t)t, a(t) � t�

⇥̇

⇥
=

1
2t

�
2(� � 1) +

1
⇥

⇥

⇥ = [2(1� �)]�1.

Infinite string density

Correlation length

Scaling solution

Scale 
factor

Loss to loopsExpansion

Need this to understand the behaviour with the CMB.
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Velocity dependent model: (Shellard and Martin)

v̇ = (1� v2)
�

k

L
� 2

ȧ

a
v

⇥

Both correlation length and velocity scale

k =
2
⇥

2
�

�
1� 8v6

1 + 8v6

⇥

⇥2 =
k(k + c̃)

4�(1� �)
, v2 =

k(1� �)
�(k + c̃)

Curvature type term encoding 
small scale structure

RMS vel of segments
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Multi tension string network:(Avgoustidis & Shellard 08, Avgoustidis & EJC 10, Rybak et al 18)
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ȧ

a
vi +

⇧

b, a�b

bi
ab

v̄ab

vi

(µa + µb � µi)
µi

⇤i
ab(t)L

2
i

L2
aL2

b

⇥

⌅

⇥̇i = �2
ȧ

a
(1 + v2

i )⇥i �
civi⇥i

Li
�

�

a,k

dk
iav̄iaµi⌅k

ia(t)
L2

aL2
i

+
�

b, a�b

di
abv̄abµi⌅i

ab(t)
L2

aL2
b

vab =
�

v2
a + v2

b
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i

Expansion Loop of `i’ 
string Segment of `i’ collides 

with `a’ to form segment 
`k’ -- removes energy

Segment of `i’ forms 
from collision of  `a’ 
and `b’ -- adds energy

`k’ segment length 

incorporate the probabilities of intercommuting and the kinetic 
constraints. They have a strong dependence on the string coupling gs 
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{(p, q)i} = {(1, 0), (0, 1), (1, 1), (1, 2), (2, 1), (1, 3), (3, 1)} , (i = 1, ..., 7)

Example - 7 types of (p,q) 
string. Only first three lightest 
shown - scaling rapidly 
reached in rad and matter.  

Densities of rest suppressed. 

Black -- (1,0) -- Most 
populous 
Blue dash -- (0,1) 
Red dot dash -- (1,1)  

Deviation from scaling at end 
as move into Λ domination. 

gs = 0.3

gs = 0.3

Note lighter F  strings 
dominate number density 
whilst heavier and less 
numerous D strings 
dominate power spectrum 
for at smaller gs,  where as 
they are comparable at 
large gs ~1  

Avgoustidis et al (PRL 
2011)
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General Network Behaviour

• Scaling for all string types

• Only 3 lightest components

 

• Hierarchy in number densities

• Hierarchy in tensions

• Number density vs “CMB” density

(though we keep the first 7 lightest strings)

(F, D, FD strings)

NF > ND > NFD

μFD  > μD > μF

Competition depending on gs

F-string

F-string

D-string

D-string

FD-string

FD-string

gs
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fs = CTT
strings/CTT

total = 0.1

Strings and the CMB 

Modified CMBACT (Pogosian) to allow for multi-tension strings.  
Shapes of string induced CMB spectra mainly obtained form large scale properties of string such 

as correlation length and rms velocity given from the earlier evolution eqns.  
Normalisation of spectrum depends on: 

i.e. on tension and correlation 
lengths of each string

Since strings can not source more than 10% of total CMB anisotropy, we use that to determine the 
fundamental F string tension which is otherwise a free parameter. So µF chosen to be such that:

where
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Strings and the CMB 

Strings are active, incoherent sources —> require UETC:• Strings are Active, Incoherent sources         need UETC:

• Standard approach: model network as K unconnected 
segments with lengths and velocities given by VOS model

• We have computed integrals analytically: 

Computing CMB signals from strings  

USM (~8 hours) Our analytic result
(~20 seconds)

Get Cl’s in a few mins:
MCMC analysis including network 

parameters now possible

(AA, Copeland, Moss 
 & Skliros, 2012)
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(cf Adam’s talk, Andrei’s & Paul’s talks)

Model network as made of unconnected string segments with lengths and 
velocities given by VOS model

• Strings are Active, Incoherent sources         need UETC:

• Standard approach: model network as K unconnected 
segments with lengths and velocities given by VOS model

• We have computed integrals analytically: 

Computing CMB signals from strings  

USM (~8 hours) Our analytic result
(~20 seconds)

Get Cl’s in a few mins:
MCMC analysis including network 

parameters now possible

(AA, Copeland, Moss 
 & Skliros, 2012)

ASU-Tufts Workshop, 03/02/14                                                                                                                                                                                                  4/20

(cf Adam’s talk, Andrei’s & Paul’s talks)

Compute integrals analytically [Avgoustidis et al 2012]

USM - 8 hours Analytic - 20 secs 

Can get Cl’s in a few 
minutes: MCMC 
analysis including 

network parameters now 
possible [Charnock et al 

2016]
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B-mode power spectra for gs = 0.04 (solid) and gs = 0.9 (dash) normalised so that strings 
contribute 10% of the total CMB anisotropy.  
Inset figure -- the position of the peak as a function of string coupling. Note the shift of the peak to 
lower l values as  the string coupling is reduced.  
Possible to discriminate them in future experiments like QUIET and Polarbear.

B-mode Power Spectrum due to strings
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Gµ < 1.1⇥ 10�7 � Planck2015 TT

Gµ < 9.6⇥ 10�8 � Planck2015 TT + Pol + lowP

Gµ < 8.9⇥ 10�8 � Planck2015 TT + Pol + lowP + BKPlanck

Results - cosmic strings:

No constraints on cr and 𝛼, slight preference for higher values of cr  

and lower values of𝛼

Results - cosmic superstrings:

GµF < 2.8⇥ 10�8 � Planck2015 TT + lowP

when marginalised over cs, gs and w

Currently looking at three point correlation function for evidence of non-
gaussianity and B mode polarisation effects - initial results show signal is 

extremely small and in fact analytically tensor bi-spectrum vanishes.

Recent nanoGrav results consistent with network of cosmic superstrings - exciting for the time being.



Conclusions 
Single field Inflation has become the standard paradigm for primordial density fluctuations. 


Tight constraints are emerging on the slow roll parameters — possible two scales emerging 


Reheating the Universe is an area that has received relatively little attention. 


Possible role of non-topological solitons like oscillons in models with asymptotically flat potentials - a new observational route


They could lead to PBHs formed In the early universe - - require modification from standard slow roll inflation


An accurate calculation of the full PDF of the perturbations is required to calculate their abundance.


Where is the inflaton in string theory? Have looked at a particular example and seen the possible importance of the kinating period 
between the end of inflation and the onset of reheating - some 30 orders of magnitude in time, when lots could happen !


Have looked at cosmic superstrings which could form at the end of a period of string driven inflation !


Aspects not mentioned include:  


Multi field inflation


Non-Gaussianity constraints


The link if any between inflation in the early and late universe !


What if inflation never happened ?




Extra slides



Conclusions cont… 

Have not discussed many elements of PBH physics:


Role in Information paradox [Hawking 1971,1974]

Role as a catalysis of Ewk phase transition [Gregory et al 2014]


Possible role of PBH Planck mass relics in dark matter constraints [Zeldovich 1984, MacGibbon 1987]

Alternative formation mechanisms such as collapsing cosmic string loops 


or from bubble collisions. [Hawking Moss & Stewart 1982] 

Baryogenesis scenarios from PBH evaporations [Zeldovich & Starobinski 1976]


PBHs decay by evaporation - interesting attractor solution where PBHs in equilibrium with radiation in both radiation dominated and 
matter dominated universe - might lead to interesting new features. [Barrow et al 1992]


For objects that as far as we know have never been detetced, PBHs offer staggering constraints on cosmological models.




Analytic treatment of instantaneous transition - works really nicely

1

elements begin to rise again and asymptote to constant values, and the hierarchy between the
noise terms gets reversed back to ⌃⇡⇡ < |Re(⌃�⇡)| < ⌃��. We also notice that asymptotic
value of each ⌃ij at late times is greater than its corresponding value in the SR-I phase.

Figure 7: The ratios of the momentum-induced noise terms and the field noise,
|Re(⌃�⇡)|/|⌃��| in green and |⌃⇡⇡|/|⌃��| in purple, with � = 0.01, for the potential Eq. (4.28)
with a tiny Gaussian bump as a function of Ne around the SR-I to USR transition. The
transition from SR-I to USR leads to an enhancement of the momentum induced noise terms,
⌃�⇡ and ⌃⇡⇡, relative to the field noise, ⌃��, in the USR epoch.

From Figs. 6 and 7, we conclude that the noise matrix elements for a potential with a
PBH forming feature evolve in a more complicated way than for pure de Sitter or pure slow-roll.
We next show that the various interesting features induced by the transition from SR-I to USR,
that we discussed above, can be understood by making appropriate analytical approximations.
In the following subsection, we compute the noise matrix elements analytically by assuming
the transition T-I from SR-I to USR to be instantaneous.

4.2.2 Analytical treatment for instantaneous transitions

In order to compute ⌃ij analytically, we consider an approach which captures the key fea-
tures of the full numerical evolution, namely solving the MS Eq. (4.7) under the following
assumptions.

1. We assume the second slow-roll parameter ⌘H to be a piece-wise constant function which
makes an instantaneous (yet finite) transition, ⌘H : ⌘1 ! ⌘2 at time ⌧ = ⌧1, given by

⌘H(⌧) = ⌘1 + (⌘2 � ⌘1) ⇥(⌧ � ⌧1) , (4.35)
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Assume piecewise constant ηH - makes instantaneous (yet finite) transition η1->η2 at time 𝜏 = 𝜏1  

where ⇥ is the Heaviside step function:

⇥(⌧ � ⌧1) =

(
0 , ⌧ < ⌧1 ,

1 , ⌧ > ⌧1 .
(4.36)

2. The corresponding expression for ⌫ given in Eq. (4.8) is then determined using Eq. (4.3),
which under the quasi-dS approximation, ✏H ' 0, becomes Eq. (4.27). Using the
expression for ⌘H from Eq. (4.35) in Eq. (4.27), we obtain
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where
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Hence the piece-wise constant ⌘H in Eq. (4.35) results in a piece-wise constant ⌫ in
Eq. (4.37). We notice that the effective mass term z

00
/z contains a Dirac delta-function

arising from the derivative of the ⇥ function in Eq. (4.35). Note that for ⌘2 > ⌘1 (which
is the case for the SR-I ! USR transition in Fig. 5) we have A > 0 and hence the
term containing the Dirac delta-function in Eq. (4.37) is negative (since ⌧ < 0 during
inflation). This delta-function dip for an instantaneous transition analytically represents
the observed dip of finite width and depth for potentials with a smooth feature, as seen
in (1/aH)2z00/z in Fig. 5 (around Ne ⇠ 32.5).

3. We impose Bunch-Davies initial conditions, Eq. (4.5), only for modes that become
super-Hubble at early times before the transition i.e. ⌧ < ⌧1.

4. General solutions to the MS equation in different piece-wise constant ⌫ regimes are
matched during the transition ⌧ = ⌧1 by using the Israel Junction conditions [92, 103,
104]
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We would ultimately like to derive expressions for the noise matrix elements which can
be expressed in terms of the mode functions vk in the following compact form
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Obtain
Note the delta function - 

gives the rapid dip 
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Nosie matrix elements

Ansatz - motivated by numerical results



functions are given (in terms of T = �k⌧) by
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Figure 8: The noise matrix elements ⌃ij computed analytically using Eqs. (4.42)-(4.44),
for � = 0.01. Left panel: an instantaneous transition from SR to USR using the pure de
Sitter limit, ⌫1 = ⌫2 = 3/2. Right panel: an instantaneous transition from a SR phase with
⌫1 = 1.52 to a near-USR phase with ⌫2 = 1.8. In both cases the thin dashed lines show the
analytical asymptotes immediately after the transition, ⌃ij ⇠ e

2ANe .

By implementing the Israel junction conditions, Eqs. (4.39) and (4.40), the constant
coefficients of integration C

L

1
and C

L

2
can be shown to satisfy the algebraic equations
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de Sitter case: ⌫1 = ⌫2 = 3/2

1

Instantaneous transition - from SRI: ⌫1 = 1.52 to USR with ⌫2 = 1.8
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Figure 6: The numerically determined noise matrix elements, ⌃ij , for the modified KKLT
potential Eq. (4.28), with � = 0.01, leading to a realistic smooth transition from SR-I to
USR. (Note that the plot shows the behaviour of ⌃ij only in the vicinity of the USR regime.)
The transition leads to an enhancement of the momentum induced noise terms, ⌃�⇡ and ⌃⇡⇡,
relative to the field noise, ⌃��, in the USR epoch.

Substituting Eqs. (4.29)-(4.31) into Eq. (3.15), we derive the following compact expres-
sions for the noise matrix elements ⌃ij

⌃�� = (1 � ✏H)
k
3

2⇡2
⇥

1

a2
⇥

⇣
v
(R)

k

⌘
2

+
⇣
v
(I)

k

⌘
2
� �����

k=�aH

(4.32)

Re (⌃⇡�) = Re (⌃�⇡) = (1 � ✏H)
k
3

2⇡2
⇥

1

a2
⇥

"
v
(R)

k

 
v
0(R)

k

aH
� v

(R)

k

!
+ v

(I)

k

 
v
0(I)
k

aH
� v

(I)

k

!# �����
k=�aH

(4.33)

⌃⇡⇡ = (1 � ✏H)
k
3

2⇡2
⇥

1

a2
⇥

2

4
 
v
0(R)

k

aH
� v

(R)

k

!2

+

 
v
0(I)
k

aH
� v

(I)

k

!2
3

5
�����
k=�aH

. (4.34)

As we mentioned earlier, the imaginary part of the off-diagonal term ⌃⇡� does not
correspond to a stochastic classical noise source [82], hence we only need consider its real part
in Eq. (4.33). The evolution of the absolute values of ⌃��, Re(⌃�⇡) and ⌃⇡⇡ for the potential
Eq. (4.28) are plotted in Fig. 6 for � = 0.01, while Fig. 7 shows the ratios between the
momentum-induced noise terms and the field noise, |Re(⌃�⇡)|/|⌃��| and |⌃⇡⇡|/|⌃��| around
the transition epoch. The transition leads to an enhancement of the momentum induced
noise terms relative to the field noise with ⌃⇡⇡ > |Re(⌃�⇡)| > ⌃��. This is followed by a
near-exponential fall of each ⌃ij during USR, since the slope of ⌃ij is almost constant during
this epoch. We see that |⌃⇡⇡|/|⌃��| & 3 ⇥ |Re(⌃�⇡)|/|⌃��|. At late times the noise matrix
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Full numerical solution

Features of analytic solution
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The resulting noise matrix elements, computed using Eqs. (4.42)-(4.44), are shown in
the right panel of Fig. 8. In order to compare our results with the numerical calculation in
Fig. 6, we choose ⌫1 = 1.52 and ⌫2 = 1.8. These values correspond to ⌘1 = �0.02 and ⌘2 = 3.3
respectively, to match the values of ⌘H during the SR-I and the near-USR epochs for the
modified KKLT potential with a Gaussian bump used for the numerical calculation in Fig. 6.

[AMG: I think we need to make it clearer which bits of this match the pure dS case and
which don’t.]

As in the pure dS case, immediately after the transition, when T . T1, the noise matrix
elements fall nearly-exponentially with ⌃ij ⇠ e

2ANe . The ratio ⌃�� : |Re(⌃�⇡)| : ⌃⇡⇡ is
approximately 1 : A : A

2 (where A ⌘ ⌘2 � ⌘1 = 3.32 from Eq. (4.38)), and nearly constant.
However, following this epoch the noise terms begin to rise and the hierarchy between the field
and momentum induced terms is reversed back to ⌃�� > |Re(⌃�⇡)| > ⌃⇡⇡. At sufficiently
late times, T ⌧ T1, the coefficient of the negative frequency solution C

L

2
becomes negligible,

and the behaviour of ⌃ij can be understood from the constant ⌫ expressions for the noise
terms, Eqs. (4.23)-(4.25). At late times, ⌃�� : |Re(⌃�⇡)| : ⌃⇡⇡ ! 1 :
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i.e. the values of ⌃ij are higher than their pre-transition counterparts in the SR-I phase. This
matches the behaviour of the numerically calculated noise matrix elements for the modified
KKLT potential with a Gaussian bump shown in Fig. 6.

The key results of our analytical calculations for an instantaneous transition are:

1. The expressions for the noise matrix elements in the pre-transition epoch are given by
Eqs. (4.23)-(4.25) with ⌫ = ⌫1, resulting in the ratios
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2. Immediately after the transition, ⌃ij / e
2ANe , and
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2
. (4.73)

3. At sufficiently late times, the noise terms are again given by Eqs.(4.23)-(4.25), but with
⌫ = ⌫2, yielding the ratios
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Pre transition epoch T � T1 with ⌫ = ⌫1

1
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The resulting noise matrix elements, computed using Eqs. (4.42)-(4.44), are shown in
the right panel of Fig. 8. In order to compare our results with the numerical calculation in
Fig. 6, we choose ⌫1 = 1.52 and ⌫2 = 1.8. These values correspond to ⌘1 = �0.02 and ⌘2 = 3.3
respectively, to match the values of ⌘H during the SR-I and the near-USR epochs for the
modified KKLT potential with a Gaussian bump used for the numerical calculation in Fig. 6.
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However, following this epoch the noise terms begin to rise and the hierarchy between the field
and momentum induced terms is reversed back to ⌃�� > |Re(⌃�⇡)| > ⌃⇡⇡. At sufficiently
late times, T ⌧ T1, the coefficient of the negative frequency solution C
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i.e. the values of ⌃ij are higher than their pre-transition counterparts in the SR-I phase. This
matches the behaviour of the numerically calculated noise matrix elements for the modified
KKLT potential with a Gaussian bump shown in Fig. 6.
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• But when power spectrum su�ciently amplified for an interesting abundance of PBHs, ⇡en ' ⇡cr ) yen ' 1.

1

• Then, both classical drift and stochastic di↵usion become important (at least initially during the entry
into the USR segment).

1

• Furthermore, the de Sitter approximations for the noise matrix elements might breakdown during the
transition into the USR phase [Ahmadi et al 2022] .

1

• Consequently, it becomes important to estimate the noise matrix elements more accurately.

1

In the rest of this paper, we carry out the first task of accurately computing the noise
matrix elements, first numerically in Sec. 4.2.1 for a potential with a slow-roll violating feature,
and then analytically in Sec. 4.2.2 for the case of instantaneous transitions between different
phases during inflation. We reserve the second task to an upcoming paper [77].

4 Noise matrix elements in stochastic inflation

In this section we calculate the expressions for the noise matrix elements ⌃ij , i.e. the correlators
of the field and momentum noise operators ⇠̂i = {⇠̂�, ⇠̂⇡}. We do this initially for standard
slow-roll inflation, and compare the estimates for ⌃ij computed using the pure de Sitter
approximation to those obtained using the slow-roll approximations.

The key equations that we use are the following: the definition of the noise operators,
Eq. (3.13), which along with a step-like k-space window function, Eq. (3.10), leads to the
noise correlators of Eq. (3.14), with the noise correlation matrix ⌃ij being given by Eq. (3.15).

It is important to note that these UV-noise mode functions are to be computed, not
at Hubble crossing, but at k = �aH, where they chronologically become part of the coarse-
grained IR field and momentum, and provide quantum kicks. Hence, in order to compute
the elements of the noise matrix ⌃ij , we need to compute the mode functions �ik

= {�k,⇡k}.
This can be done by solving the Mukhanov-Sasaki (MS) equation in terms of conformal time
⌧ defined in Eq. (2.9) 8
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with appropriate initial conditions. The expressions for the mode functions �ik
in the spatially

flat gauge9 are given by (see App. A)
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From Sec. 3.2, it is clear that in order to accurately compute the noise matrix elements
⌃ij appearing in the adjoint FPE, Eq. (3.19), we need to solve the MS equation as accurately

8
Note that depending upon the situation, the MS equation, Eq. (4.1), written in terms of the number of
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might be more useful. We note that in terms of N , the MS equation features a friction term, and both the terms

inside the square bracket evolve with time. However, in terms of conformal time, ⌧ , it is a simple harmonic

oscillator equation with time dependent mass terms (aH)�2
z
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/z, while the comoving mode frequency k is

fixed, which is why we choose to work with conformal time.
9
In this work we compute the mode functions {�k,⇡k}, and hence the noise matrix elements, ⌃ij , in the

spatially flat gauge, while the Langevin equations are written in the uniform-N gauge. This introduces small

corrections to the noise terms which we assume to be negligible [59]. We discuss this further in Sec. 5.
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as possible. For slow-roll inflation, all relevant scales were sub-Hubble at early times, and
hence we impose the Bunch-Davies [93] initial conditions
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We introduce a convenient new time variable, T , defined as

T = �k⌧ =
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. (4.6)

During quasi-dS expansion, the conformal time ⌧ runs from �1 to 0, so T runs from 1 to
0. Modes undergo Hubble-exit at T ⌘ k/(aH) = 1, and the sub- and super-Hubble regimes
correspond to T � 1 and T ⌧ 1 respectively.

In terms of T the MS equation, Eq. (4.1), takes the form
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For slow-roll inflation, ⌫2 is greater than or equal to 9/4 at early times and increases mono-
tonically towards the end of inflation. In the limit where ⌫ is a constant, the MS Eq. (4.7)
can be converted to a Bessel equation as shown in App. B. In what follows, we start with
the computation of the noise-matrix elements for the case of featureless slow-roll potentials,
before proceeding to discuss the case of potentials possessing a slow-roll violating feature.

4.1 Featureless potentials

In the case of a featureless potential for which slow roll is a good approximation up until
the end of inflation, the effective mass term (aH)�2

z
00
/z in the MS Eq. (4.1) is almost a

constant and evolves monotonically. Hence the MS Eq. (4.7) can be solved analytically by
approximating ⌫ in Eq. (4.8) to be a constant.

Let us first demonstrate this calculation for the case of the pure de Sitter limit which is
usually employed in the computation of noise matrices in the stochastic formalism. In the pure
dS limit, both ✏H , ⌘H = 0, leading to z
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/z = 2a2H2 and ⌫

2 = 9/4. Since a(⌧) = �1/(H⌧) in
the pure dS approximation,
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and hence the MS Eq. (4.7) reduces to the familiar form
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For slow-roll inflation, ⌫2 � 9/4 at early times and
increases monotonically towards the end of inflation.

1



Case of Pure dS limit, both ✏H , ⌘H = 0, leading to z
00
/z = 2a2H2 and ⌫

2 = 9/4.
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Case of slow roll inflation where ✏H , ⌘H ⌧ 1, the slow-roll parameters but do not exactly vanish.
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For realistic SR potentials, ⌫ is roughly equal to 3/2 and evolves slowly and monotonically. We obtain
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Recalling the definition of T in Eq. (4.6) and the fact super-Hubble scales correspond to
k = �aH, hence T = �, it follows that the above expressions demonstrate that all three
noise terms scale as ⌃ij / �

2(�⌫+3/2) on super-Hubble scales. This is in contrast to the
pure dS limit where the three noise terms in Eqs. (4.17)-(4.19) behave differently, namely,
⌃�� = const., ⌃�⇡ / �

2 and ⌃⇡⇡ / �
4. Hence, during SR inflation for which ⌫ ' 3/2, even

though the momentum-induced noise terms ⌃�⇡ and ⌃⇡⇡ are small compared to the field
noise ⌃��, they may not be negligible, depending upon the value of (⌫ � 3/2). As mentioned
previously, for most slow-roll potentials, ⌫ evolves slowly and monotonically. The numerically
determined noise matrix elements, ⌃ij , are shown in Fig. 4 for an example asymptotically flat
SR potential, which we choose to be the D-Brane KKLT potential [94–97] which has the form

V (�) = V0

�
2

M2 + �2
, (4.26)

where M is the mass scale in the KKLT model which we have chosen to be M = 0.5mp. We
have chosen � = 0.01 as is the standard practice (see Ref. [82]). We notice that the momentum
induced noise terms ⌃�⇡ and ⌃⇡⇡ are much higher than their corresponding values in the
pure de Sitter limit. In particular, we find the ratio of ⌃�� : |Re(⌃�⇡)| : ⌃⇡⇡ to be about
1 : 10�2 : 10�4 for large Ne as opposed to the de Sitter analytic estimate of 1 : 10�4 : 10�8.
Additionally, the momentum induced noise terms scale approximately in the same way as
the field noise ⌃�� in accordance with Eqs. (4.23)-(4.25) at early times during inflation when
⌫ ' const.. Towards the end of inflation, since ⌫ starts to evolve faster, our aforementioned
analytical results based on ⌫ ' const. are no longer applicable.

4.2 Potentials with a slow-roll violating feature

Potentials possessing a feature that generates large, PBH-forming, perturbations, typically
exhibit slow-roll violation, during which the quasi-dS approximation is still valid (✏H ⌧ 1),
while ⌘H � 1 (see Ref. [79]). In particular, ⌘H ' 3 during an ultra slow-roll phase as discussed
in Sec. 2. From Eq. (4.3), the expression for the effective mass term z

00
/z under the quasi-dS

approximation becomes

1

(aH)2
z
00

z
' 2 � 3 ⌘H + ⌘

2

H + ⌧
d⌘H
d⌧

. (4.27)

In this case, the inflationary dynamics undergoes transitions between a number of phases
driven by the behaviour of ⌘H . In single field models in which perturbations grow sufficiently
to produce an interesting abundance of PBHs, the inflaton typically undergoes two important
transitions (see Ref. [98]). The first transition T-I occurs from the CMB scale SR-I to a near-
USR phase, followed by a second transition T-II, from the near-USR phase to the subsequent
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And on superhorizon scales: Note, the hierarchy of noise 
terms no longer necessarily 
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Figure 4: The numerically determined noise matrix elements for the slow-roll D-brane KKLT
potential given in Eq. (4.26) for M = 0.5mp, in the absence of any features with � = 0.01,
as a function of number of e-foldings from the end of inflation Ne: from top to bottom |⌃��|,
|Re(⌃�⇡)| and |⌃⇡⇡| blue, green and purple lines respectively. We find significant differences
between the numerical calculation and the analytical estimation under the assumption of a
de Sitter expansion, Eqs. (4.17)-(4.19), in which case the ratio of ⌃�� : |Re(⌃�⇡)| : ⌃⇡⇡ is
1 : 10�4 : 10�8.

where H
(1)

⌫ (T ) is the Hankel function of the first kind. For ⌫ 6= 3/2, using the expression for
the super-Hubble limit of the Hankel function11 given in Eq. (B.8), we obtain expressions for
the field and momentum mode functions

�k(T ) = e
i(⌫� 1

2)
⇡

2 2⌫�
3
2

�(⌫)

�(3/2)

H
p

2 k3
T
�⌫+

3
2 , (4.21)

⇡k(T ) = �e
i(⌫� 1

2)
⇡

2 2⌫�
3
2
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�(3/2)

H
p

2 k3

✓
�⌫ +

3

2

◆
T
�⌫+

3
2 , (4.22)

which leads to the following expressions for the noise matrix elements ⌃ij on super-Hubble
11

Expressions for ⌃ij which are valid for any value of ⌫ in the super-Hubble limit T ⌧ 1 are provided in

App. C.

– 18 –

For D-brane KKLT type potential

V (�) = V0
�2

M2 + �2

we find for large Ne, ⌃�� : |Re(⌃�⇡)| : ⌃⇡⇡ = 1 : 10�2 : 10�4 unlike de Sitter case.

1



Case of potentials with a slow-roll violating feature, like USR with ✏H ⌧ 1, while ⌘H � 1
Dynamics undergoes number of phases driven by ⌘H . We now have :

1

(aH)2
z
00

z
' 2� 3 ⌘H + ⌘

2
H
+ ⌧

d⌘H
d⌧

1

Specific example, a modified KKLT potential with an additional tiny Gaussian bump-like feature [Mishra et
al 2019]:

Vb(�) = V0
�2

M2 + �2


1 +A exp

✓
� 1

2

(�� �0)2

�̃2

◆�
,

where A, �̃ and �0 represent the height, width and position of the bump respectively.

1

second slow-roll phase, SR-II, before the end of inflation. For some class of features (see
Refs. [98, 99]), the second transition T-II also leads to an intermediate constant-roll (CR)
phase [100] during which ⌘H is negative, almost constant, and of order unity.

As a specific example, we consider a modified KKLT potential with an additional tiny
Gaussian bump-like feature [101]:

Vb(�) = V0

�
2

M2 + �2


1 +A exp

✓
�
1

2

(� � �0)2

�̃2

◆�
, (4.28)

where A, �̃ and �0 represent the height, width and position of the bump respectively. The
evolution of ⌘H and z

00
/z for this potential is shown in Fig. 5. We have fixed M = 0.5mp,

and taken the bump parameters to be A = 1.87 ⇥ 10�3, �̃ = 1.993 ⇥ 10�2 and �0 = 2.005mp.
This leads to an amplification of the scalar power-spectrum, P⇣ , by a factor of 107 relative
to its value on CMB scales.

5 10 15 20 25 30 35 40 45

Number of e-folds Ne

�4

�2

0

2

4

6

(a
H

)�
2

z
�� /

z

USR

SR-II SR-I

CR

�H
�

1
aH

�2 z��

z

Figure 5: Evolution of the effective mass term (1/aH)2z00/z in the Mukhanov-Sasaki equation
Eq. (4.1) (solid green curve) and ⌘H (dashed blue curve) for the modified KKLT potential
featuring a tiny Gaussian bump as given in Eq. (4.28). The black-dashed line is (1/aH)2z00/z
for a de Sitter expansion (Eq. 4.8), namely ⌫ = 3/2. In the modified KKLT case, (1/aH)2z00/z
makes a sharp yet smooth dip around the transition from the CMB scale SR-I to the subsequent
near-USR phase, after which it remains almost constant throughout the USR and constant-roll
(CR) phases (but with ⌫ > 3/2), until the inflaton enters into another slow-roll phase, SR-II,
before the end of inflation. The corresponding noise matrix elements associated with this
potential are shown in Fig. 6.

The inflationary dynamics in this case display the aforementioned three key phases,
namely SR-I, USR and CR with ⌘H making sharp (yet smooth) transitions between them, as
shown by the dashed blue curve in Fig. 5. However, during the second transition from USR to
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Fixed M = 0.5mp, and bump parameters to be A = 1.87⇥ 10�3, �̃ = 1.993⇥ 10�2 and �0 = 2.005mp.

1

Gives amplification of the scalar power-spectrum, P⇣ , by a factor of 107 relative to its value on CMB scales.

1
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Figure 6: The numerically determined noise matrix elements, ⌃ij , for the modified KKLT
potential Eq. (4.28), with � = 0.01, leading to a realistic smooth transition from SR-I to
USR. (Note that the plot shows the behaviour of ⌃ij only in the vicinity of the USR regime.)
The transition leads to an enhancement of the momentum induced noise terms, ⌃�⇡ and ⌃⇡⇡,
relative to the field noise, ⌃��, in the USR epoch.

Substituting Eqs. (4.29)-(4.31) into Eq. (3.15), we derive the following compact expres-
sions for the noise matrix elements ⌃ij

⌃�� = (1 � ✏H)
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Re (⌃⇡�) = Re (⌃�⇡) = (1 � ✏H)
k
3

2⇡2
⇥

1

a2
⇥

"
v
(R)

k

 
v
0(R)

k

aH
� v

(R)

k

!
+ v

(I)

k

 
v
0(I)
k

aH
� v

(I)

k

!# �����
k=�aH

(4.33)

⌃⇡⇡ = (1 � ✏H)
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. (4.34)

As we mentioned earlier, the imaginary part of the off-diagonal term ⌃⇡� does not
correspond to a stochastic classical noise source [82], hence we only need consider its real part
in Eq. (4.33). The evolution of the absolute values of ⌃��, Re(⌃�⇡) and ⌃⇡⇡ for the potential
Eq. (4.28) are plotted in Fig. 6 for � = 0.01, while Fig. 7 shows the ratios between the
momentum-induced noise terms and the field noise, |Re(⌃�⇡)|/|⌃��| and |⌃⇡⇡|/|⌃��| around
the transition epoch. The transition leads to an enhancement of the momentum induced
noise terms relative to the field noise with ⌃⇡⇡ > |Re(⌃�⇡)| > ⌃��. This is followed by a
near-exponential fall of each ⌃ij during USR, since the slope of ⌃ij is almost constant during
this epoch. We see that |⌃⇡⇡|/|⌃��| & 3 ⇥ |Re(⌃�⇡)|/|⌃��|. At late times the noise matrix
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Numerical noise matrix elements, ⌃ij - note the switching of dominant terms during USR

1

elements begin to rise again and asymptote to constant values, and the hierarchy between the
noise terms gets reversed back to ⌃⇡⇡ < |Re(⌃�⇡)| < ⌃��. We also notice that asymptotic
value of each ⌃ij at late times is greater than its corresponding value in the SR-I phase.
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Figure 7: The ratios of the momentum-induced noise terms and the field noise,
|Re(⌃�⇡)|/|⌃��| in green and |⌃⇡⇡|/|⌃��| in purple, with � = 0.01, for the potential Eq. (4.28)
with a tiny Gaussian bump as a function of Ne around the SR-I to USR transition. The
transition from SR-I to USR leads to an enhancement of the momentum induced noise terms,
⌃�⇡ and ⌃⇡⇡, relative to the field noise, ⌃��, in the USR epoch.

From Figs. 6 and 7, we conclude that the noise matrix elements for a potential with a
PBH forming feature evolve in a more complicated way than for pure de Sitter or pure slow-roll.
We next show that the various interesting features induced by the transition from SR-I to USR,
that we discussed above, can be understood by making appropriate analytical approximations.
In the following subsection, we compute the noise matrix elements analytically by assuming
the transition T-I from SR-I to USR to be instantaneous.

4.2.2 Analytical treatment for instantaneous transitions

In order to compute ⌃ij analytically, we consider an approach which captures the key fea-
tures of the full numerical evolution, namely solving the MS Eq. (4.7) under the following
assumptions.

1. We assume the second slow-roll parameter ⌘H to be a piece-wise constant function which
makes an instantaneous (yet finite) transition, ⌘H : ⌘1 ! ⌘2 at time ⌧ = ⌧1, given by

⌘H(⌧) = ⌘1 + (⌘2 � ⌘1) ⇥(⌧ � ⌧1) , (4.35)
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Noise ratios in the SR-1 to USR region
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Fixed M = 0.5mp, and bump parameters to be A = 1.87⇥ 10�3, �̃ = 1.993⇥ 10�2 and �0 = 2.005mp.

1

Gives amplification of the scalar power-spectrum, P⇣ , by a factor of 107 relative to its value on CMB scales.

1

In reality — noise terms are more interesting !



Outstanding steps to calculate the PBH mass fraction

1

for some of the earlier attempts in this direction, while for a more concrete analysis beyond
slow-roll, see Ref. [63], and for state-of-the-art numerical simulations, relevant for determining
the PDF of primordial fluctuations, see Refs. [64, 68, 69, 72].

There is also an analytically concrete way to study this system, using the first-passage
time analysis which involves making a transition from the Langevin equations to an equivalent
second order partial differential Fokker-Planck equation (FPE) [40, 43, 88, 89], that describes
the time evolution of the PDF of the stochastic variables {�,⇧}, subject to appropriate
boundary conditions. Given our primary interest in computing the full PDF P [⇣] for PBH
formation, we take this route following Refs. [54, 57, 67].

The FPE corresponding to the Langevin equation, Eq. (3.11), takes the form

@

@N
P (�i;N) = LFP(�i) . P (�i;N) , (3.16)

where LFP(�i) is the second-order Fokker-Planck differential operator and P (�i;N) is the
probability density function of the stochastic process that is related to the probability of
finding the phase-space variables at a given value �i = {�,⇧} at some time N . However
such a quantity is not of primary concern to us since we are not interested in studying the
phase-space dynamics of the inflaton6. Rather, we are interested in finding the probability
distribution P�i

(N ) of the number of e-folds N . Note the important difference between
our time variable N and the stochastic variable N . N denotes the background expansion
of the Universe, while N is the number of e-folds of expansion obtained from the Langevin
equations with fixed boundary conditions in the IR field space, �en and �ex. The coarse-
grained curvature perturbation ⇣cg is related to the stochastic number of e-folds N via the
stochastic �N formalism [46, 54, 57, 67]

⇣cg ⌘ ⇣(�i) = N � hN (�i)i , (3.17)

with
hN (�i)i =

Z 1

0

N P�i
(N ) dN , (3.18)

where the PDF P�i
(N ) of the number of e-folds satisfies the adjoint FPE which we discuss

below in Sec. 3.2. Note that N (�i) and P�i
(N ) correspond to N (�,⇧) and P(�,⇧)(N )

respectively.

3.2 Adjoint Fokker-Planck equation and first-passage time analysis

The adjoint FPE for the PDF P�i
(N ) corresponding to the general Langevin equation,

Eq. (3.11), is given by

@

@N
P�i

(N ) =


Di

@

@�i

+
1

2
⌃ij

@
2

@�i@�j

�
P�i

(N ) . (3.19)

Our primary goal is to solve Eq. (3.19), with appropriate boundary conditions for �i ⌘

{�,⇧} in order to compute the PDF P�i
(N ) ⌘ P�,⇧(N ). A physically well-motivated set of

boundary conditions includes an absorbing boundary at smaller field values �(A) closer to the
end of inflation and a reflecting boundary at a larger field value �

(R) closer to the CMB scale.
The PDF at the boundaries satisfies

6
This would have been our primary goal if we were studying the initial conditions for inflation, or exit from

eternal inflation to a SR classical regime [90, 91].
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Have calculated the stochastic noise matrix elements ⌃ij , for a sharp transition from SR to USR

1

Aim is to determine the PDF of the number of e-folds, P�,⇧(N ), by solving the adjoint Fokker-Planck eqn

1

Then calculate the mass fraction of PBHs �PBH.

1

Comparing Fig. 8 with Fig. 6, we see that the analytical treatment assuming an instan-
taneous transition between two constant values of ⌫, ⌫1 and ⌫2 (Case 2) captures most of the
asymptotic properties of ⌃ij for a potential with a PBH forming feature. This is in contrast
to the pure dS transition (Case 1) which was not able to capture the late-time asymptotes
accurately, due to the assumption that ⌫1 = ⌫2 = 3/2.

5 Outstanding steps to calculate the PBH mass fraction

In this Section we discuss what remains to be done to accurately calculate the PBH mass
fraction. In Sec. 5.1 we provide expressions for the primordial probability distribution of N ,
P�,⇧(N ), and the PBH mass fraction, �, in terms of quantities which can be calculated using
the Fokker-Plank Eq. and the noise terms that we have calculated. In Sec. 5.2 we discuss
the various complexities in the calculating the PBH mass fraction, in the stochastic inflation
framework and more generally.

5.1 Analytic expressions

In the preceding Sec. we accurately calculated the stochastic noise matrix elements ⌃ij , for
a sharp transition from SR to USR, using both analytical and numerical techniques. Our
ultimate aim is to determine the PDF of the number of e-folds, P�,⇧(N ), by solving the
adjoint Fokker-Planck Eq. (3.19) (using appropriate boundary conditions) and then calculate
the mass fraction of PBHs �PBH. While this will be the primary focus of our upcoming paper
[77], here we outline the key expressions required to compute the mass fraction.

The primordial probability distribution of N , which is the general solution to the adjoint
Fokker-Planck Eq. (3.19), can be written in the form

P�,⇧(N ) =
1X

n=0

Bn(�,⇧) e
�⇤n N

, (5.1)

where the exact form of Bn(�,⇧) has to be determined by imposing appropriate boundary
conditions and using the correct expressions for the noise matrix elements ⌃ij as determined
in Sec. 4. Using the above mathematical form for the primordial PDF, general expressions for
the moments of the number of e-folds, hN

m(�,⇧)i, (see Refs. [46, 62]) and the mass fraction
of PBHs, �(�,⇧), can be derived.

From the stochastic �N formalism, the coarse-grained comoving curvature perturbation
is given by

⇣cg ⌘ ⇣cg(�,⇧) = N � hN (�,⇧)i , (5.2)

where the average number of e-folds, hN (�,⇧)i, can be determined via

hN (�,⇧)i =

Z 1

0

dN N P�,⇧(N ) =
1X

n=0

Bn(�,⇧)

Z 1

0

dN N e
�⇤n N

,

which leads to

hN (�,⇧)i =
1X

n=0

Bn(�,⇧)

⇤2
n

. (5.3)
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Bn(�,⇧) to be determined from b.c. and expressions for ⌃ij

1

The PBH mass fraction can be estimated by integrating the probability distribution of the
coarse grained curvature perturbation, P (⇣cg), above the threshold for PBH formation, ⇣c.
The threshold for PBH formation in terms of the number of e-folds, Nc, is given by

Nc = ⇣c + hN (�,⇧)i = ⇣c +
1X

n=0

Bn(�,⇧)

⇤2
n

. (5.4)

and hence the PBH mass fraction is given by

�(�,⇧) ⌘

Z 1

⇣c

P (⇣cg) d⇣cg =

Z 1

⇣c+hN (�,⇧)i
P�,⇧(N ) dN , (5.5)

which leads to the final expression for the (non-Gaussian) PDF resulting from the stochastic
inflation formalism
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. (5.6)

This can be compared with the Gaussian PDF obtained for typical fluctuations in the pertur-
bative approach, �G(�,⇧)

�
G(�,⇧) '

�cg
p
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exp


�

⇣
2
c

2�2
cg

�
, (5.7)

with

�
2

cg(�,⇧) =

Z
ke

k(�,⇧)

dk

k
P⇣(k) .

To calculate the PBH mass fraction using Eq. (5.6) it is necessary to find the coefficients,
Bn(�,⇧), and the exponents, ⇤n, by solving the adjoint Fokker-Planck Eq. (3.19) using
the field and momentum induced noise terms in Sec. 4. While this task is reserved for our
upcoming paper, we expect that the sharp decline of the noise terms after the transition will
decrease the amount of quantum diffusion of the IR fields across the PBH-forming feature.
Therefore we expect the tail of the PDF to decline less rapidly than what is usually found
using the pure dS approximation without any transitions. Indeed such behaviour of the PDF
was found in Ref. [92] which focused on a sharp transition in pure dS space.

5.2 Complexities

In this subsection we overview the outstanding complexities in calculating the PBH mass
fraction.

*** AMG I’m not sure whether we want to keep the bullet points or not.
They have the advantage of delineating separate issues, but having such extensive
text under each one is somewhat unusual

• In the previous sub-section, we outlined how the PBH mass fraction can be calculated
using the PDF of the curvature perturbation obtained from the stochastic inflation
framework. The criterion for PBH formation is most accurately formulated in terms of
the non-linear density contrast �l, however, see e.g. Ref. [38, 39, 70]. Therefore for a
high-precision calculation the PDF of the density contrast is required.
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The PBH mass fraction can be estimated by integrating the probability distribution of the
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To calculate the PBH mass fraction using Eq. (5.6) it is necessary to find the coefficients,
Bn(�,⇧), and the exponents, ⇤n, by solving the adjoint Fokker-Planck Eq. (3.19) using
the field and momentum induced noise terms in Sec. 4. While this task is reserved for our
upcoming paper, we expect that the sharp decline of the noise terms after the transition will
decrease the amount of quantum diffusion of the IR fields across the PBH-forming feature.
Therefore we expect the tail of the PDF to decline less rapidly than what is usually found
using the pure dS approximation without any transitions. Indeed such behaviour of the PDF
was found in Ref. [92] which focused on a sharp transition in pure dS space.

5.2 Complexities

In this subsection we overview the outstanding complexities in calculating the PBH mass
fraction.

*** AMG I’m not sure whether we want to keep the bullet points or not.
They have the advantage of delineating separate issues, but having such extensive
text under each one is somewhat unusual

• In the previous sub-section, we outlined how the PBH mass fraction can be calculated
using the PDF of the curvature perturbation obtained from the stochastic inflation
framework. The criterion for PBH formation is most accurately formulated in terms of
the non-linear density contrast �l, however, see e.g. Ref. [38, 39, 70]. Therefore for a
high-precision calculation the PDF of the density contrast is required.
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The PBH mass fraction can be estimated by integrating the probability distribution of the
coarse grained curvature perturbation, P (⇣cg), above the threshold for PBH formation, ⇣c.
The threshold for PBH formation in terms of the number of e-folds, Nc, is given by

Nc = ⇣c + hN (�,⇧)i = ⇣c +
1X

n=0

Bn(�,⇧)

⇤2
n

. (5.4)

and hence the PBH mass fraction is given by

�(�,⇧) ⌘

Z 1

⇣c

P (⇣cg) d⇣cg =

Z 1

⇣c+hN (�,⇧)i
P�,⇧(N ) dN , (5.5)

which leads to the final expression for the (non-Gaussian) PDF resulting from the stochastic
inflation formalism
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"
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"
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1X
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##
. (5.6)

This can be compared with the Gaussian PDF obtained for typical fluctuations in the pertur-
bative approach, �G(�,⇧)

�
G(�,⇧) '

�cg
p
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exp


�

⇣
2
c

2�2
cg

�
, (5.7)

with

�
2

cg(�,⇧) =

Z
ke

k(�,⇧)

dk

k
P⇣(k) .

To calculate the PBH mass fraction using Eq. (5.6) it is necessary to find the coefficients,
Bn(�,⇧), and the exponents, ⇤n, by solving the adjoint Fokker-Planck Eq. (3.19) using
the field and momentum induced noise terms in Sec. 4. While this task is reserved for our
upcoming paper, we expect that the sharp decline of the noise terms after the transition will
decrease the amount of quantum diffusion of the IR fields across the PBH-forming feature.
Therefore we expect the tail of the PDF to decline less rapidly than what is usually found
using the pure dS approximation without any transitions. Indeed such behaviour of the PDF
was found in Ref. [92] which focused on a sharp transition in pure dS space.

5.2 Complexities

In this subsection we overview the outstanding complexities in calculating the PBH mass
fraction.

*** AMG I’m not sure whether we want to keep the bullet points or not.
They have the advantage of delineating separate issues, but having such extensive
text under each one is somewhat unusual

• In the previous sub-section, we outlined how the PBH mass fraction can be calculated
using the PDF of the curvature perturbation obtained from the stochastic inflation
framework. The criterion for PBH formation is most accurately formulated in terms of
the non-linear density contrast �l, however, see e.g. Ref. [38, 39, 70]. Therefore for a
high-precision calculation the PDF of the density contrast is required.
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Compare with Gaussian PDF for typical fluctuations
in the perturbative approach, �G(�,⇧)

1

Of course this might not be possible !



Why might a non-gaussian PDF of Primordial Fluctuations help with creating PBHs ?   
PBH Formation from Rare Peaks

Swagat Saurav Mishra, CAPT, Nottingham PBHs and Tail of PDF

We expect PBHs to form from rare peaks 

in the fluctuations in the density contrast 

PDF of Primordial Fluctuations P [⇣] = | [⇣]|2

Swagat Saurav Mishra, CAPT, Nottingham PBHs and Tail of PDF

For small fluctuations 
we expect the PDF to 

be Gaussian 

Non-Gaussian Tail of Primordial Fluctuations

Swagat Saurav Mishra, CAPT, Nottingham PBHs and Tail of PDF

But deviations from 
Gaussian for large 
fluctuations could 
increase the PDF 

enhancing the 
likelihood of forming 

PBHs

Credit: Swagat Mishra



What we know from Observations

Small scale power spectrum is not constrained!
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Observational Constraints on Power Spectrum - very little on small scales

Carr et al 2020; Green and Kavanagh 2020



Typical Power-spectrum
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Credit: Swagat Mishra

In terms of a power spectrum generated from inflation we require 



The Mechanism: PBH seeds from Inflation
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PBHs form due to the gravitational collapse of radiation and

matter upon the horizon re-entry of large fluctuations after

inflation. probing Small Scale Primordial Physics
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Credit: Swagat Mishra

PBH size fluctuations re-enter on different scales 



dEH(t) = a(t)
� ⇥

t

dt�

a(t�)

 

dp(t) = a(t)
� t

0

dt�

a(t�)

150

Horizons -- crucial concept in cosmology
a) Particle horizon: is the proper distance at time t that light could have 

travelled since the big bang (i.e. at which a=0). It is given by

b) Event horizon: is the proper distance at time t that light will be able to travel in the 
future:

Trodden and Carroll 03




