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Outline
✦LHC Performance: Four Machines in One

✦30,000 Feet Highlights:


๏ Standard Model Measurements

๏ Searches for New Physics


✦Conclusions: Quo Vadis?


✦ Disclaimer: these are selected highlights of a large number of LHC results, with clear 
personal bias: they tell a story, rather than simply make up a shopping list... Priority is given 
to the results with direct connection to astrophysics and cosmology themes. All the links 
are clickable!


✦ For a full physics analysis landscape at the LHC, please refer to:

๏ https://twiki.cern.ch/twiki/bin/view/ALICEpublic/ALICEPublicResults

๏ https://twiki.cern.ch/twiki/bin/view/AtlasPublic

๏ https://cms-results-search.web.cern.ch/

๏ https://lhcbproject.web.cern.ch/lhcbproject/Publications/LHCbProjectPublic/Summary_all.html


Dedication: I'd like to dedicate this talk to the memory of Peter Ware Higgs 
(29.05.29-08.04.24), whose transformative and groundbreaking ideas laid the foundation 
for the physics of the standard model and the very particle named after him
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The LHC  
Legacy 
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Telescopes vs. Microscopes
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δr ~ 1/E

Δθ = 1.22 λ/D
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Beautiful Instruments
5
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Spectacular Launches
6
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Deep Fields
7

Quantum vacuum texture

Hubble Deep Field Survey
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LHC - a Big Success!
✦ Nearly 300/fb of data have been delivered by the LHC in Runs 1-3 

(2010-2023), at a c.o.m. of 7-13.6 TeV, exceeding the integrated 
luminosity projections


✦ Over 90% of the delivered data are fully certified for physics analyses

✦ Several heavy-ion and proton-lead runs at various energies, augmented 

by the proton-proton reference data at the same energies

✦ Thank you, LHC, for spectacular running!
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Four Machines 
in One!
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The LHC Legacy
10

✦ The LHC has figuratively replaced three machines in one go:

๏ Tevatron (Higgs, BSM searches, top physics, and precision EW 

measurements)

๏ BaBar/Belle B factories (precision B physics)

๏ RHIC (heavy-ion physics)


✦ It also added one more machine:

๏ ɣɣ collider (LbL scattering, Breit-Wheeler processes, searches for ALPs)


✦ The LHC experiments in general, and ATLAS & CMS in particular, are 
very successful and productive in all these four areas


✦ Would not be possible without theoretical and phenomenological 
breakthroughs of the past decade:


๏ Higher-order calculations ("NLO revolution" → N3LO), modern Monte Carlo 
generators, reduced and better estimated PDF uncertainties


✦ Since it's impossible to cover all the aspects of this impressive program 
in one talk, I’ll present a few highlights of recent LHC results in Higgs 
physics, SM physics, flavor physics, heavy-ion physics, and the 
discovery program, somewhat geared to the topics of this workshop
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Challenge: Big Data
✦ The amount of data produced by each LHC 

experiment is truly enormous: ~10 PB/year

✦ It takes some time to fully calibrate and align the 

detectors, and then reconstruct the data with the 
best possible calibrations


✦ As a result, most of the results presented in these 
talk are based on Run 2 (2015-2018, 13 TeV, ~140/
fb) data


✦ First results from Run 3 dataset at 13.6 TeV started 
to appear!


✦ Overall, a very fast turn-around compared to earlier 
generations of HEP experiments!

11
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Publish or Perish!
✦ Nearly 1,300 papers submitted by each ATLAS and 

CMS; over 700 by LHCb, and nearly 500 by ALICE!

12
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ATLAS+CMS Physics Reports
✦ ATLAS and CMS just submitted several Phys. Rept. articles on various aspects of the program


๏ These are legacy Run 2 papers and a valuable resource on experimental techniques and results

✦ ATLAS:


๏ arXiv:2403.02455, The quest to discover supersymmetry at the ATLAS experiment

๏ arXiv:2403.09292, Exploration at the high-energy frontier: ATLAS Run 2 searches investigating the 

exotic jungle beyond the Standard Model

๏ arXiv:2404.05498, Characterising the Higgs boson with ATLAS data from Run 2 of the LHC

๏ arXiv:2404.06829, Electroweak, QCD and flavour physics studies with ATLAS data from Run 2 of the 

LHC

๏ arXiv:2404.10674, Climbing to the Top of the ATLAS 13 TeV data

๏ arXiv:2405.04914, ATLAS searches for additional scalars and exotic Higgs boson decays with the 

LHC Run 2 dataset

✦ CMS:


๏ arXiv:2403.01313, Review of top quark mass measurements in CMS

๏ arXiv:2403.16926, Searches for Higgs boson production through decays of heavy resonances

๏ arXiv:2403.16134, Enriching the physics program of the CMS experiment via data scouting and data 

parking

๏ arXiv:2405.10785, Overview of high-density QCD studies with the CMS experiment at the LHC

๏ arXiv:2405.13778, Dark sector searches with the CMS experiment

๏ arXiv:2405.17605, Review of searches for vector-like quarks, vector-like leptons, and heavy neutral 

leptons in proton-proton collisions at √s = 13 TeV at the CMS experiment

๏ arXiv:2405.18661, Stairway to discovery: a report on the CMS programme of cross section 

measurements from millibarns to femtobarns
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https://arxiv.org/pdf/2403.02455
https://arxiv.org/pdf/2403.09292
https://arxiv.org/pdf/2404.05498
https://arxiv.org/pdf/2404.06829
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https://arxiv.org/pdf/2405.10785
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https://arxiv.org/pdf/2405.18661
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Challenge: Pileup
✦ In ATLAS and CMS now a proton-proton event 

looks nearly as busy as a heavy-ion one!

✦ Average number of simultaneous interactions 

per bunch crossing (pileup, PU) is about 50 in 
the last two years


๏ This by far exceeds the original LHC design PU 
number of 20


✦ Developed sophisticated tools to mitigate the 
effects of the PU: particle-flow reconstruction, 
machine-learning techniques

14
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Challenge: Pileup
✦ In ATLAS and CMS now a proton-proton event 

looks nearly as busy as a heavy-ion one!

✦ Average number of simultaneous interactions 

per bunch crossing (pileup, PU) is about 50 in 
the last two years


๏ This by far exceeds the original LHC design PU 
number of 20


✦ Developed sophisticated tools to mitigate the 
effects of the PU: particle-flow reconstruction, 
machine-learning techniques

14 Proton-Proton 
Event in ATLAS

Heavy-Ion 
Event in CMS



Higgs Physics 
Highlights
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Higgs Factory
✦ LHC is the Higgs factory and the only  

place to study Higgs physics directly today

✦ At 13 TeV, the production cross section for the 

Higgs boson, dominated by gluon-gluon fusion, is ~50 pb

๏ 14M Higgs bosons delivered by the LHC in Run 2!

๏ By now ATLAS and CMS could have accumulated as many Higgs 

bosons as four LEP experiments accumulated Z bosons

๏ With the cross section @13.6 TeV of ~60 pb another 11M have 

been already delivered in Run 3!

✦ But: triggering is a big challenge:


๏ Most of gg → H(bb) events were never put on tape, which is how 
half of the Higgs bosons are produced and decay


✦ Need to pursue aggressive triggering strategies and go for 
lower cross section production mechanisms to observe all 
possible Higgs boson decays and couplings

16



 S
lid

e 
G

re
g 

La
nd

sb
er

g 
- R

ec
en

t L
H

C
 H

ig
hl

ig
ht

s 
- V

ul
ca

no
 2

02
4 

- I
sc

hi
a

Higgs Boson Cross Sections
✦ Inclusive and fiducial cross section in multiple production modes 

have been measured and broadly agree with the SM predictions

17

10.3 Fiducial cross section 27
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Figure 12: Result of the 2D likelihood scan for the µf ⌘ µggH, ttH,bbH,tH and µV ⌘ µVBF,VH
signal strength modifiers. The solid and dashed contours show the 68 and 95% CL regions,
respectively. The cross indicates the best fit value, and the diamond represents the expected
value for the SM Higgs boson.

Figure 13: The measured product of cross section times branching fraction for H ! ZZ decay
(sB)obs and the SM predictions (sB)SM for the stage 0 STXS production bins and the inclusive
measurement at mH = 125.38 GeV. Points with error bars represent measured values and
black dashed lines with gray uncertainty bands represent the SM predictions. In the bottom
panel ratios of the measured cross sections and the SM predictions are shown along with the
uncertainties for each of the bins and the inclusive measurement.

son mass mH = 125.38 GeV, while the branching fractions of the H boson to different final
states (4e, 4µ, 2e2µ) are free parameters in the fit. The systematic uncertainties described in
Section 9 are included in the form of NPs and the results are obtained using an asymptotic

CMS EPJC 81 (2021) 488

78 Page 16 of 34 Eur. Phys. J. C (2024) 84 :78
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Fig. 3 Values of the σ (pp → H) measurements from this and previ-
ous [119,120] ATLAS publications as a function of the pp centre-of-
mass energy. The SM predicted values and their uncertainties are shown
by the shaded band. The individual channel results are offset along the
x-axis for display purposes

The nuisance parameters associated with the position of the
signal mass peak do not show any significant pull.

The values of the total cross-section determined from
this analysis, and those from previously published ATLAS
studies [119,120], are shown in Fig. 3 as a function of the
pp centre-of-mass energy. The measurements at the new
centre-of-mass energy of 13.6 TeV are in good agreement
with the SM prediction.

7 Conclusion

The pp collision data recorded with the ATLAS detector at√
s = 13.6 TeV are used to derive the first measurement

of the H → γ γ and H → Z Z∗ → 4ℓ cross-sections
at this new LHC centre-of-mass energy, with corresponding
integrated luminosities of 31.4 and 29.0 fb−1, respectively.
The cross-section measurements are restricted to kinematic
phase spaces of the Higgs boson decay products that closely
match the selection criteria applied at detector level, and are
corrected for detector effects. The measured fiducial cross-
sections are σfid,γ γ = 76+14

−13 fb for the H → γ γ channel
and σfid,4ℓ = 2.80 ± 0.74 fb for the H → Z Z∗ → 4ℓ chan-
nels. They are in agreement with the corresponding Standard
Model predictions of 67.6 ± 3.7 fb and 3.67 ± 0.19 fb.

Assuming SM values for the acceptances and the branch-
ing fractions of the two channels, the fiducial measurements
are extrapolated to the full phase space, yielding total Higgs
boson production cross-sections σ (pp → H) = 67+12

−11 pb
and σ (pp → H) = 46 ± 12 pb at 13.6 TeV for the
H → γ γ and H → Z Z∗ → 4ℓ channels, respectively.
These measurements are combined into a measurement of
σ (pp → H) = 58.2 ± 8.7 pb, in agreement with the SM
prediction of σ (pp → H)SM = 59.9 ± 2.6 pb.
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Going Differential
✦ By now the number of recorded Higgs bosons is large enough to start 

measuring differential (and double-differential cross sections)

✦ Stress tests of higher-order theoretical calculations and parton shower 

generators

18
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Higgs Boson Couplings
✦ Couplings to third-generation fermions and EW bosons 

have been measured; first evidence for coupling to muons

19

62 | Nature | Vol 607 | 7 July 2022

Article

a reduction of not only statistical but also systematic uncertainties, as 
well as a more precise calibration of the calorimeters and alignment 
of the tracking detectors. During Run 2, approximately 8 million Higgs 
bosons were produced. Many more final states could be studied, as it 
was possible to separate the events by production mode and decay 
channel, as well as by kinematic properties; and differential distribu-
tions could be measured. Furthermore, improved analysis methods 
were deployed.

To enable comparison with the more precise experimental results, 
theoretical calculations have been carried out with commensurate 
improvements in accuracy36–39, involving higher orders in perturba-
tion theory.

The statistical procedure was developed in preparation for the search 
and discovery of the Higgs boson and has not changed much since 
then. It is based on building a combined likelihood from the various 
input channels (‘Statistical analysis’ in Methods). Parameter estimation 
and limit setting are performed using a profile likelihood technique 
with asymptotic approximation40, taking into account the full correla-
tion of the systematic uncertainties between individual channels and 
the years of data taking. The different channels included in the com-
bination correlate nuisance parameters related to the same underlying 
effect, such as the uncertainty in the theoretical prediction or the 
energy-scale uncertainty of the final-state objects. The inclusive signal 
strength (µ) combination has a total of O(10 )4  nuisance parameters. 
The references to the individual analyses presented in the next section 
each contain more details of the statistical procedure used for 

combining the several categories used, created according to various 
criteria, such as signal-to-background ratios, mass resolutions and 
multiplicities of physics objects.

Portrait of the Higgs boson
The portrait of the Higgs boson is defined by its production modes, via 
cross-sections, and its decay channels, via branching fractions. For the 
value of mass measured by CMS mH = 125.38 ± 0.14 GeV (ref. 41), these 
are given in Extended Data Table 139.

Production
The rate of production of Higgs bosons is given by the product of the 
instantaneous luminosity, measured in units of cm−2 s−1, and the 
cross-section, measured in units of cm2. For mH = 125.38 GeV, the total 
cross-section for the production of the SM Higgs boson at s = 13 TeV 
is 54 ± 2.6 pb (ref. 39). (A cross-section of 1 pb (picobarn) corresponds 
to an area of 10−36 cm2). This results in the production of one Higgs 
boson every second at an instantaneous luminosity of 2 × 1034 cm−2 s−1. 
The dominant production mode in the SM is ggH, where a pair of gluons, 
one from each of the incident protons, fuses, predominantly via a vir-
tual top quark quantum loop. This is depicted in Fig. 1a and represents 
87% of the total cross-section. The next most important production 
mode is vector boson fusion (VBF) depicted in Fig. 1b, where a quark 
from each of the protons radiates a virtual vector boson (W or Z), which 
then fuse together to make a Higgs boson. Other processes, with smaller 
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Fig. 2 | The agreement with the SM predictions for production modes and 
decay channels. Signal-strength parameters extracted for various production 
modes µi, assuming = ( )f f

SMB B  (left), and decay channels µf, assuming σi = (σi)SM 
(right). The thick and thin black lines indicate the 1-s.d. and 2-s.d. confidence 
intervals, respectively, with the systematic (syst) and statistical (stat) 
components of the 1-s.d. interval indicated by the red and blue bands, 

respectively. The vertical dashed line at unity represents the values of µi and µf 
in the SM. The covariance matrices of the fitted signal-strength parameters are 
shown in Extended Data Fig. 5. The P values with respect to the SM prediction 
are 3.1% and 30.1% for the left plot and the right plot, respectively. The P value 
corresponds to the probability that a result deviates as much, or more, from the 
SM prediction as the observed one.
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fraction measurements is required. The coupling fit presented here 
is performed within the κ framework53 with a set of parameters κ that 
affect the Higgs boson coupling strengths without altering any kin-
ematic distributions of a given process.

Within this framework, the cross-section times the branching frac-
tion for an individual measurement is parameterized in terms of the 
multiplicative coupling strength modifiers κ. A coupling strength 
modifier κp for a production or decay process via the coupling to a 
given particle p is defined as κ σ σ= /p p p

2 SM or κ Γ Γ= /p p p
2 SM, respectively, 

where Γp is the partial decay width into a pair of particles p. The param-
eterization takes into account that the total decay width depends on 
all decay modes included in the present measurements, as well as cur-
rently undetected or invisible, direct or indirect decays predicted by 
the standard model (such as those to gluons, light quarks or neutrinos) 
and the hypothetical decays into non-standard model particles. The 
decays to non-standard model particles are divided into decays to 
invisible particles and other decays that would be undetected owing 
to large backgrounds. The corresponding branching fractions for the 
two are denoted by Binv. and Bu., respectively.

In the following, three classes of models with progressively fewer 
assumptions about coupling strength modifiers are considered. Stand-
ard model values are assumed for the coupling strength modifiers of 
first-generation fermions, and the modifiers of the second-generation 
quarks are set to those of the third generation, except where κc is left 
free-floating in the fit. Owing to their small sizes, these couplings are 
not expected to noticeably affect any of the results. The ggF produc-
tion and the H → γγ and H → Zγ decays are loop-induced processes. 
They are either expressed in terms of the more fundamental coupling 
strength scale factors corresponding to the particles that contribute 
to the loop-induced processes in the standard model, or treated using 
effective coupling strength modifiers κg, κγ and κZγ, respectively. The 
latter scenario accounts for possible loop contributions from par-
ticles beyond the standard model. The small contribution from the 
loop-induced gg → ZH process is always parameterized in terms of the 
couplings to the corresponding standard model particles.

The first model tests one scale factor for the vector bosons, 
κV = κW = κZ, and a second, κF, which applies to all fermions. In general, 
the standard model prediction of κV = κF = 1 does not hold in extensions 
of the standard model. For example, the values of κV and κF would be 

less than 1 in models in which the Higgs boson is a composite particle. 
The effective couplings corresponding to the ggF, H → γγ and H → Zγ 
loop-induced processes are parameterized in terms of the fundamental 
standard model couplings. It is assumed that there are no invisible or 
undetected Higgs boson decays beyond the standard model, that is, 
Binv. = Bu. = 0. As only the relative sign between κV and κF is physical and 
a negative relative sign has been excluded with a high level of confi-
dence20, κV ≥ 0 and κF ≥ 0 are assumed. Figure 4 shows the results of a 
combined fit in the (κV, κF) plane. The best-fit values and their uncer-
tainties from the combined fit are κV = 1.035 ± 0.031 and κF = 0.95 ± 0.05, 
compatible with the standard model predictions. A relatively large 
positive correlation of 39% is observed between the two fit parameters, 
because some of the most sensitive input measurements involve the 
ggF production process (that is, via couplings to fermions) with sub-
sequent Higgs boson decays into vector bosons.

In the second class of models, the coupling strength modifiers for 
W, Z, t, b, c, τ and µ are treated independently. All modifiers are assumed 
to be positive. It is assumed that only standard model particles con-
tribute to the loop-induced processes, and modifications of the fermion 
and vector boson couplings are propagated through the loop calcula-
tions. Invisible or undetected non-standard model Higgs boson decays 
are not considered. These models enable testing of the predicted scal-
ing of the couplings of the Higgs boson to the standard model particles 
as a function of their mass using the reduced coupling strength mod-
ifiers κ g κ m/2vev = ( /vev)V V V V  for weak bosons with a mass mV and 
κFgF = κFmF/vev for fermions with a mass mF, where gV and gF are the 
corresponding absolute coupling strengths and ‘vev’ is the vacuum 
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Fig. 4 | Negative log-likelihood contours corresponding to 68% and 95% CL 
in the (κV, κF) plane. The data are obtained from a combined fit assuming no 
contributions from invisible or undetected non-standard model Higgs boson 
decays. The p value for compatibility of the combined measurement and the 
standard model (SM) prediction is 14%. Data are from ATLAS Run 2.
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Fig. 5 | Reduced Higgs boson coupling strength modifiers and their 
uncertainties. They are defined as κFmF/vev for fermions (F = t, b, τ, µ) and 

κ m /vevV V  for vector bosons as a function of their masses mF and mV. Two fit 
scenarios with κc = κt (coloured circle markers), or κc left free-floating in the fit 
(grey cross markers) are shown. Loop-induced processes are assumed to have 
the standard model (SM) structure, and Higgs boson decays to non-SM particles 
are not allowed. The vertical bar on each point denotes the 68% confidence 
interval. The p values for compatibility of the combined measurement and the 
SM prediction are 56% and 65% for the respective scenarios. The lower panel 
shows the values of the coupling strength modifiers. The grey arrow points in 
the direction of the best-fit value and the corresponding grey uncertainty bar 
extends beyond the lower panel range. Data are from ATLAS Run 2.
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Exploring Higgs Potential
✦ One of the most important couplings is a Higgs boson self-coupling, λ

✦ Directly affects the shape of the Higgs potential, with implications for both 

early and late universe (e.g., EW vacuum stability)

✦ Depends on λ (or, in the SM, mH= ), mt, and 𝛼s


✦ Important to precisely measure all these parameters, including λ, to test the 
predictions of the Higgs mechanism

2λv
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Figure 5. Regions of absolute stability, meta-stability and instability of the SM vacuum in the
Mt–Mh plane. Right : zoom in the region of the preferred experimental range of Mh and Mt (the
gray areas denote the allowed region at 1, 2, and 3�). The three boundaries lines correspond to
↵s(MZ) = 0.1184± 0.0007, and the grading of the colors indicates the size of the theoretical error.
The dotted contour-lines show the instability scale ⇤ in GeV assuming ↵s(MZ) = 0.1184.

Type of error Estimate of the error Impact on Mh

Mt Experimental uncertainty in Mt ±1.4GeV

↵s Experimental uncertainty in ↵s ±0.5GeV

Experiment Total combined in quadrature ±1.5GeV

� Scale variation in � ±0.7GeV

yt O(⇤QCD) correction to Mt ±0.6GeV

yt QCD threshold at 4 loops ±0.3GeV

RGE EW at 3 loops + QCD at 4 loops ±0.2GeV

Theory Total combined in quadrature ±1.0GeV

Table 1. Dominant sources of experimental and theoretical errors in the computation of the SM
stability bound on the Higgs mass, eq. (1.2).

plot illustrates the remarkable coincidence for which the SM appears to live right at the

border between the stability and instability regions. As can be inferred from the right plot,

which zooms into the relevant region, there is significant preference for meta-stability of

the SM potential. By taking into account all uncertainties, we find that the stability region

is disfavored by present data by 2�. For Mh < 126GeV, stability up to the Planck mass is

excluded at 98% C.L. (one sided).

The dominant uncertainties in the evaluation of the minimum Mh value ensuring abso-

lute vacuum stability within the SM are summarized in table 1. The dominant uncertainty

is experimental and comes mostly from the measurement of Mt. Although experiments at

the LHC are expected to improve the determination of Mt, the error on the top mass will

remain as the largest source of uncertainty. If no new physics other than the Higgs boson

is discovered at the LHC, the peculiarity of having found that the SM parameters lie at

the critical border between stability and metastability regions provides a valid motivation

for improved top quark mass measurements, possibly at a linear collider.

The dominant theoretical uncertainty, while reduced by about a factor of 3 with the

present work, is still related to threshold corrections to the Higgs coupling � at the weak

– 16 –

Bai et al. JHEP 07 (2021) 225

https://link.springer.com/article/10.1007/JHEP08(2012)098
https://link.springer.com/content/pdf/10.1007/JHEP07(2021)225.pdf
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Exploring Higgs Potential
✦ One of the most important couplings is a Higgs boson self-coupling, λ

✦ Directly affects the shape of the Higgs potential, with implications for both 

early and late universe (e.g., EW vacuum stability)

✦ Depends on λ (or, in the SM, mH= ), mt, and 𝛼s


✦ Important to precisely measure all these parameters, including λ, to test the 
predictions of the Higgs mechanism

2λv

20

Bai et al. JHEP 07 (2021) 225

J. Ellis, CERN Courier 62 (2022) 59

https://link.springer.com/content/pdf/10.1007/JHEP07(2021)225.pdf
http://CERN%20Courier%2062%20(2022)%2059
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Higgs Boson Mass (and Width)
✦ New, more precise measurements of the Higgs boson mass by ATLAS and 

CMS, with sub-permille precision per experiment achieved!

✦ The two experiments also measured the Higgs boson width by combining 

on-shell and off-shell production of H(ZZ) with 

๏ ΓH = 3.2+2.4-1.7 MeV [CMS, Nat. Phys. 18 (2022) 1329]

๏ ΓH = 4.5+3.3-2.4 MeV [ATLAS, PLB 846 (2023) 138223]


✦ Measurements are in agreement with the SM prediction of ΓH = 4.1 MeV


✦

21
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Figure 1: Value of �2 ln⇤ as a function of <� for (left) � ! WW, � ! //⇤ ! 4✓ channels and their combination
(magenta, cyan and green, respectively) using Run 2 data only and for (right) Run 1, Run 2 and their combination
(red, green and black, respectively). The dashed lines show the statistical component of the uncertainty. The 1f (2f)
confidence interval is indicated by the intersections of the horizontal line at 1 (4) with the log-likelihood curves.

ATLAS
Run 1:

p
s = 7-8 TeV, 25 fb°1, Run 2:

p
s = 13 TeV, 140 fb°1
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Figure 2: Summary of <� measurements from the individual � ! WW and � ! //⇤ ! 4✓ channels and their
combination presented in this letter. The uncertainty bar on each point corresponds to the total uncertainty; the
horizontal shaded bands represent the statistical component of the uncertainties; the vertical red line and gray band
represent the combined result presented in this letter with its total uncertainty.
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Higgs Boson Mass (and Width)
✦ New, more precise measurements of the Higgs boson mass by ATLAS and 

CMS, with sub-permille precision per experiment achieved!

✦ The two experiments also measured the Higgs boson width by combining 

on-shell and off-shell production of H(ZZ) with 

๏ ΓH = 3.2+2.4-1.7 MeV [CMS, Nat. Phys. 18 (2022) 1329]

๏ ΓH = 4.5+3.3-2.4 MeV [ATLAS, PLB 846 (2023) 138223]


✦ Measurements are in agreement with the SM prediction of ΓH = 4.1 MeV


✦
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10. Results 21
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Figure 8: Observed profile likelihood projection on mH, split per final state and combined,
using N -2D

0
VXBS approach. Both statistical and systematic uncertainties have been considered.

122 124 126 128 130

PreliminaryCMS 

Total (Stat. Only)

 (13 TeV)-1: 138 fbRun 2
 (8 TeV)-1 (7 TeV) + 19.7 fb-1: 5.1 fbRun 1

µ4 ) GeV
-0.14
+0.14 (-0.15

+0.15124.90

4e ) GeV
-0.47
+0.49 (-0.51

+0.53124.70

µ2e2 ) GeV
-0.24
+0.25 (-0.26

+0.27125.50

2eµ2 ) GeV
-0.26
+0.27 (-0.27

+0.29125.20

Run 2 ) GeV
-0.11
+0.11 (-0.12

+0.12125.04

Run 1 ) GeV
-0.41
+0.43 (-0.45

+0.46125.60

Run 1 + Run 2 ) GeV
-0.10
+0.10 (-0.12

+0.12125.08

Total Stat. Only

 (GeV)Hm

Figure 9: Summary of the observed CMS H boson mass measurements using the four-lepton
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stands for the statistical uncertainty and the black error bars for the total uncertainty.
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Figure 2: Summary of <� measurements from the individual � ! WW and � ! //⇤ ! 4✓ channels and their
combination presented in this letter. The uncertainty bar on each point corresponds to the total uncertainty; the
horizontal shaded bands represent the statistical component of the uncertainties; the vertical red line and gray band
represent the combined result presented in this letter with its total uncertainty.
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Probing Self-Coupling
✦ Measurement of Higgs boson self-coupling λ is an ultimate goal of HL LHC

✦ The cross section is very low, due to large negative interference between the diagrams 

contributing to Higgs boson pair production

✦ Enormous progress has been achieved using ML b-tagging techniques and multivariate 

methods

✦ Current 95% CL limits on μ = σ/σSM for HH production are <2.9 (2.4) in ATLAS and  

<3.4 (2.5) in CMS [already exceeded early HL LHC projections![

22
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where σ is the production cross-section and B is the branching fraction. 
Perfect agreement with SM expectations would yield all µ equal to one.

A first test of compatibility is performed by fitting all data from pro-
duction modes and decay channels with a common signal-strength 
parameter, µ. At the time of discovery, the common µ was found 
to be 0.87 ± 0.23. The new combination of all the Run 2 data yields 
µ = 1.002 ± 0.057, in excellent agreement with the SM expectation. 
The uncertainties in the new measurement correspond to an improve-
ment by a factor of 4.5 in precision compared with what was achieved 
at the time of discovery. At present, the theoretical uncertainties in the 
signal prediction, and the experimental statistical and the systematic 
uncertainties separately contribute at a similar level, and they are 0.036, 
0.029 and 0.033, respectively.

Relaxing the assumption of a common signal-strength parameter, 
and introducing different µi and µf, our measurements are shown in 
Fig. 2. The production modes ggH, VBF, WH, ZH and ttH are all observed 
with a significance of 5 s.d. or larger.

The κ framework for coupling modifiers
BSM physics is expected to affect the production modes and decay 
channels in a correlated way if they are governed by similar interac-
tions. Any modification in the interaction between the Higgs boson 
and, for example, the W bosons and top quarks would affect not only 
the H → WW (Fig. 1g) or H → γγ (Fig. 1i,j) decay rates but also the pro-
duction cross-section for the ggH (Fig. 1a), WH (Fig. 1c) and VBF (Fig. 1b) 
modes. To probe such deviations from the predictions of the SM, the 
κ framework38 is used. The quantities, such as σi, Γ f and ΓH, computed 
from the corresponding SM predictions, are scaled by κi

2, as indicated 
by the vertex labels in Fig. 1. As an example, for the decay H → γγ pro-
ceeding via the loop processes of Fig. 1i,j, the branching fraction is 
proportional to κ γ

2 or κ κ(1.26 − 0.26 )W t
2. In the SM, all κ values are equal 

to one.

A first such fit to Higgs boson couplings introduces two parameters, 
κV and κf, scaling the Higgs boson couplings to massive gauge bosons 
and to fermions, respectively. With the limited dataset available at the 
time of discovery, such a fit provided first indications for the existence 
of both kinds of coupling. The sensitivity with the present data is much 
improved, and both coupling modifiers are measured to be in agree-
ment, within an uncertainty of 10%, with the predictions from the SM, 
as shown in Fig. 3 (left).

A second fit is performed to extract the coupling modifiers κ for the 
heavy gauge bosons (κW and κZ) and the fermions probed in the present 
analyses (κt, κb, κτ and κµ). Predictions for processes that in the SM occur 
via loops of intermediate virtual particles, for example, Higgs boson 
production via ggH, or Higgs boson decay to a pair of gluons, photons 
or Zγ, are computed in terms of the κi above. The result is shown in 
Fig. 3 (right), as a function of the mass of the probed particles. The 
remarkable agreement with the predictions of the BEH mechanism 
over three orders of magnitude of mass is a powerful test of the valid-
ity of the underlying physics. Statistical and systematic uncertainties 
contribute at the same level to all measurements, except for κµ, which 
still is dominated by the statistical uncertainty.

In extensions of the SM with new particles, the loop-induced pro-
cesses may receive additional contributions. A more general fit for 
deviations in the Higgs boson couplings can then be defined by intro-
ducing additional modifiers for the effective coupling of the Higgs 
boson to gluons (κg), photons (κγ) and Zγ (κZγ). The results for this fit 
are shown in Fig. 4 (left). Coupling modifiers are probed at a level of 
uncertainty of 10%, except for κb and κµ (about 20%) and κZγ (about 
40%), and all measured values are compatible with the SM expectations, 
to within 1.5 s.d. These measurements correspond to an increase in 
precision by a factor of about five compared with what was possible 
with the discovery dataset. Figure 4 (right) and Extended Data Fig. 8 
(left) illustrate the evolution of several κ measurements and their 
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Fig. 5 | Limits on the production of Higgs boson pairs and their time 
evolution. Left: the expected and observed limits on the ratio of experimentally 
estimated production cross-section and the expectation from the SM (σTheory) in 
searches using different final states and their combination. The search modes 
are ordered, from upper to lower, by their expected sensitivities from the least 

to the most sensitive. The overall combination of all searches is shown by the 
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different datasets: early LHC Run 2 data (35.9 fb−1), present results using full 
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If �� production is absent, the expected upper limit is 2.4 at 95% CL, and in the SM case the expected
upper limit is 3.4. The expected limit is improved by 17% with respect to the previous combination [4]:
13% from the improvements of the 11̄g+g�, 11̄WW and 11̄11̄ channels and an additional 4% from the
inclusion of the multilepton and 11̄✓✓ + ⇢miss

T channels. This analysis provides the best expected sensitivity
to the �� production cross-section to date. Figure 2 displays the limits from individual searches and their
combination1, highlighting the 11̄g+g� channel as the expected most sensitive in constraining `�� . The
?-value for the compatibility between the `�� measurements in individual searches and in the combination
is 16%. The observed and expected upper limits on fggF + VBF(��) from the combination are 86 fb
and 71 fb at 95% CL, respectively, derived excluding the theoretical uncertainties on the �� production
cross-section.

Figure 2: Observed and expected upper limits at the 95% CL on the signal strength for inclusive ggF and VBF
�� production from the 11̄g+g� , 11̄WW, 11̄11̄, multilepton and 11̄✓✓ + ⇢miss

T decay channels, and their statistical
combination. The <� is set at 125 GeV when deriving the predicted SM cross-section. The expected limit, along
with the associated error bands, is calculated under the assumption of no �� process and with all NPs profiled to the
observed data.

The self-coupling modifier ^_ is explored in the ggF and VBF �� production processes. Based on
the assumption that other Higgs boson couplings conform to the SM predictions, fitting the data yields
^_ = 3.8+2.1

�3.6, which is compatible with the SM prediction, with a ?-value of 53%. The expected value under
the SM assumption for ^_ is 1.0+4.7

�1.5. The observed (expected) constraints at 95% CL are �1.2 < ^_ < 7.2
(�1.6 < ^_ < 7.2), representing the best expected sensitivity to date to the Higgs boson self-coupling. The
values of the test statistic as a function of ^_ are shown in Figure 3(a), for the individual searches and
their combination, highlighting the 11̄WW channel as the most sensitive. Similarly, ^2+ is explored in the
VBF �� production process. Assuming the SM predictions of other Higgs boson couplings, the observed
(expected) value is ^2+ = 1.02+0.22

�0.23 (^2+ = 1.00+0.40
�0.36). The observed (expected) constraints at 95% CL are

0.57 < ^2+ < 1.48 (0.41 < ^2+ < 1.65). The values of the test statistic as a function of ^2+ are shown
in Figure 3(b), highlighting the 11̄11̄ analysis as the most sensitive, with a dominant contribution from
the boosted channel [26]. The deficit of the signal in this regime results in stronger constraints on ^2+

1 The test statistic and statistical uncertainties of the signal MC samples are updated in the 11̄✓✓ + ⇢miss
T result compared to

Ref. [30]
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Sensitivity to λ
✦ Because of the negative interference, sensitivity to λ is non-trivial


๏ Combination of single and double Higgs production 
 helps to constrain the self-coupling in a more 
model-independent way: 
and


๏ Here we focus on just HH analyses:

23

-1.2 < 𝜿λ < 7.2 @ 95% CL 
0.57 < 𝜿2V < 1.48 @ 95% CL
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Figure 2: Examples of one-loop _��� -dependent diagrams for (a) the Higgs boson self-energy, and for single-Higgs
production in the (b) ggF, (c) VBF, (d) +�, and (e) CC� modes. The self-coupling vertex is indicated by the filled
circle.

SM predictions corrected for the _���-dependent NLO EW effects. A framework for a global fit to
constrain the Higgs boson self-coupling and the other coupling modifiers ^< was proposed in Refs. [20,
21]; the model-dependent assumptions of this parameterisation are described in the same references. In the
current work, inclusive production cross-sections, decay branching ratios and differential cross-sections are
exploited to increase the sensitivity of the single-Higgs analyses to ^_ and ^<. The differential information
is encoded through the simplified template cross-section (STXS) framework described in Section III.3 of
Ref. [50]. The signal yield in a specific decay channel and STXS bin is then proportional to:

=signal
8, 5 (^_, ^<) / `8 (^_, ^<) ⇥ ` 5 (^_, ^<) ⇥ fSM,8 ⇥ BSM, 5 ⇥ (n ⇥ �)8 5 ,

where `8 and ` 5 describe respectively the multiplicative corrections to the expected SM Higgs boson
production cross-sections in an STXS bin (fSM,8) and each decay-channel branching ratio (BSM, 5 ) as a
function of the values of the Higgs boson self-coupling modifier ^_ and the LO-inspired modifiers ^<. The
(n ⇥ �)8 5 coefficients take into account the analysis efficiency times acceptance in each production and
decay mode.

The functional dependence of `8 (^_, ^<) and ` 5 (^_, ^<) on ^_ and ^< varies according to the production
mode, the decay channel and, more strongly for the +� and CC� production modes, on the STXS bin. A
detailed description of the cross-section and decay-rate dependence on ^_ is given in Refs. [51, 52]. The
STXS information from the VBF, ,�, /� and CC� production modes is exploited here to constrain ^_
and ^<. For the ggF production mode, only the inclusive cross-section dependence on ^_ is currently
available and it was used in this study, while the STXS bin dependence was not considered.
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-1.24 < 𝜿λ < 6.9 @ 95% CL 
0.67 < 𝜿2V < 1.38 @ 95% CL 
𝜿2V = 0 is excluded at 6.6σ!

11

the Higgs boson self-interaction coupling modifier kl is in the range �1.24 to 6.49, while the
quartic k2V coupling modifier is in the range 0.67 to 1.38. Figure 6 (right) shows that k2V = 0
is excluded, with a significance of 6.6 s.d., establishing the existence of the quartic coupling
VVHH depicted in Fig. 1n.
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Figure 6: Limits on the Higgs boson self-interaction and quartic coupling.
Combined expected and observed 95% CL upper limits on the HH production cross section for
different values of kl (left) and k2V (right), assuming the SM values for the modifiers of Higgs
boson couplings to top quarks and vector bosons. The green and yellow bands represent,
respectively, the 1 and 2 s.d. extensions beyond the expected limit; the red solid line (band)
shows the theoretical prediction for the HH production cross section (its 1 s.d. uncertainty).
The areas to the left and to the right of the hatched regions are excluded at 95% CL.

7 Current knowledge and future prospects
The discovery of the Higgs boson in 2012 completed the particle content of the standard model
(SM) of elementary particle physics, a theory that explains visible matter and its interactions in
exquisite detail. The completion of the SM spanned 60 years of theoretical and experimental
work. In the ten years following the discovery, great progress has been made in painting a
clearer portrait of the Higgs boson.

In this paper, the CMS Collaboration reports the most up-to-date combination of results on
the properties of the Higgs boson, based on data corresponding to an L of up to 138 fb�1,
recorded at 13 TeV. Many of its properties have been determined with accuracies better than
10%. All measurements made so far are found to be consistent with the expectations of the SM.
In particular, the overall signal strength parameter has been measured to be µ = 1.002 ± 0.057.
It has been shown that the Higgs boson directly couples to bottom quarks, tau leptons, and
muons, which had not been observed at the time of the discovery, and also proven that it is
indeed a scalar particle. The CMS experiment is approaching the sensitivity necessary to probe
Higgs boson couplings to charm quarks [74]. The observed (expected) 95% CL value for kc is
found to be 1.1 < |kc | < 5.5 (|kc | < 3.40), the most stringent result to date. Moreover, the recent
progress in searches for the pair production of Higgs bosons has allowed the setting of tight
constraints on the Higgs boson self-interaction strength, and the setting of limits on the Higgs
boson pair production cross section not much above twice the expected SM value.

Much evidence points to the fact that the SM is a low-energy approximation of a more compre-
hensive theory. In connection with the mechanism of spontaneous symmetry breaking, several
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than expected. To reduce model dependence, two-dimensional contours of �2 ln⇤ in the ^2+–^_ plane are
presented in Figure 3(c). The ?-value of the compatibility between the combined measurement and the
SM prediction is 78%.

(a) (b)

(c)

Figure 3: Expected values (dashed lines) of the test statistic (�2 ln⇤) as functions of (a) ^_ and (b) ^2+ . These results
are shown for the decay channels 11̄WW (purple), 11̄g+g� (green), multilepton (cyan), 11̄11̄ (blue) and 11̄✓✓ + ⇢miss

T
(brown), as well as their combination (black). The observed values from the combined data are depicted by solid
black lines. These results are computed with the assumption that all other Higgs boson couplings follow the SM
predictions. (c) Expected 95% CL constraints in the ^2+–^_ plane, derived from the decay channels and their
combination, are illustrated using dashed lines. The observed constraints from the combined dataset are depicted by
a solid black line. The SM prediction is marked by a star, and the combined best-fit value is indicated by a cross.

For the HEFT interpretation the three most sensitive �� decay channels, 11̄g+g�, 11̄WW and 11̄11̄, are
combined. The VBF �� process is ignored due to its minimal impact on 2⌘⌘⌘ (^_) compared to the
dominant ggF �� process. One-dimensional constraints are evaluated separately for the coefficients 266⌘⌘
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Top Quark Mass Measurement
✦ The most precise measurement of the top quark mass is currently 

from a recent Run 1 combination of ATLAS and CMS measurements: 
mt = 172.52 ± 0.33 GeV, with <2‰ precision

๏ The most precisely measured quark mass!

24

6

165 170 175 180 185
 [GeV]tm

ATLAS+CMS  = 7,8 TeVs

ATLAS+CMS combined
stat uncertainty
total uncertainty

 syst) [GeV]± stat ± total (± tmATLAS
  dilepton 7 TeV  1.31)± 0.54 ± 1.42 (±173.79 
  lepton+jets 7 TeV  1.04)± 0.75 ± 1.28 (±172.33 
  all-jets 7 TeV  1.21)± 1.35 ± 1.82 (±175.06 
  dilepton 8 TeV  0.74)± 0.41 ± 0.84 (±172.99 
  lepton+jets 8 TeV  0.82)± 0.39 ± 0.91 (±172.08 
  all-jets 8 TeV  1.02)± 0.55 ± 1.15 (±173.72 

CMS
  dilepton 7 TeV  1.52)± 0.43 ± 1.58 (±172.50 
  lepton+jets 7 TeV  0.97)± 0.43 ± 1.06 (±173.49 
  all-jets 7 TeV  1.23)± 0.69 ± 1.41 (±173.49 
  dilepton 8 TeV  0.94)± 0.18 ± 0.95 (±172.22 
  lepton+jets 8 TeV  0.45)± 0.16 ± 0.48 (±172.35 
  all-jets 8 TeV  0.57)± 0.25 ± 0.62 (±172.32 
  single top 8 TeV  0.93)± 0.77 ± 1.20 (±172.95 

 8 TeVψ  J/  0.94)± 3.00 ± 3.14 (±173.50 
  secondary vertex 8 TeV  1.11)± 0.20 ± 1.12 (±173.68 

  combined  0.41)± 0.25 ± 0.48 (±172.71 

  combined  0.39)± 0.14 ± 0.42 (±172.52 
WGtopLHCATLAS+CMS

  dilepton  0.51)± 0.29 ± 0.59 (±172.30 
  lepton+jets  0.32)± 0.17 ± 0.36 (±172.45 
  all-jets  0.36)± 0.26 ± 0.45 (±172.60 
  other  0.64)± 0.43 ± 0.77 (±173.53 
  combined  0.30)± 0.14 ± 0.33 (±172.52 

total

stat

Figure 1: Comparison of the individual mt measurements and the result of the mt combination.
Also shown are the separate combinations of each experiment and the result of the simultane-
ous combination for the different decay channels, where the “other” category covers the single
top, J/y, and secondary vertex measurements.

inates from including a more precise dilepton measurement at 8 TeV together with the single
top, secondary vertex, and J/y meson measurements, and from including the effect of anticor-
relations of the systematic uncertainties between the input measurements. It was verified that
performing the combinations with a likelihood-based approach [55] gives identical results.

The combination of all 15 input measurements gives

mt = 172.52 ± 0.14 (stat) ± 0.30 (syst) GeV,

which is compared with the input measurements in Fig. 1. The LHC combination has the same
statistical uncertainty as the CMS combination. This is because the figure of merit in BLUE is
the total uncertainty, and the statistical component is a consequence of the optimized weights
in the combination.

The combination achieves an improvement in the total mt uncertainty of 31% relative to the
most precise input measurement. The measurements with the largest weight in the combi-
nation are the CMS 8 TeV lepton+jets (0.34), dilepton (0.12), and all-jets (0.12) results, and the
ATLAS 8 TeV lepton+jets (0.17) and dilepton (0.16) measurements. The hierarchy of the weights
originates from the uncertainty of each measurement, as well as the correlation between mea-
surements. For example, the ATLAS 8 TeV lepton+jets measurement has a higher weight than
the corresponding dilepton measurement, despite having a larger uncertainty. This is because
of the smaller correlation with the precise CMS 8 TeV lepton+jets measurement. The combina-
tion shows good compatibility between the measurements, with c2 = 7.5 and a corresponding

A.6 Numerical details of the combination 17
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 = 7,8 TeVs

combination
Simultaneous

68% CL

95% CL

ATLAS

CMS

ATLAS+CMS
CMS
t = mATLAS

t = mLHC
tm

Figure A.1: The simultaneous extraction of the mt measured by ATLAS (mATLAS
t ) and CMS

(mCMS
t ) from a BLUE combination of the 15 input measurements is shown by the star. The solid

ellipses show the regions allowed at 68 and 95% confidence level (CL) by the combination
and are in good agreement with the expectation mATLAS

t = mCMS
t (shown by the black dashed

line). The observed correlation between mATLAS
t and mCMS

t is 0.15. The blue and red lines
and bands show the central values and 68% CL intervals for the individual ATLAS and CMS
combinations, which use the 6 ATLAS and 9 CMS measurements, respectively. In addition,
the central value of the LHC combination, mLHC

t , which assumes mLHC
t = mATLAS

t = mCMS
t , is

shown by the circular marker. The projection of the corresponding diagonal error bar on either
axis represents the total uncertainty mLHC

t .

Table A.1: BLUE weights of the simultaneous ATLAS and CMS combination for each input
measurement. The input measurements are the ATLAS and CMS 7 and 8 TeV mt measure-
ments in the dilepton (“dil”), lepton+jets (“lj”), and all-jets (“aj”) channels, and the CMS 8 TeV
mt measurements in the single top (“t”), secondary vertex (“vtx”), and J/y analysis (“J/y”).
The sum of the ATLAS weights in the CMS combined value is zero, and vice versa. The indi-
vidual weights, however, are different from zero due to the correlation between the different
experiments. The weights are rounded to two decimal places; when the full precision is used,
the weights for each of mATLAS

t and mCMS
t sum to one.

ATLAS CMS
2011 (7 TeV) 2012 (8 TeV) 2011 (7 TeV) 2012 (8 TeV)

dil lj aj dil lj aj dil lj aj dil lj aj t J/y vtx
mATLAS

t <0.01 +0.16 +0.04 +0.33 +0.36 +0.11 �0.05 �0.07 +0.03 +0.03 �0.11 +0.14 �0.03 +0.01 +0.05
mCMS

t �0.04 +0.01 �0.03 +0.04 +0.04 �0.02 �0.10 +0.02 +0.04 +0.18 +0.67 +0.10 �0.04 +0.01 +0.11

ATLAS & CMS arXiv:2402.08713

https://arxiv.org/pdf/2402.08713
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Strong Coupling Measurement
✦ Several new results from ATLAS and CMS, including ATLAS's novel 

N3LO extraction based on Z boson pT spectrum, which is as precise as 
2022 world average! [Submitted to Nature Physics.]


✦ The running of 𝛼S(Q) has been probed at the LHC over nearly 3 orders of 
magnitude in Q and agrees very well with the QCD NLO RGE evolution

25

1 10

0.9

1

1.1

R
at

io
 to

 p
os

t-f
it 

th
eo

ry

|y| < 0.4

1 10

0.9

1

1.1

R
at

io
 to

 p
os

t-f
it 

th
eo

ry

0.4 < |y| < 0.8

1 10

0.9

1

1.1
0.8 < |y| < 1.2

1 10

0.9

1

1.1
1.2 < |y| < 1.6

1 10

0.9

1

1.1
1.6 < |y| < 2.0

1 10

0.9

1

1.1
2.0 < |y| < 2.4

1 10
 [GeV]

T
p

0.8

1

1.2 2.4 < |y| < 2.8

1 10
 [GeV]

T
p

0.6

0.8

1

1.2

1.4 2.8 < |y| < 3.6

ATLAS

 Z→pp 
-1 = 8 TeV, 20.2 fbs

Data
Post-fit
PDF unc.

 Theory unc.⊕PDF 
 0.002±) 

Z
 (msα

(a)

0.115 0.120 0.125 0.130
)

Z
(msα

ATLAS ATEEC 0.1185 ± 0.0021
CMS jets 0.1170 ± 0.0019
H1 jets 0.1147 ± 0.0025
HERA jets 0.1178 ± 0.0026

 inclusivetCMS t 0.1145 ± 0.0034
 inclusivetTevatron+LHC t 0.1177 ± 0.0034

T
CDF Z p 0.1191 ± 0.0015
Tevatron+LHC W, Z inclusive 0.1188 ± 0.0016

2 decays and low Qτ 0.1178 ± 0.0019
 bound statesQQ 0.1181 ± 0.0037

PDF fits 0.1162 ± 0.0020
 jets and shapes-e+e 0.1171 ± 0.0031

Electroweak fit 0.1208 ± 0.0028
Lattice 0.1184 ± 0.0008
World average 0.1179 ± 0.0009

 8 TeV
T

ATLAS Z p 0.1183 ± 0.0009

Hadron Colliders
Category Averages PDG 2022
Lattice Average FLAG 2021
World Average PDG 2022

 8 TeV
T

ATLAS Z p

ATLAS

(b)

Figure 43: (a) Ratios of the measured double-differential cross-sections to the post-fit predictions, both as functions
of the transverse momentum and rapidity of the / boson. The dependency on Us is indicated. (b) Comparison of the
determination of Us (</ ) from the / boson transverse-momentum distribution with other determinations at hadron
colliders, the PDG category averages, the lattice QCD determination and with the PDG world average [236].

boson. Figure 43(a), shows the post-fit ratios of the double-differential cross-sections to predictions. The
resulting value is Us(</ ) = 0.1183 ± 0.0009, where the largest contributions to the uncertainty are from
experimental effects, PDFs, residual theory uncertainties from scale choices and heavy-quark contributions.
Figure 43(b) presents this result together with other determinations of Us. This result is the most precise
experimental determination of Us(</ ) achieved so far.

12.3 Measurement of the ` boson invisible width

Part of the Run 2 data sample is used to perform a direct measurement of the invisible / width
�(/ ! inv) [245] using the ratio of / (! aa) + jets to / (! ✓✓) + jets cross-sections, defined as

'
miss

(?T,/ ) =

df (/+jets)⇥⌫(/!aa)

d(?T,/ )

df (/+jets)⇥⌫(/!✓✓ )

d(?T,/ )

(5)

in a common phase space with ?T,/ > 130 GeV and a jet with ?T > 110 GeV. After bin-wise correction
for detector effects and an additional correction of the / ! ✓✓ component for the <✓✓ requirement
and for the W

⇤ contributions, '
miss is independent of ?T,/ (see Figure 44(a)). �(/ ! inv) is then

extracted from the result b'miss of a fit to '
miss

(?T,/ ) as �(/ ! inv) = b'miss�(/ ! ✓✓) using the well-
constrained 4

+
4
� measurement of �(/ ! ✓✓). The invisible width is determined with 2.5% uncertainty

as �(/ ! inv) = 506 ± 13 MeV. This is in good agreement with the lineshape-based measurement at
LEP and the most precise experimental result to date for a measurement based on recoil final states (see
Figure 44(b)).

49

20

Figure 12 shows the energy dependence predicted by the RGE (dashed line) using the current
world-average value aS(mZ) = 0.1180± 0.0009 [5] together with its associated total uncertainty
(yellow band). The results from the aS(Q) determinations in the four subregions presented in
Table 5 are also shown, along with aS values determined at lower scales by the H1 [90, 93, 94],
ZEUS [95], D0 [11, 12], CMS [14, 17, 18, 22], and ATLAS [21, 24] Collaborations. All results
reported in this study are consistent with the energy dependence predicted by the RGE, and no
deviation is observed from the expected behaviour up to ⇠ 2 TeV.

Table 5: Values of aS(mZ) and aS(Q) determined in four different jet pT fitting subregions
corresponding to an average scale hQi over each pT interval.

pT range (GeV) aS(mZ) hQi (GeV) aS(Q)

360–700 0.1177+0.0104
�0.0067 433.0 0.0967+0.0066

�0.0044

700–1190 0.1162+0.0108
�0.0073 819.0 0.0878+0.0060

�0.0042

1190–1870 0.1159+0.0112
�0.0077 1346.0 0.0830+0.0055

�0.0040

1870–3170 0.1118+0.0110
�0.0070 2081.0 0.0775+0.0051

�0.0034

Q (GeV)10 210 310

(Q
)

S
α

0.05

0.1

0.15

0.2

0.25
 7 TeV : EPJC 73:2604 (2013)  32CMS R

CMS 3-Jet mass 7TeV : EPJC 15:186 (2015)
CMS incl. jets 7 TeV : EPJC 15:288 (2015)
CMS incl. jets 8 TeV : JHEP 03:156 (2017)
ATLAS TEEC 8 TeV : EPJC 77:872(2017)

 8 TeV : PRD 98:092004 (2018)φ∆ATLAS R
 13 TeV  φ∆CMS R

0.0009   ±) = 0.1180
Z

(mSαPDG 2023:  

D0 : Phys. ReV. D 80:111107 (2009)
D0 : PLB 718:56 (2012)
H1 : EPJC 75:65 (2015) 
ZEUS : Nucl. Phys. B 864:1 (2012)

Theory at NLO

CMS

Figure 12: Running of the strong coupling aS(Q) (dashed line) evolved using the current
world-average value aS(mZ) = 0.1180 ± 0.0009 [5] together with its associated total uncer-
tainty (yellow band). The four new extractions from the present analysis (Table 5) are shown
as filled red circles, compared with results from the H1 [90, 93, 94], ZEUS [95], D0 [11, 12],
CMS [14, 17, 18, 22], and ATLAS [21, 24] experiments. The vertical error bars indicate the total
uncertainty (experimental and theoretical). All the experimental results shown in this figure
are based on fixed-order predictions at NLO accuracy in pQCD.

CMS arXiv:2404.16082

ATLAS arXiv:2309.12986

https://arxiv.org/pdf/2404.16082
https://arxiv.org/pdf/2309.12986
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Top Quark Entanglement
✦ Top quark pair production is an excellent  

laboratory to look for fundamental QM  
effects, such as quantum entanglement


✦ Top quark decays before it hadronizes  
and the spins of the two top quarks and  
their decay products are therefore  
correlated, leading to an entanglement


✦ Explore near-threshold tt production in the dilepton+jets final state

✦ The spin correlation matrix C can be used to define the entanglement 

condition [Peres–Horodecki condition,  
similar to Bell's inequality]


๏ Entanglement marker D = -Tr[C]/3 =  
-3⟨cosφ⟩, where φ is the angle between  
two leptons from the top quark decays  
in the tt rest frame


๏ If D < -1/3, the tt system is entangled27

9

FIG. 5. Left: Statistical deviation from the null hypothesis (D = −1/3) for different assumptions of relative uncertainty on D.
The contour shows the number of measurement uncertainties differing between the measured value of D and the null hypothesis,
n∆. Right: The value of D within the mass window [2mt,Mtt̄]. The LO analytical values are calculated using the methods
presented in this work, while the MadGraph + MadSpin values are calculated numerically by using Monte Carlo simulation.
The horizontal line represents the critical value D = −1/3.

stance, by computing the concurrence). However, inter-
estingly, at the LHC a direct experimental entanglement
signature is provided by the measurable observable

D =
tr[C]

3
= −

1 + δ

3
, (33)

which can be extracted from the differential cross sec-
tion characterizing the angular separation between the
leptons

1

σ

dσ

d cosϕ
=

1

2
(1−D cosϕ) (34)

where ϕ is the angle between the lepton directions in each
one of the parent top and antitop rest frames [see also Eq.
(32)]. This quantity, also represented in Fig. 4c, provides
a simple entanglement criterion since the condition δ >
0 translates into D < −1/3. The concurrence is also
readily measured from D as C[ρ] = max(−1− 3D, 0)/2.
The detection of entanglement is more non-trivial than

could naively be expected since, even though entangle-
ment is present in a wide region of phase space, the sta-
tistical averaging over all possible directions induces the
necessity of a selection in the mass spectrum. This obser-
vation was already evident from the recent measurement
of the CMS collaboration [51], in which it was obtained
D = −0.237 ± 0.011 > −1/3 without any requirements
on the mass window.
Our proposal for the experimental detection of entan-

glement is similar to the quantum tomography protocol
developed in the previous section. The idea is to mea-
sure D from the cross section of Eq. (34), also apply-
ing an upper cut in the invariant mass spectrum. Left
Fig. 5 presents an experimental perspective for the en-
tanglement detection at the LHC. The null hypothesis

is defined to be the upper limit where D does not sig-
nal entanglement, D = −1/3. We represent the number
of measurement uncertainties n∆ differing between the
expected measurement and the null hypothesis,

n∆ ≡ max

[

D + 1/3

∆D
, 0

]

, (35)

as a function of the upper cut in the invariant mass spec-
trum, Mtt̄, and the relative uncertainty, |∆D/D|, where
D is the expected value [computed theoretically from Eq.
(33)] and ∆D the uncertainty of the measurement.
Any measurement with n∆ > 5 implies a detection of

entanglement within 5 statistical deviations (5σ). In par-
ticular, the recent measurement of D above quoted has
a relative uncertainty of 4.6% [51], allowing a measure-
ment of entanglement with more than 5σ. We note high
enough statistics is expected even with hard selection on
the tt̄ invariant mass spectrum. For instance, with a
total integrated luminosity of 139 fb−1, which is the cur-
rent data recorded by the LHC, we deduce that a selec-
tion of [2mt,Mtt̄] with Mtt̄ = 450 GeV leaves ∼ 5 · 104
events [47], accounting for selection efficiency and de-
tector acceptance. For this selection, entanglement can
be measured within 5σ if the relative uncertainty is up
to 6%. Lower selection of Mtt̄ decrease the value of D,
allowing higher relative uncertainties to have similar sta-
tistical significance.
We note that a full estimation of the background pro-

cesses at the LHC is beyond the scope of this work. Nev-
ertheless, the estimation above is done using a result of an
analysis performed by the CMS collaboration [51], while
similar analyses have been performed by the ATLAS and
CMS collaborations [42–50]. Those analyses estimated
the background processes for the suggested measurement

Afik, de Nova, EPJ+ 136 (2021) 907

https://link.springer.com/content/pdf/10.1140/epjp/s13360-021-01902-1.pdf
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Observation of Entanglement
✦ New ATLAS result [submitted to Nature] is the first observation of 

quantum entanglement in the tt system: D = -0.547 ± 0.002 (stat) ± 
0.021 (syst)


✦ Recently CMS confirmed this and showed that inclusion of the below-
threshold toponium resonance improves the agreement between the 
observed and predicted entanglement

28
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Figure 2: (a): Calibration curve for the dependence between the particle-level value of ⇡ and the detector-level value
of ⇡, in the signal region. The yellow band represents the statistical uncertainty, while the grey band represents
the total uncertainty obtained by adding the statistical and systematic uncertainties in quadrature. The measured
values and expected values from Powheg + Pythia8 (hvq) are marked with black and red circles, respectively, and the
entanglement limit is shown as a dashed line. (b): The particle-level ⇡ results in the signal and validation regions
compared with various MC models. The entanglement limit shown is a conversion from its parton-level value of
⇡ = �1/3 to the corresponding value at particle level, and the uncertainties which are considered for the band are
described in the text.

absence of these effects in the MC simulation used to derive the calibration curve is expected to be minimal.
Additionally, the impact of the enhancement of the cross-section due to pseudo-bound-state effects on the
calibration curve and particle-level measurement has been assessed in a stress test, and found to be small
compared to the modelling uncertainties already included in the measurement.

In the signal region the P�����+P����� and P�����+H����� generators yield different predictions. The
size of the observed difference is consistent with changing the method of shower ordering and is discussed
in detail in Methods A.6.

In the signal region, the observed and expected significances with respect to the entanglement limit are
well beyond five standard deviations, independently of the MC model used to correct the entanglement
limit to account for the fiducial phase space of the measurement. This is illustrated in Figure 2(b), where
the hypothesis of no entanglement is shown. The observed result in the region with 340 < <

C C̄
< 380 GeV

establishes the formation of entangled CC̄ states. This constitutes the first observation of entanglement in a
quark–antiquark pair.

Apart from the fundamental interest in testing quantum entanglement in a new environment, this
measurement in top quarks paves the way to use high-energy colliders, such as the LHC, as a laboratory to
study quantum information and foundational problems in quantum mechanics. From a quantum information
perspective, high energy colliders are particularly interesting due to their relativistic nature, and the richness
of the interactions and symmetries that can be probed there. Furthermore, highly demanding measurements,
such as measuring quantum discord and reconstructing the steering ellipsoid, can be naturally implemented
at the LHC due to the vast number of available CC̄ events [45]. From a high-energy physics perspective,

10

ATLAS arXiv:2311.07288

18

sured value assuming only tt signal component. One can clearly see that while the measured
observed values tend to be more negative, the predicted values from all MC get more positive
owing to the missing effect of toponium contributions. The difference in data originates from
the inclusion of toponium causing a larger response in the shape of the cos j distribution at
the reconstruction level for a given change in the parton-level shape when compared with the
no spin correlation mixing. Thus, for our specific technique of extracting the entanglement, an
overestimation of the observed D value would be obtained, if one would ignore contributions
from toponium.

Figure 8: Summary of the measurement of the entanglement proxy D compared with the SM
expectations including (filled) or not including (open) contributions from the hypothetical to-
ponium state.

12 Summary

A measurement of the entanglement of top quark pairs tt utilizing the spin correlation variable
D is presented. This entanglement proxy is measured using events containing two oppositely
charged leptons (including semileptonic decays of t leptons) produced in proton-proton col-
lisions at a center-of-mass energy of 13 TeV. The extent to which top quarks are entangled is
measured by means of a binned profile likelihood fit of the parameter of interest D from the
distribution of cos j in the most sensitive kinematic phase space of 345 < m(tt) < 400 GeV and
0.0 < b < 0.9. The value of the entanglement proxy D itself is measured by a negative log-
likelihood scan of the parameter of interest D and yields an expected value of D = �0.465+0.025

�0.028
and an observed value of D = �0.478+0.025

�0.027.

CMS PAS TOP-23-001

https://arxiv.org/pdf/2311.07288
https://cds.cern.ch/record/2893854/files/TOP-23-001-pas.pdf
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g-2 of the Tau Lepton
✦ Anomalous magnetic moments are fundamental parameters sensitive to new physics


๏ Cf. Peter Winter's talk on the muon g-2 saga

✦ The magnetic moment of the tau lepton is known rather poorly

✦ New CMS analysis using photon-photon collisions [LHC as a photon collider!]  

in pp running to probe exclusive photoproduction of tau lepton pairs, which is  
sensitive to g-2


๏ Based on the combination of hadronic and leptonic tau decays

๏ Exclusivity is ensured by requiring primary vertex with no more than one extra track


✦ First observation of exclusive ττ production and the most stringent limit on gτ - 2: [-0.0042,0.0062], 
approaching sensitivity to the Schwinger term 𝛼/2𝜋 = 0.00116

29
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Figure 1: Production of t lepton pairs by gg fusion. The exclusive (left), single proton dissoci-
ation or semiexclusive (middle), and double proton dissociation (right) topologies are shown.

signal events have mtt > 50 GeV. This phase space has a much lower cross section, but the in-
tegrated luminosity is higher than that of the heavy ion runs. Additionally, BSM effects are en-
hanced at high mass, such that constraints on BSM scenarios with non-SM at and dt values can
be set using both the rate of the signal and its mtt distribution. Outside of LHC experiments,
constraints on at were previously set by the DELPHI, OPAL, and L3 experiments [14–16]. The
best constraint on dt comes from the Belle experiment [17], while the ARGUS, OPAL, and L3
Collaborations also determined confidence intervals [15, 16, 18].

This note presents the first observation of the gg ! tt process in pp collision events, as well
as constraints on at and dt . It is based on pp collision data at

p
s = 13 TeV collected with

the CMS detector in 2016–2018 and corresponding to an integrated luminosity of 138 fb�1. To
select the signal, we apply so-called exclusivity criteria, which rely on the geometry of the
di-t system and on the activity in the tracker part of the detector around the di-t vertex. In
particular, selecting events with no track around the di-t vertex can reduce the backgrounds
by about three orders of magnitude for a signal efficiency around 50%. Such a strategy was
used recently by the ATLAS experiment to observe gg ! WW events in pp collisions [19],
and in earlier searches and measurements at the LHC [2, 20–23]. Four different final states are
used to extract the signal, depending on the decay of the t lepton: eµ, eth, µth, and thth,
where th denotes a t lepton decaying hadronically. Events with two reconstructed muons are
also used to derive corrections to the simulated samples. The visible mass of the t candidates,
mvis, computed as the invariant mass of the visible decay products of the t leptons, is used as
a biased estimator of mtt to extract the significance of the signal and constraints on at and dt .

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and
strip tracker, a lead tungstate crystal magnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors.
Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke out-
side the solenoid. A more detailed description of the CMS detector, together with a definition
of the coordinate system used and the relevant kinematic variables, can be found in Ref. [24].

Events of interest are selected using a two-tiered trigger system. The first level (L1), composed
of custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a fixed latency of about 4 µs [25]. The second
level, known as the high-level trigger (HLT), consists of a farm of processors running a version
of the full event reconstruction software optimized for fast processing, and reduces the event
rate to around 1 kHz before data storage [26].
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Figure 10: Observed and predicted Ntracks distributions for events passing the SR selection but
with the relaxed requirement Ntracks < 10 and the additional requirement mvis > 100 GeV,
combining the eµ, eth, µth, and thth final states together. The inclusive diboson background
contribution is drawn together with the tt process. The predicted distributions are adjusted
to the result of the global fit performed with the mvis distributions in the SRs, and the signal
distribution is normalized to its best fit signal strength. The inset shows the difference between
the observed events and the backgrounds, as well as the signal contribution. Systematic un-
certainties are assumed to be uncorrelated between final states to draw the uncertainty band.

contributions with respect to the thth final state.

The Ntracks distribution for events with Ntracks < 10 is shown for the combination of final states
in Fig. 10 for events with A < 0.015, as in the SR, and mvis > 100 GeV, so as to reduce the
Drell–Yan background contribution. The signal contribution is visible as an excess of events
over the inclusive background in the first bins, while the agreement between prediction and
observation in the other bins demonstrates a good control of the background modelling and
more specifically of the Ntracks corrections to the simulations and to the MFs used to predict the
background with misidentified jets.

We measure a best-fit signal strength of µ̂ = 0.75+0.21
�0.18, where the systematic uncertainty domi-

nates over the statistical uncertainty (µ̂ = 0.75+0.17
�0.14 (syst) ± 0.11 (stat)). Using only the SRs with

Ntracks = 0 and discarding the SRs with Ntracks = 1, the signal strength becomes µ̂(Ntracks =
0) = 0.69+0.23

�0.19.

10.2 Constraints on the anomalous electromagnetic moments of the t lepton

Constraints on at and dt are set independently by performing a negative log-likelihood scan
with at and dt as single parameters of interest. The SM normalization of gg ! tt is con-
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Figure 12: Measurements of at (left) and dt (right) performed in this analysis, compared with
previous results from the OPAL, L3, ARGUS, Belle, CMS, and ATLAS experiments [12, 13, 15–
18]. Confidence intervals at 68 and 95% CL are shown with thick black and thin green lines,
respectively.
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Figure 5: Ratio of the number of events in the `` channel divided by that in the 44 channel as a function of dilepton
invariant mass for events with (a) one and (b) two 1-tagged jets. The ratio in data is shown by the points with
statistical error bars, and the results of the fit prediction by the solid lines, with the cyan band indicating the systematic
uncertainty.
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Figure 6: Measurement of ' `/4

,
= B(, ! `a)/B(, ! 4a) from this analysis compared to previous results from

LEP2 and LHC experiments [9–12] and the Particle Data Group average [13].

where the three uncertainties correspond to data statistics, systematic uncertainties from this analysis, and
the uncertainty on the value of ' ``/44

/�ext (considered uncorrelated), giving a total uncertainty of 0.0045. The
result is consistent with the assumption of lepton flavour universality and with previous measurements,
and has higher precision than the previous world average [13]. The result is compared with previous
measurements of ' `/4

,
in Figure 6.
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Lepton Flavor Universality
✦ In the SM, couplings of gauge bosons to fermions are universal, which is 

an accidental symmetry of the SM

✦ Recent interest in lepton flavor universality (LFU) violation sparkled by the 

LHCb claims of LFU violation in b → sl+l- transitions [by now understood to 
be due to a missing background]


๏ Higgs boson is the only known particle with non-flavor-universal couplings to 
leptons


✦ Recent precision test by ATLAS in W → eν  
vs. μν decays


๏ Uses tt production as a clean source of  
W events


๏ Additionally uses the Z(ee)/Z(μμ) ratio, 
for which LFU has been firmly established  
by LEP and LHC, to reduce the uncertainty


✦ Rμ/e(W) = 0.9995 ± 0.0022 (stat)  
            ± 0.0036 (syst) ± 0.0014 (ext)


✦ Most precise measurement to date30

ATLAS arXiv:2403.02133

https://arxiv.org/pdf/2403.02133
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Measurement of the W Boson Mass
✦ The mass of the W boson is a fundamental parameter in the SM; also 

crucial for precision EW fits

✦ At the LHC the measurements have been so far down by ATLAS and LHCb

✦ Recent update of the earlier analysis by ATLAS to include the latest 

constraints on parton distribution functions

๏ MW = 80366.5 ± 15.9 MeV (reduction of the uncertainty by 2.6 MeV)


✦ Also measured the W width ΓW = 2202 ± 47 MeV

31

Table 4: Uncertainty components for the ?
✓

T, <T and combined <, measurements using the CT18 PDF set. The first
columns give the total, statistical and overall systematic uncertainty in the measurements. The following columns
show the contributions of modelling and experimental systematic uncertainties, grouped into categories.

Unc. [MeV ] Total Stat. Syst. PDF �8 Backg. EW 4 ` DT Lumi �, PS

?
✓

T 16.2 11.1 11.8 4.9 3.5 1.7 5.6 5.9 5.4 0.9 1.1 0.1 1.5
<T 24.4 11.4 21.6 11.7 4.7 4.1 4.9 6.7 6.0 11.4 2.5 0.2 7.0
Combined 15.9 9.8 12.5 5.7 3.7 2.0 5.4 6.0 5.4 2.3 1.3 0.1 2.3
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Science 376 (2022) 6589

 9 MeV± = 80434 Wm

LHCb 2021
JHEP 01 (2022) 036
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Figure 10: (a) Present measured value of <, , compared to SM prediction from the global electroweak fit [6], and to
the measurements of LEP [10], Tevatron [18, 19] and the LHC [12, 13]. (b) The 68% and 95% confidence level
contours of the <, and <C indirect determinations from the global electroweak fit [7], compared to the 68% and
95% confidence-level contours of the present ATLAS measurement of <, , the ATLAS measurement of <� [61]
and the LHC measurement of <C [60].

Standard Model electroweak fit are shown in Figure 10(b), and are compared to the present measurement
of <, and to the combined value of the LHC top-quark mass determinations at 7 and 8 TeV [60].

7 Measurement of the ]-boson width

7.1 Overview

The ?
✓

T and <T distributions are not only sensitive to <, but also to �, , as shown in Figure 1. In particular,
the high tails of the ?

✓

T and <T distributions are sensitive to changes of �, . The fit to the <T distribution
is expected to be more sensitive, because events with high <T are more likely to come from the tail of
the ,-boson Breit–Wigner distribution than events with high ?

✓

T. The measurement of �, relies on the
same statistical framework, the same calibration, and the same distributions as the previously presented
measurement of <, . However, �, is left free in the fit, while the ,-boson mass is treated as NP and
set to its SM expectation within the global electroweak fit, <SM

,
= 80355 ± 6 MeV [6]. The templates are

generated with different values of �, , centred around the reference value used in the Monte Carlo signal
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Figure 3: The two-dimensional one, two, and three standard deviations contours in the fs-DGs
plane for the combined results. The contours take into account both statistical and system-
atic uncertainties. The SM prediction is represented by the black rectangle, with the central
value indicated with the black diamond [2, 3, 63]. The dashed line indicates the fs = 0 value,
corresponding to no CPV in the B0

s meson decay/mixing interference.

ing methods. This novel framework achieves excellent performance by leveraging informa-
tion from both opposite-side and same-side techniques, corresponding to a tagging power of
⇡5.6%.

The CPV phase fs is measured to be �73 ± 23 (stat) ± 7 (syst) mrad. In addition, the decay
width and absolute mass differences DGs and Dms between the light and heavy B0

s mass eigen-
states, their average decay width Gs, and the direct CP violation parameter |l|, have been
measured. All measured values are in agreement with their theoretical predictions and world-
average values. The results presented in this Note are combined our previous measurement
at

p
s = 8 TeV [11], yielding fs = �74 ± 23 mrad, consistent with the SM prediction and in-

dicating evidences for CPV in B0
s ! J/y K+K�. The combined results superseed those from

the previous CMS measurements and are comparable in precision to the world’s most precise
single measurements, reported by the LHCb Collaboration [17].

References
[1] M. Z. Barel, K. D. Bruyn, R. Fleischer, and E. Malami, “In pursuit of new physics with

B0
d ! J/yK0 and B0

s ! J/yf decays at the high-precision frontier”, Journal of Physics G:
Nuclear and Particle Physics 48 (Apr, 2021) 065002, doi:10.1088/1361-6471/abf2a2.

[2] The CKMfitter Group Collaboration, “Predictions of selected flavour observables within
the Standard Model”, Phys. Rev. D 84 (2011) 033005,
doi:10.1103/PhysRevD.84.033005, arXiv:1106.4041. Updated with Spring 21
results: http://ckmfitter.in2p3.fr/www/results/plots_spring21/num/
ckmEval_results_spring21.html.
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CP Violation in Bs → J/ѱφ Decays
✦ CP violation (CPV) is one of three Sakharov conditions for 

creation of matter-antimatter asymmetry in the universe

✦ Recent result from CMS is based on the most performant 

flavor tagger to date, allowed to establish CPV in  
Bs → J/ѱφ decays

๏ New tagger, based on DNNs  

achieved unprecedented  
tagging efficiency of 55.9%  
with the dilution factor of 10%,  
for a tagging power of 5.6%


✦ The result is consistent with the 
SM and LHCb measurement,  
and established for the first time  
>3σ evidence for the CPV phase φs to be non-zero
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CP Violation in Charm
✦ CPV has been observed in strange, beauty, and recently charm sectors 


๏ In charm sector CPV can occur in  oscillations, directly in the decay, or in 
both


๏ LHCb earlier observed CPV in the D0 → K+K-, 𝜋+𝜋- decays

✦ New LHCb result on a search for CPV in a charm decay: D0 →K+𝜋-


๏ Use D* as a source of D0, tagged via the D* → D0𝜋 decay; 410M D0


๏ No evidence for CPV in decay, mixing, or both

D0 ↔ D0

33

LHC seminar, Mar 26th 2024 Roberto Ribatti | Mixing and CPV in D0→K+π−

20% improvement on  𝜙M

● Global fit performed à la HFLAV 

Impact on World average − CP violation

34

2

2

JHEP2022.162

LHCb-PAPER-2024-008

→ ΔKπ small, mostly sensitive to dispersive CPV 



Heavy Ion 
Highlights



 S
lid

e 
G

re
g 

La
nd

sb
er

g 
- R

ec
en

t L
H

C
 H

ig
hl

ig
ht

s 
- V

ul
ca

no
 2

02
4 

- I
sc

hi
a

Observation of tt Production
✦ Top quark production in nucleus-nucleus collisions is an excellent probe of 

nuclear PDFs at low Bjorken x, particularly the gluon nPDF

✦ A new ATLAS analysis focuses on both l+jets and dilepton decay channels 

of the tt system in pPb collisions at √sNN = 8.16 TeV (165 nb-1)

✦ Signal observed w/ >5σ significance in each channel, with cross section  
𝜎𝑡𝑡 = 58.1 ± 2.0 (stat) +4.8-4.4 (syst) nb consistent with the scaled pp NNLO 
cross section calculations


๏ Analysis approaches sensitivity necessary to probe nPDFs

35

Table 1: Breakdown of relative systematic uncertainties in the measured CC̄ cross-section. Owing to rounding effects
and small correlations between the different sources of uncertainties, the total systematic uncertainty is different from
the sum in quadrature of the individual sources.

Source �f
C C̄
/f

C C̄

unc. up [%] unc. down [%]
Jet energy scale +4.6 -4.1
CC̄ generator +4.5 -4.0
Fake-lepton background +3.1 -2.8
Background +3.1 -2.6
Luminosity +2.8 -2.5
Muon uncertainties +2.3 -2.0
,+jets +2.2 -2.0
1-tagging +2.1 -1.9
Electron uncertainties +1.8 -1.5
MC statistical uncertainties +1.1 -1.0
Jet energy resolution +0.4 -0.4
CC̄ PDF +0.1 -0.1
Systematic uncertainty +8.3 -7.6

f
C C̄
= 58.1 ± 2.0 (stat.) +4.8

�4.4 (syst.) nb = 58.1 +5.2
�4.9 (tot.) nb. The combined relative uncertainty amounts

to 9% and is dominated by the systematic contribution.
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tt −0.33

µ  = 1.23 +0.20

tt −0.17
+0.13
−0.12

 = 1.04
tt
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NN 165 nb-1ATLAS

1ℓ1b e+jets
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1ℓ2bincl e+jets

1ℓ2bincl μ+jets

2ℓ1b

2ℓ2bincl

Combined

 p+Pb s
( tot. ) ( stat. )

 = 8.16 TeV,

Figure 2: The observed best-fit values of the signal strength `
C C̄

and their uncertainties by final-state category and
combined. The individual `

C C̄
values for the channels are obtained from a simultaneous fit with the signal-strength

parameter for each channel floating independently. The SM prediction is `
C C̄
= 1.

Figure 3(a) shows a comparison of the observed f
C C̄

with the measurement by CMS in ?+Pb collisions
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Figure 3: Comparison between measured and predicted values of (a) f
C C̄

and (b) '?A. f
C C̄

is also compared with the
existing measurement in ?+Pb collisions at pBNN = 8.16 TeV [19], and the combined measurement of CC̄ production
cross-section in ?? collisions at

p
B = 8 TeV from ATLAS and CMS collaborations [68]. The latter is extrapolated

to the centre-of-mass energy of this measurement and is using the �Pb factor. Predictions are calculated at NNLO
precision using the MCFM code [69] scaled to the ?+Pb system and given for different nPDF sets. The uncertainty
in the predictions represents the internal PDF uncertainty. The solid black line indicates the measured value. The
combined statistical and systematic uncertainty of the measurement is represented by the outer band around the
central value, while the statistical component is depicted as the inner band.

7 Conclusion

This paper reports a measurement of top-quark pair production in ?+Pb collisions at the centre-of-mass
energy p

BNN = 8.16 TeV per nucleon pair with the ATLAS experiment. Top-quark pairs are observed in
the individual ✓+jets and dilepton channels with electrons and muons in the final state. The top-quark pair
production in the dilepton channel is observed with significance exceeding five standard deviations for the
first time in the ?+Pb system at the LHC. From the combination of both channels, the cross-section is
measured with a relative uncertainty of 9%, which makes this measurement the most precise CC̄ cross-section
determination in nuclear collisions to date. The measured cross-section is found to be in good agreement
with a previous measurement by the CMS Collaboration and with SM predictions. A measurement of the
nuclear modification factor is reported using an extrapolation of the previously measured cross-section in
?? collisions at

p
B = 8 TeV, based on a perturbative QCD calculation at NNLO. Good agreement is found

between the measured and predicted '?A values involving most of the state-of-the-art nPDF sets. The
largest deviation, of more than one standard deviation, is found for the nNNPDF30 set. This measurement
paves a new way to constrain nPDFs in the high Bjorken-G region. As such it is also an important input for
upcoming measurements involving the extraction of QGP properties in Pb+Pb collisions at the LHC.
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Resolving f0(980) Puzzle
✦ For the first time, heavy ion collisions were used to probe the particle content of a potentially 

exotic state

✦ Since the 60-ies, the f0(980) state, which is rather broad was speculated to be a tetraquark 

candidate, a molecular state, or an ordinary meson

✦ This is possible through the coalescence picture of bound state formation in nuclear collisions


๏ Bound states are formed from particle with similar momenta and spatial positions

๏ The elliptic flow of a state thus inherits the elliptic flow of the constituents, v2(pT) ≈ nqv2,q(pT/nq)


✦ Consequently, measuring the elliptic flow of a specific state can tell how many quarks it contains

✦ CMS measurement excluded nq = 4 over nq = 2 by 7.7σ, thus solving a half-a-century old puzzle! 

[Submitted to Nature Comm.]
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Figure 3: NCQ scaling of elliptic anisotropy. The v
sub
2 /nq of the f0(980) state (for the nq = 2

and 4 hypotheses) as a function of KET/nq, compared with those of K0
S, L, X�, and W strange

hadrons [50] in high-multiplicity pPb collisions. The error bars show statistical uncertainties
while the shaded areas represent systematic uncertainties. The red curve is the NCQ scaling
parameterization of the data for K0

S, L, X�, and W hadrons given by Eq. (3).

tions. Details about the log-likelihood ratio can be found in the Methods section. The measured
value is shown by the red arrow in Fig. 4, together with the distributions of the log-likelihood
ratio from pseudo-experiments. The f0(980) v

sub
2 values are generated according to the NCQ

scaling under the nq = 2 and 4 hypotheses, with a Gaussian smearing to account for the un-
certainties. The extracted significance of the nq = 2 hypothesis over the nq = 4 hypothesis is
7.7s in the pT < 10 GeV/c range. As shown in Fig. 3, the NCQ scaling range as delineated by
the K0

S data extends up to pT/nq of 4 GeV/c, whereas for the baryons it is restricted to about
2.5 GeV/c. For the nq = 2 hypothesis, our high-pT data start falling out of the measured NCQ
scaling pT/nq range; for the nq = 4 hypothesis, however, our data are within that range. Con-
sequently, we extract significance values also for two restricted-pT ranges: pT < 8 and 6 GeV/c.
The exclusion significances of the nq = 4 vs. 2 hypotheses in these ranges are 6.3 and 3.1s,
respectively.

The KK molecule, if produced by the coalescence of two kaons, would possess the same v2
as that of a tetraquark, and is thus practically also ruled out. It is unclear what v2 a hybrid
qqg state would attain in pPb collisions because the NCQ scaling has been tested only with
ordinary hadrons. If the constituent gluon behaves just like the constituent (anti)quarks, the
v2 of a hybrid qqg state would scale as nq = 3. Such a state would be ruled out with a 3.5s
significance using the pT < 8 GeV/c range, in which the NCQ scaling is adequately measured
for the nq = 3 case.

The c2 quantity is calculated between the vn,q data of the f0(980), with floating nq, and the
NCQ curve in KET/nq in Fig. 3, with the covariance matrix taking into account correlations
among uncertainties. Scans of c2 versus nq are performed, as detailed in the Methods section.
Using f0(980) data within the pT < 6 GeV/c range (a conservative choice, which ensures that
the NCQ scaling holds for the nq = 2 hypothesis, given that pT/nq < 3 GeV/c), the preferred

7
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Figure 4: Exclusion significance from nq = 4. The log-likelihood ratio distributions for the
nq = 2 and 4 hypotheses from pseudo-experiments, together with the measured value for the
f0(980) state in the 0 < pT < 10 GeV/c range.

nq value of the f0(980) is found to be nq = 2.40 ± 0.40. Assuming the NCQ scaling extends
beyond pT/nq ⇠ 3 GeV/c, the preferred nq values of 2.10 ± 0.24 and 2.07 ± 0.21 are extracted
in the pT < 8 and 10 GeV/c ranges, respectively. Indeed, the nq = 2 hypothesis for f0(980) is
consistent with the NCQ scaling from the other hadrons, with c2 = 4.7 for the 5 data points.
Contrary to that, the nq = 4 hypothesis is inconsistent with the data, as evident from the
corresponding c2 = 58, with a Gaussian p-value of 3 ⇥ 10�11. Consequently, we report a
strong evidence for the qq quark content of the f0(980) state.

5 Summary
The f0(980) state is observed in the p+p� invariant mass distribution of high-multiplicity
proton-lead collisions at

p
s

NN
= 8.16 TeV, using data collected by the CMS experiment in 2016

and corresponding to an integrated luminosity of 186 nb�1. The elliptic flow anisotropy v2 of
the f0(980) state is measured as a function of pT up to 10 GeV/c, with respect to the second-order
harmonic plane reconstructed from forward/backward energy flow. After subtracting the non-
flow contamination, evaluated from K0

S measurements, we obtain the corrected v
sub
2 observable.

By comparing the f0(980) v
sub
2 to those of K0

S, L, X�, and W under the number-of-constituent-
quarks scaling hypothesis, we rule out the hypotheses that the f0(980) is a tetraquark state or
a KK molecule, in favor of an ordinary qq meson hypothesis, at 7.7 standard deviations (6.3
or 3.1 standard deviations, respectively, if only a restricted range of pT < 8 or 6 GeV/c is con-
sidered). The f0(980) data in the pT < 8 GeV/c range are found to disfavor a quark-antiquark-
gluon hybrid state at 3.5 standard deviations. The number of constituent quarks of the f0(980)
state, as extracted from a fit to the v

sub
2 data, is consistent with the value of 2, characteristic of

an ordinary meson. Consequently, we find strong evidence that the f0(980) hadron is a normal
quark-antiquark state. We believe that the results reported in this paper present a clear solution
to a half-a-century-old puzzle.
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Anti-3He Absorption in Matter
✦ Astrophysical observation of low-energy antinuclei, such as anti-3He, is 

one of the most promising signatures of DM annihilation

๏ Important question is the transparency of our galaxy to these antinuclei


✦ ALICE has measured for the first time the cross section of anti-3He 
interactions as a function of momentum by measuring anti-3He 
absorption in several sub-detectors


๏ anti-3He/3He ratio method is used for pp collisions

๏ anti-3He disappearance in TRD is used for PbPb collisions
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uncertainty (statistical and systematic uncertainties added in quadrature).

The second method, employed in the Pb–Pb data analysis at a centre-of-mass energy per nucleon pairp
sNN = 5.02 TeV, measures the disappearance of 3He nuclei in the TRD detector only (TOF-to-TPC

method). The ratio of 3He with TOF information to all 3He candidates is considered as an experimental
observable. Figure 1d shows the momentum-dependent ratio of 3He with a reconstructed TOF hit to
all the 3He candidates extracted from Pb–Pb collisions. As with the first method, this observable is
also evaluated by means of a full-scale MC GEANT4 simulation assuming different sinel(3He) values.
Figure 1f shows the extraction of sinel(3He) and its related uncertainties for one rigidity interval following
the same procedure as the one used in the first method.
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Figure 2: Results for sinel(3He) as a function of 3He momentum. Results obtained from pp collisions at
p

s = 13
TeV (left); results from the 10% most central Pb–Pb collisions at

p
sNN = 5.02 TeV (right). The curves represent

the GEANT4 cross sections corresponding to the effective material probed by the different analyses. The arrow on
the left plot shows the 95% confidence limit on sinel(3He) for hAi= 17.4. The different values of hAi correspond to
the three different effective targets (see the main text for details). All the indicated uncertainties represent standard
deviations.

The final results are shown in Fig. 2. Figure 2 (left) shows the sinel(3He) results from the pp data analysis
with the yellow boxes representing the ±1s uncertainty intervals. In Fig. 2 (right), the histogram with
the magenta error boxes shows sinel(3He) extracted from the Pb–Pb data analysis. The results are shown
as a function of the momentum p at which the inelastic interaction occurs. Due to continuous energy
loss inside the detector material, this momentum is lower than pprimary reconstructed at the primary ver-
tex (Methods). The antibaryon-to-baryon ratio method is applied in the pp data analysis, enabling the
measurement of sinel(3He) down to a low momentum. The copious background makes this method in-
applicable in Pb–Pb collisions below p = 1.5 GeV/c (Methods). The TOF-to-TPC method is unavailable
in this momentum range since 3He nuclei don’t reach the TOF due to the large energy loss and bending
within the magnetic field. On the other hand, for momentum values larger than p = 1.5 GeV/c, the yield
of produced 3He is substantially larger in Pb–Pb collisions, thus leading to higher statistical precision
for this colliding system using the TOF-to-TPC method. The evaluation of systematic uncertainties is
described in Methods. These two independent analysis methods, therefore, provide access to slightly
different momentum ranges and to different hAi values and deliver consistent results in the common
momentum region.

The cross section used by GEANT4 for the average mass number hAi of the material is shown by the
dashed lines in Fig. 2. It is obtained from a Glauber model parameterization [54] of the collisions of
3He with target nuclei in which the antinucleon–nucleon cross section value is taken from measured pp
collisions [56]. Agreement with the experimental sinel(3He) is observed within two standard deviations
in the studied momentum range.

5

ALICE Nature Phys. 19 (2023) 61

https://www.nature.com/articles/s41567-022-01804-8.pdf
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Astrophysical Impact
✦ These cross section measurements allowed to model our galaxy 

transparency to anti-3He produced in DM annihilation in the center of Milky 
Way


✦ Various processes are considered, along with the effect of solar modulation

✦ Prediction for a 100 GeV WIMP are made and are about 1 order of 

magnitude below the current AMS-02 and GAPS sensitivity
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3 Propagation of antinuclei in the interstellar medium

To estimate the transparency of our Galaxy to 3He nuclei, we consider two examples of 3He production
sources. Results from another work [57] are used as input for the production cross section of 3He from
cosmic-ray collisions with interstellar medium. As a DM source of 3He we consider weakly interact-
ing massive particle candidates with a mass of 100 GeV/c2 annihilating into W

+
W

� pairs followed by
hadronization into (anti)nuclei [29]. In both cases, the yields of produced 3He are determined employ-
ing the coalescence model that builds antinuclei from antineutrons and antiprotons that are close-by in
phase space [12, 41, 42]. More details about the cosmic-ray and DM sources are discussed in Meth-
ods. Additional 3He sources such as supernovae remnants [58], antistars [23, 24] and primordial black
holes [59–61] have not been included in this work.

We consider the DM density distribution in our Galaxy according to the Navarro–Frenk–White pro-
file [62] (Fig. 3 top), where a schematic of the 3He production from cosmic-ray interaction with the
interstellar gas or DM annihilations is also shown.

…

p + p � 3He + X
AMS-02

Voyager 1

3He + p � Y

� + � � W+W� � 3He + X GAPS

p+4He � 3He + X

, 3He p

Sun

= DM

Figure 3: Schematic of 3He production and propagation in our Galaxy. Distribution of DM density rDM in our
Galaxy as a function of the distance from the galactic centre according to the Navarro–Frenk–White profile [62]
(top). Graphical illustration of the 3He production from cosmic-ray interactions with interstellar gas or DM (c)
annihilations (bottom). The yellow halo represents the heliosphere and the Earth, Sun and positions of the Voyager
1, AMS-02 and GAPS experiments are depicted, too.

The propagation of charged particles within galaxies is driven by magnetic fields. The propagation is
commonly described by a transport equation that includes the following terms: (1) a source function, (2)
diffusion, (3) convection, (4) momentum variations due to Coulomb scattering, diffusion and ionization
processes, (5) fragmentation, decays and inelastic interactions. This equation, discussed in more details
in Methods, can be solved numerically employing several propagation models [63–66]. In this work the
publicly available GALPROP code [66] is employed. In the context of this calculation, our Galaxy is
approximated by a cylindrical disk filled with an interstellar gas composed of hydrogen (⇡ 90%) and 4He
(⇡ 10%) with an average hydrogen number density of ⇠ 1 atom/cm3 [67]. The gas distribution within
our Galaxy is constrained by several astronomical spectroscopy measurements [68–71]. GALPROP
provides the propagation of particles up to the boundaries of the Solar System. To estimate the particle
flux inside the Solar System, the effect of the solar magnetic field must be taken into account. This can
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Figure 4: Expected 3He flux near Earth before and after solar modulation. Data before (left) and after (right)
solar modulation. The latter is obtained using the force-field method with modulation potential f = 400 MV. The
results are shown as a function of kinetic energy per nucleon Ekin/A. Fluxes for DM signal c (red) and cosmic-ray
background (blue) antihelium nuclei for different cases of inelastic cross section used in the calculations (top). The
bands show the results obtained with sinel(3He) from ALICE measurements, and the full lines correspond to the
results using the GEANT4 parameterizations. The dashed lines show the fluxes obtained with sinel(3He) set to zero
for DM signal (orange line) and for cosmic-ray background (magenta line). The green band on the x axis indicates
the kinetic energy range corresponding to the ALICE measurement for sinel(3He). Transparency of our Galaxy to
the propagation of 3He outside (left) and inside (right) the Solar System (bottom). The shaded areas (top right)
show the expected sensitivity of the GAPS [78] and AMS-02 [30] experiments. The top panels also shows the
fluxes obtained with sinel(3He) set to zero. Only the uncertainties relative to the measured sinel(3He) are shown,
which represent standard deviations. The calculations employ the 3He DM source described elsewhere [29] and
the 3He production cross section from cosmic-ray background [57].
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https://www.nature.com/articles/s41567-022-01804-8.pdf
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"Stairway to Heaven"
✦ Mind-boggling precision on so many SM processes!

40
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"Stairway to Heaven"
✦ Mind-boggling precision on so many SM processes!

40

2

nism. The discovery of the Higgs boson and the measurement of its mass became the keystone
of the SM. This allowed significantly tightening the constraints on the theory and facilitated
precision comparison of predictions with the corresponding measurements.

The unprecedented capabilities of the LHC detectors have enabled precise measurements of
the properties of a wide array of processes. The most fundamental of the properties is the cross
section, which quantifies the probability of two particles interacting and producing a particular
final state. Figure 1 shows the cross sections of selected high-energy processes measured by the
CMS experiment spanning some fourteen orders of magnitude, stepping from the total inelastic
proton-proton (pp) cross section to the production of hadronic jets, single and multibosons, top
quarks, Higgs bosons, down to the rarest processes, such as vector boson scattering of Z boson
pairs, production of Higgs boson pairs or four top quarks, the most massive of the SM particles.
Since the start of operation, the LHC has operated at several increasing energies allowing the
experiments to map the change of cross sections with energy. The agreement in Fig. 1 between
the SM predictions and the measurements is remarkable.

Figure 1: Cross sections of selected high-energy processes measured by the CMS experiment.
Measurements performed at different LHC pp collision energies are marked by unique sym-
bols and the coloured bands indicate the combined statistical and systematic uncertainty of the
measurement. Grey bands indicate the uncertainty of the corresponding SM theory predic-
tions. Shaded hashed bars indicate the excluded cross section region for a production process
with the measured 95% CL upper limit on the process indicated by the solid line of the same
colour.

In this Report, we exemplify the full spread of the CMS experimental programme in measur-
ing cross sections involving high-energy quantum chromodynamics (QCD) and EW processes,
including those involving the top quark and those involving the Higgs boson. We point out
the fundamental aspects of the SM elucidated by these cross section measurements, highlight-
ing their importance. Accurate measurements of fundamental parameters, such as the Higgs
boson mass, top quark mass, their production cross sections, along with the strong coupling
constant and other SM parameters, play a pivotal role in refining the SM. They also contribute
significantly to shaping a more accurate and comprehensive model of the origin of matter and
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Looking for Unknown
✦ The LHC has been successfully operating for nearly 15 years, 

transforming the entire landscape of searches for new physics

✦ Despite a number of tantalizing hints seen by ATLAS, CMS, and LHCb 

over the years, apart from the observation of the Higgs boson and a 
number of QCD states, none of them raised to the discovery level yet; 
many are now gone


✦ So, why are we still looking for new physics at the LHC and where 
should we look for it if we are to continue?


✦ Why are we still covering something like a territory of Brazil with the 
"Brazilian flag" exclusion plots?

42
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✦ The LHC has been successfully operating for nearly 15 years, 

transforming the entire landscape of searches for new physics

✦ Despite a number of tantalizing hints seen by ATLAS, CMS, and LHCb 

over the years, apart from the observation of the Higgs boson and a 
number of QCD states, none of them raised to the discovery level yet; 
many are now gone


✦ So, why are we still looking for new physics at the LHC and where 
should we look for it if we are to continue?


✦ Why are we still covering something like a territory of Brazil with the 
"Brazilian flag" exclusion plots?
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Figure 73: Expected and observed 95% CL upper limit on the product of the top squark pair
production cross section and branching fraction in terms of the top squark mass for the stealth
SYY SUSY model (upper) and stealth SHH SUSY model (lower). Particle masses and branching
fractions assumed for the model are included. The expected cross section is computed at NNLO
accuracy, improved by using the summation of soft gluons at next-to-next-to-leading logarith-
mic (NNLL) order, and is shown in the red curve. Upper figure adapted from Ref. [290].

ATLASp
s = 13 TeV, 140 fb-1

2HDM, A/H ! tt̄, cos(b - a) = 0

Observed 95% CL exclusion
Expected 95% CL exclusion
(±1s and ±2s)

(a) (b)

Figure 13: Observed and expected exclusion contours in the <
�/� � tan V plane for (a) a type-II 2HDM in the

alignment limit (cos(V�U) = 0) with mass-degenerate pseudo-scalar and scalar states, <� = <� and (b) the hMSSM.
The observed exclusion regions are indicated by the shaded area. The boundary of the expected exclusion region
under the background-only hypothesis is marked by the dashed line. The surrounding shaded bands correspond to
the ±1 and ±2 standard deviation (±1f,±2f) uncertainty.

(a) (b)

Figure 14: Observed and expected exclusion contours in the <0 � tan V plane for the 2HDM+0 with <� = <� =
600 GeV for (a) sin \ = 0.35 and (b) sin \ = 0.70. The model settings correspond to those of benchmark scenarios 2a
and 2b defined in Ref. [41], respectively. The observed exclusion regions are indicated by the shaded area. The
boundary of the expected exclusion region under the background-only hypothesis is marked by the dashed line. The
surrounding shaded bands correspond to the ±1 and ±2 standard deviation (±1f,±2f) uncertainty.
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The Why
๏ Many things are missing from the standard 

model (SM), hinting that it is likely incomplete

✤ Physics issues: no gravity; no dark matter; no 

connection between the three generations of 
quarks and leptons; no quantitative explanation 
of the matter-antimatter asymmetry in the 
universe; no neutrino oscillations


✤ Math issues: naturalness, which became a real 
problem since the discovery of the Higgs 
boson; "arbitrary" fermion masses; strong CP 
problem


๏ Most of viable SM extensions that cure some 
of the above problems require new particles, 
dimensions, symmetries


๏ Many lead to the phenomenology within the 
reach of the LHC, although there is no 
guarantee anymore


๏ Many exclusions, while appear strong, are 
based on simplifying assumptions, which are 
often arbitrary (e.g., Br = 1) - read the fine 
print!

43
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The Why
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Read the fine print!
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The Where
✦ Given that the LHC has reached its ultimate energy, looking for 

heavy particles is a game of a diminishing return - it will take many 
years to discover something in this regime, if we haven't seen a 
hint so far

๏ No more low-hanging fruit!


✦ The focus shifts to much more 
complicated signatures, which 
haven't been exploited thus far,  
as well as significantly more  
sophisticated analyses than we  
pursued during the earlier years


✦ Doubling time has doubled since  
Run 2; it is now about three years

๏ Compatible with a "lifetime" of a graduate student in an LHC 

experiment, allowing for a well-designed and sophisticated analysis 
rather than a "luminosity chase"

44
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heavy particles is a game of a diminishing return - it will take many 
years to discover something in this regime, if we haven't seen a 
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๏ No more low-hanging fruit!


✦ The focus shifts to much more 
complicated signatures, which 
haven't been exploited thus far,  
as well as significantly more  
sophisticated analyses than we  
pursued during the earlier years


✦ Doubling time has doubled since  
Run 2; it is now about three years

๏ Compatible with a "lifetime" of a graduate student in an LHC 

experiment, allowing for a well-designed and sophisticated analysis 
rather than a "luminosity chase"
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Stairway to Hell
✦ The paradigm shift

45

Lifetime

C
ou

pl
in

g

Early LHC Searches

Nowadays

Mas
s



 S
lid

e 
G

re
g 

La
nd

sb
er

g 
- R

ec
en

t L
H

C
 H

ig
hl

ig
ht

s 
- V

ul
ca

no
 2

02
4 

- I
sc

hi
a

New Tools for the New Paradigm
✦ Use of new triggers not available earlier in the LHC 

running

๏ A variety of triggers optimized for long-lived particles 

๏ Trigger-level analysis (TLA), aka data scouting - ATLAS 

and CMS, and triggerless design with real-time 
alignment and calibration (LHCb)

✤ Extensive use of GPU in the trigger


๏ ISR-based triggers with jet substructure and mass-
decorrelated subjet taggers 


๏ Data parking 

✦ Novel approaches with machine learning (ML) 

techniques: weakly supervised and unsupervised ML46
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Toward Small Masses: TLA
✦ Trigger-level analysis (TLA) is 

based only on the high-level 
trigger (HLT) objects resulting 
in a very compact event size 
and vastly increased rate per 
bandwidth for the TLA data 
stream


๏ Avoids the use of (large) 
trigger prescales

47

 

Search for Low-Mass Dijet Resonances Using Trigger-Level Jets
with the ATLAS Detector in pp Collisions at
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Searches for dijet resonanceswith sub-TeVmasses using theATLAS detector at the LargeHadronCollider
can be statistically limited by the bandwidth available to inclusive single-jet triggers, whose data-collection
rates at low transversemomentum aremuch lower than the rate from standardmodelmultijet production. This
Letter describes a newsearch for dijet resonanceswhere this limitation is overcomeby recording only the event
information calculated by the jet trigger algorithms, thereby allowing much higher event rates with reduced
storage needs. The search targets low-mass dijet resonances in the range 450–1800GeV. The analyzed data set
has an integrated luminosity of up to 29.3 fb−1 and was recorded at a center-of-mass energy of 13 TeV.
No excesses are found; limits are set onGaussian-shaped contributions to the dijet mass distribution from new
particles and on a model of dark-matter particles with axial-vector couplings to quarks.

DOI: 10.1103/PhysRevLett.121.081801

Introduction.—If new particles beyond those of the
standard model (SM) are directly produced in proton-
proton (pp) collisions at the Large Hadron Collider
(LHC), they must interact with the constituent partons of
the proton, and can therefore also decay into the same
partons, resulting in two-jet final states. Quantum chromo-
dynamics (QCD) predicts that dijet events have an invariant
mass distribution (mjj) that falls smoothly, whereas a new
state decaying to two partons would emerge as a localized
excess in the distribution.
Traditional dijet searches at the LHC focus on the

production of heavy particles with masses above
900 GeV [1–3]. LHC searches for lighter resonances with
small production cross sections have been hampered by
restrictions in the data-taking rate of the ATLAS and CMS
detectors. Single-jet triggers with a jet pT threshold below
roughly 380 GeVare prescaled, a procedure whereby only a
fraction of the events passing the trigger are recorded;
hence, dijet events with an invariant mass below 1 TeV are
largely discarded by the trigger system, as indicated in
Fig. 1. Therefore, despite the large number of pp collisions
produced by the LHC, traditional ATLAS and CMS
searches are less sensitive to dijet resonances below
900 GeV than searches at the SPS and Tevatron colliders
[4–9]. Alternative trigger strategies to search for low-mass
resonances include selecting events with jets recoiling

against either an energetic photon or an additional energetic
jet [10–12], or selecting events with decays to heavy-flavor
jets [13,14]. In these cases, additional features in the events
reduce the data-taking rates, reducing the sensitivity to low-
mass resonances.
This Letter describes an innovative data-taking approach

to access the invariant mass region below 1 TeV; only a
reduced set of information from the trigger system is
recorded and subsequently analyzed. The Trigger-object
Level Analysis (TLA) approach allows jet events to be
recorded at a peak rate of up to twice the total rate of events
using the standard approach, while using less than 1% of
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FIG. 1. Comparison between the number of dijet events in the
data used by this analysis (black points), the number of events
selected by any single-jet trigger (thicker, blue line), and the
events selected by single-jet triggers but corrected for the trigger
prescale factors (thinner, red line) as a function of the dijet
invariant mass (mjj). The definition of y! is ðy1 − y2Þ=2, where y1
and y2 are the rapidities of the highest- and second-highest
pT jets.
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therefore less affected by statistical fluctuations from the
data in a single bin. The results can be used to set limits on
models of new phenomena besides that of the Z0 simplified
model and are applicable when the resonance is sufficiently
narrow and the parton distribution function and nonper-
turbative effects can be safely truncated or neglected, as
described in Ref. [31]. These criteria are often met if the
mjj distribution for a signal approaches a Gaussian dis-
tribution after applying the kinematic selection criteria of
the resonance analysis, so that 95% of the signal lies within
20% of the Gaussian mean mass. Models of new reso-
nances with an intrinsic width much smaller than 5% of its
mass should be compared to the results with a width
equal to the experimental resolution. For models with a
larger width, the limit that best matches their width should
be used. More-detailed instructions can be found in
Appendix A of Ref. [31].
A Bayesian method is applied to the data and simulation

of the signal models at a series of discrete masses to set
95% credibility-level upper limits on the cross section times
acceptance [30] for the signals described above. The
method uses a constant prior for the signal cross section
and Gaussian priors for nuisance parameters corresponding
to systematic uncertainties. For both observed and expected
limits, the sliding window fit is performed for each value of
the mass parameter, adding the tested signal shape with a
floating normalization to the functional forms stated above.
The expected limits are calculated using pseudoexperi-
ments generated from the fit parameters of those functional
forms. The uncertainties on the Z0 signal model include the
jet energy scale and the luminosity. The impact of the jet
energy resolution uncertainty is negligible. For the
Gaussian model, a constant jet energy scale uncertainty
of 3% is applied in accordance with the measured impact of
this uncertainty on the Z0 samples. The uncertainty in the
integrated luminosity is !2.2%, derived following a
methodology similar to that detailed in Ref. [42]. The
systematic uncertainties in the background estimate include
the choice of the fit function and the uncertainty in the fit
parameter values, as described above.
Figure 5 shows limits on the coupling to quarks, gq, as a

function of the mass mZ0 for the Z0 model. Figure 6 shows
limits on a possible Gaussian contribution with a width
equal to the detector resolution as a function of the mean
mass,mG. In both the Z0 and Gaussian models, upper limits
for masses from 450 to 700 GeV are derived using the
distribution with jy"j < 0.3, which is sensitive to the lower
masses. Limits for masses above 700 GeVare derived from
the mjj distribution with jy"j < 0.6, except for Gaussian
signals with a width of 10% where only the jy"j < 0.3
distribution is used.
The limit results show an upward fluctuation at masses

of approximately 1 TeV in the jy"j < 0.6 signal region. This
is not seen in Fig. 4; when searching for excesses in the
data, a background-only hypothesis is used for the sliding

window fit. In the observed and expected limits, the fit
includes the signal shape in addition to the background
parameterization, and can adapt to local data fluctuations
that mimic a signal shape. The jy"j < 0.6 signal region,
which uses a smaller sliding-window size, is especially
sensitive to the difference in the two approaches. Therefore,
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FIG. 5. The 95% credibility-level observed and expected upper
limits on gq as a function of mZ0 for the Z0 model described in the
text. The lower-mass part of the limits from Ref. [3] is also
shown. Couplings above the solid lines are excluded. The solid
and dashed lines represent the observed and expected limits,
respectively, and are obtained accounting for the scaling of
the signal cross section with g2q. The different y" selections are
described in the text.
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equal to the detector mass resolution. While the vertical axis is
shared by the two selections, this signal acceptance varies; thus,
the two sets of limit points relate to two different interpretations
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models considered by this search). The different y" selections are
described in the text.
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Toward Small Masses: TLA
✦ Trigger-level analysis (TLA) is 

based only on the high-level 
trigger (HLT) objects resulting 
in a very compact event size 
and vastly increased rate per 
bandwidth for the TLA data 
stream


๏ Avoids the use of (large) 
trigger prescales
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Introduction.—If new particles beyond those of the
standard model (SM) are directly produced in proton-
proton (pp) collisions at the Large Hadron Collider
(LHC), they must interact with the constituent partons of
the proton, and can therefore also decay into the same
partons, resulting in two-jet final states. Quantum chromo-
dynamics (QCD) predicts that dijet events have an invariant
mass distribution (mjj) that falls smoothly, whereas a new
state decaying to two partons would emerge as a localized
excess in the distribution.
Traditional dijet searches at the LHC focus on the

production of heavy particles with masses above
900 GeV [1–3]. LHC searches for lighter resonances with
small production cross sections have been hampered by
restrictions in the data-taking rate of the ATLAS and CMS
detectors. Single-jet triggers with a jet pT threshold below
roughly 380 GeVare prescaled, a procedure whereby only a
fraction of the events passing the trigger are recorded;
hence, dijet events with an invariant mass below 1 TeV are
largely discarded by the trigger system, as indicated in
Fig. 1. Therefore, despite the large number of pp collisions
produced by the LHC, traditional ATLAS and CMS
searches are less sensitive to dijet resonances below
900 GeV than searches at the SPS and Tevatron colliders
[4–9]. Alternative trigger strategies to search for low-mass
resonances include selecting events with jets recoiling

against either an energetic photon or an additional energetic
jet [10–12], or selecting events with decays to heavy-flavor
jets [13,14]. In these cases, additional features in the events
reduce the data-taking rates, reducing the sensitivity to low-
mass resonances.
This Letter describes an innovative data-taking approach

to access the invariant mass region below 1 TeV; only a
reduced set of information from the trigger system is
recorded and subsequently analyzed. The Trigger-object
Level Analysis (TLA) approach allows jet events to be
recorded at a peak rate of up to twice the total rate of events
using the standard approach, while using less than 1% of
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therefore less affected by statistical fluctuations from the
data in a single bin. The results can be used to set limits on
models of new phenomena besides that of the Z0 simplified
model and are applicable when the resonance is sufficiently
narrow and the parton distribution function and nonper-
turbative effects can be safely truncated or neglected, as
described in Ref. [31]. These criteria are often met if the
mjj distribution for a signal approaches a Gaussian dis-
tribution after applying the kinematic selection criteria of
the resonance analysis, so that 95% of the signal lies within
20% of the Gaussian mean mass. Models of new reso-
nances with an intrinsic width much smaller than 5% of its
mass should be compared to the results with a width
equal to the experimental resolution. For models with a
larger width, the limit that best matches their width should
be used. More-detailed instructions can be found in
Appendix A of Ref. [31].
A Bayesian method is applied to the data and simulation

of the signal models at a series of discrete masses to set
95% credibility-level upper limits on the cross section times
acceptance [30] for the signals described above. The
method uses a constant prior for the signal cross section
and Gaussian priors for nuisance parameters corresponding
to systematic uncertainties. For both observed and expected
limits, the sliding window fit is performed for each value of
the mass parameter, adding the tested signal shape with a
floating normalization to the functional forms stated above.
The expected limits are calculated using pseudoexperi-
ments generated from the fit parameters of those functional
forms. The uncertainties on the Z0 signal model include the
jet energy scale and the luminosity. The impact of the jet
energy resolution uncertainty is negligible. For the
Gaussian model, a constant jet energy scale uncertainty
of 3% is applied in accordance with the measured impact of
this uncertainty on the Z0 samples. The uncertainty in the
integrated luminosity is !2.2%, derived following a
methodology similar to that detailed in Ref. [42]. The
systematic uncertainties in the background estimate include
the choice of the fit function and the uncertainty in the fit
parameter values, as described above.
Figure 5 shows limits on the coupling to quarks, gq, as a

function of the mass mZ0 for the Z0 model. Figure 6 shows
limits on a possible Gaussian contribution with a width
equal to the detector resolution as a function of the mean
mass,mG. In both the Z0 and Gaussian models, upper limits
for masses from 450 to 700 GeV are derived using the
distribution with jy"j < 0.3, which is sensitive to the lower
masses. Limits for masses above 700 GeVare derived from
the mjj distribution with jy"j < 0.6, except for Gaussian
signals with a width of 10% where only the jy"j < 0.3
distribution is used.
The limit results show an upward fluctuation at masses

of approximately 1 TeV in the jy"j < 0.6 signal region. This
is not seen in Fig. 4; when searching for excesses in the
data, a background-only hypothesis is used for the sliding

window fit. In the observed and expected limits, the fit
includes the signal shape in addition to the background
parameterization, and can adapt to local data fluctuations
that mimic a signal shape. The jy"j < 0.6 signal region,
which uses a smaller sliding-window size, is especially
sensitive to the difference in the two approaches. Therefore,
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FIG. 5. The 95% credibility-level observed and expected upper
limits on gq as a function of mZ0 for the Z0 model described in the
text. The lower-mass part of the limits from Ref. [3] is also
shown. Couplings above the solid lines are excluded. The solid
and dashed lines represent the observed and expected limits,
respectively, and are obtained accounting for the scaling of
the signal cross section with g2q. The different y" selections are
described in the text.
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Figure 1: The soft drop [38, 39] jet mass distribution of the signal region after the main back-
ground estimation fit is performed. The nonresonant background is indicated by a dashed line,
while the total background composed of the sum of this nonresonant background and the reso-
nant backgrounds is shown by the solid line. Representative signals are plotted for comparison.
The bottom panel shows the difference between the data and the final background estimate, di-
vided by the statistical uncertainty of the data in each bin. The shaded region represents the
total uncertainty in the background estimate in each bin.

CL. Systematic uncertainties are treated as nuisance parameters, which are modeled with log-
normal priors and profiled in the limit calculations. Values of g

0
q greater than 0.3 are excluded

at 95% CL for the entire mass range. For most of the mass range below 50 GeV, made accessible
by the trigger strategy, the exclusion from this analysis is more stringent than the indirect limits
set by measurements of the Z boson and U meson decay widths [18].

In summary, a search for a low mass Z0 resonance decaying to qq pairs has been presented,
using data from proton-proton collisions at the LHC with a center-of-mass energy of 13 TeV.
Jet substructure and decorrelation techniques are implemented to search for narrow resonances
over a smoothly falling background of the jet groomed mass. No significant excess is observed
above the standard model expectation. Upper limits are placed on the quark coupling strength
g
0
q of Z0 bosons with masses between 10 and 125 GeV. Below 50 GeV, the results obtained with

this trigger strategy probe the lowest diquark resonance masses reached by a hadron collider.
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Figure 1: The soft drop [38, 39] jet mass distribution of the signal region after the main back-
ground estimation fit is performed. The nonresonant background is indicated by a dashed line,
while the total background composed of the sum of this nonresonant background and the reso-
nant backgrounds is shown by the solid line. Representative signals are plotted for comparison.
The bottom panel shows the difference between the data and the final background estimate, di-
vided by the statistical uncertainty of the data in each bin. The shaded region represents the
total uncertainty in the background estimate in each bin.

CL. Systematic uncertainties are treated as nuisance parameters, which are modeled with log-
normal priors and profiled in the limit calculations. Values of g

0
q greater than 0.3 are excluded

at 95% CL for the entire mass range. For most of the mass range below 50 GeV, made accessible
by the trigger strategy, the exclusion from this analysis is more stringent than the indirect limits
set by measurements of the Z boson and U meson decay widths [18].

In summary, a search for a low mass Z0 resonance decaying to qq pairs has been presented,
using data from proton-proton collisions at the LHC with a center-of-mass energy of 13 TeV.
Jet substructure and decorrelation techniques are implemented to search for narrow resonances
over a smoothly falling background of the jet groomed mass. No significant excess is observed
above the standard model expectation. Upper limits are placed on the quark coupling strength
g
0
q of Z0 bosons with masses between 10 and 125 GeV. Below 50 GeV, the results obtained with

this trigger strategy probe the lowest diquark resonance masses reached by a hadron collider.
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Figure 1: The soft drop [38, 39] jet mass distribution of the signal region after the main back-
ground estimation fit is performed. The nonresonant background is indicated by a dashed line,
while the total background composed of the sum of this nonresonant background and the reso-
nant backgrounds is shown by the solid line. Representative signals are plotted for comparison.
The bottom panel shows the difference between the data and the final background estimate, di-
vided by the statistical uncertainty of the data in each bin. The shaded region represents the
total uncertainty in the background estimate in each bin.

CL. Systematic uncertainties are treated as nuisance parameters, which are modeled with log-
normal priors and profiled in the limit calculations. Values of g

0
q greater than 0.3 are excluded

at 95% CL for the entire mass range. For most of the mass range below 50 GeV, made accessible
by the trigger strategy, the exclusion from this analysis is more stringent than the indirect limits
set by measurements of the Z boson and U meson decay widths [18].

In summary, a search for a low mass Z0 resonance decaying to qq pairs has been presented,
using data from proton-proton collisions at the LHC with a center-of-mass energy of 13 TeV.
Jet substructure and decorrelation techniques are implemented to search for narrow resonances
over a smoothly falling background of the jet groomed mass. No significant excess is observed
above the standard model expectation. Upper limits are placed on the quark coupling strength
g
0
q of Z0 bosons with masses between 10 and 125 GeV. Below 50 GeV, the results obtained with

this trigger strategy probe the lowest diquark resonance masses reached by a hadron collider.
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Table 4: Summary of 95% CL observed exclusion limits on mmed = mZ0 for pmiss
T -based DM

searches in the leptophobic vector and axial-vector model. Following the recommendation
of the LHC DM Working Group [24, 25], the exclusions are computed for a universal quark
coupling of gq = 0.25 and for a DM coupling of gDM = 1.0.

Reference Lint [ fb�1] Channel 95% CL Notes
limit [TeV]

[81] 137 Monojet mZ0 > 1.95
[86] 137 Mono-Z mZ0 > 0.87 Vector coupling

mZ0 > 0.80 Axial coupling
[263] 36 Mono-t mZ0 < 0.20 Portal is FCNC

or mZ0 > 1.75
[268] 36 Mono-photon mZ0 > 0.95
[270] 36 Mono-H(bb) mZ0 > 1.60
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CMS

Figure 60: Observed and expected 95% CL exclusion regions for the universal quark cou-
pling gq, assuming a DM coupling gDM = 1.0, for varying Z0 mediator mass [81, 179, 277–
279, 281, 283, 285]. The hashed areas indicate the direction of the excluded area from the ob-
served limits. The gray dashed lines show the gq values at fixed values of the relative width
GZ0/mZ0 . Most searches assume that the intrinsic Z0 width is negligible compared to the ex-
perimental resolution and hence are valid for GZ0/mZ0 . 10%. The dijet search is valid for
GZ0/mZ0 . 50%, and the dijet angular analysis is valid for GZ0/mZ0 . 100%. The observed DM
relic density is also shown; it drops to 2.17 ⇥ 10�4 for mZ0 = 5 GeV.
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Toward Low Masses: ISR+Scouting
✦ One could also combine the two techniques, adding extra sensitivity


๏ The idea behind a CMS search for dijet resonances in three-jet events 
collected by a low-HT scouting trigger (4 kHz @ 1034 cm-2s-1) available 
for ~half of 2016 data taking (18 fb-1)


๏ Use large-R (1.1) jets offline to improve resolution and acceptance

๏ Limits set in the 350-700 GeV range as low as 1/3 of EM coupling

49

4

denominator of Eq. (1). We perform a maximum likelihood fit of the function in Eq. (1) to our
data in the mass range 290 < mjj < 1000 GeV. The chi-square per number of degrees of free-
dom of the fit is c2/NDF = 19.3/13, corresponding to a p-value of 0.11. Figure 1 also shows
the expected dijet mass distributions of a resonance signal for three different values of reso-
nance mass. The data distribution is well modeled by the background parameterization and
there is no evidence for a dijet resonance.
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Figure 1: Dijet mass spectrum (points) compared to a fitted parameterization of the back-
ground (solid curve). The background fit is performed in the range 290 < mjj < 1000 GeV.
The horizontal bars show the widths of each bin in dijet mass. The dashed lines represent the
dijet mass distribution from 400, 550, and 700 GeV resonance signals expected to be excluded at
95% CL by this analysis. The lower panel shows the difference between the data and the fitted
parametrization, divided by the statistical uncertainty of the data.

The dijet mass bin widths in Fig. 1 are the same as in the previous dijet searches, except for
the first bin which is more narrow, starting at a dijet mass value of 290 GeV. This lower bound
of the fit range and the jet pT threshold for the three-jet selection are determined in the follow-
ing way. We measure the distribution of the dijet mass in a signal-depleted region defined by
replacing the requirement |h1 � h2| < 1.1 with the requirement |h1 + h2| < 1.1. The dijet mass
in the signal-depleted region is calculated after flipping the sign of h of the second jet—the
sign of the z component of the momentum of the subleading jet is reversed and then the dijet
mass is calculated. For background events, the dijet mass distribution in the signal-depleted re-
gion, so calculated, is closely similar to the dijet mass distribution in the signal region because
the variables h1 � h2 in the signal region and h1 + h2 in the signal-depleted region have ap-
proximately the same uniform distribution between �1.1 and 1.1. The signal-depleted region
contains about the same number of background events and 50% fewer signal events, and 35%
of the observed events in the signal-depleted region are also in the signal region. Small data-
driven corrections, which change the observed number of events by less than 5%, are applied
to the dijet mass distribution in the signal-depleted region to make it the same as the back-
ground distribution in the signal region. These corrections, which are applied as a function of
the product of the two largest values of jet pT in the event, are obtained by fitting an analytic
function describing this product to the ratio of the numbers of events passing the signal se-
lection to the number of events passing the signal-depleted selection. The lower edge of dijet
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Figure 3: Upper limits at 95% CL on the universal quark coupling g
0
q, as a function of resonance

mass, for a narrow vector resonance that only couples to quarks. The observed limits (solid
curve), expected limits (dashed curve) and their variation at the 1 and 2 standard deviation
levels (shaded bands) are shown. The dashed-dotted curve shows the coupling strength for
which the cross section for dijet production in this model is the same as for a DM mediator (see
text).

8 Summary
A search for a narrow vector resonance of mass between 350 and 700 GeV decaying into two jets
has been performed in events containing at least three jets using proton-proton collision data atp

s = 13 TeV at the LHC corresponding to an integrated luminosity of 18.3 fb�1. The dijet mass
distribution of the two leading jets is smooth, and there is no evidence for a resonance. Upper
limits at 95% confidence level are set on the product of the cross section, branching fraction,
and acceptance as a function of resonance mass. This search excludes a simplified model of
interactions between quarks and dark matter particles of mass 1 GeV, where the interactions
are mediated by a vector particle with mass between 350 and 700 GeV, for coupling strengths
of gq = 0.25 and gDM = 1. Upper limits between 0.10 and 0.15 are also set on the coupling
to quarks g

0
q for a vector particle interacting only with quarks. These results represent the

most stringent upper limits in the mass range between 350 and 450 GeV obtained with a flavor-
inclusive dijet resonance search.
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denominator of Eq. (1). We perform a maximum likelihood fit of the function in Eq. (1) to our
data in the mass range 290 < mjj < 1000 GeV. The chi-square per number of degrees of free-
dom of the fit is c2/NDF = 19.3/13, corresponding to a p-value of 0.11. Figure 1 also shows
the expected dijet mass distributions of a resonance signal for three different values of reso-
nance mass. The data distribution is well modeled by the background parameterization and
there is no evidence for a dijet resonance.
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Figure 1: Dijet mass spectrum (points) compared to a fitted parameterization of the back-
ground (solid curve). The background fit is performed in the range 290 < mjj < 1000 GeV.
The horizontal bars show the widths of each bin in dijet mass. The dashed lines represent the
dijet mass distribution from 400, 550, and 700 GeV resonance signals expected to be excluded at
95% CL by this analysis. The lower panel shows the difference between the data and the fitted
parametrization, divided by the statistical uncertainty of the data.

The dijet mass bin widths in Fig. 1 are the same as in the previous dijet searches, except for
the first bin which is more narrow, starting at a dijet mass value of 290 GeV. This lower bound
of the fit range and the jet pT threshold for the three-jet selection are determined in the follow-
ing way. We measure the distribution of the dijet mass in a signal-depleted region defined by
replacing the requirement |h1 � h2| < 1.1 with the requirement |h1 + h2| < 1.1. The dijet mass
in the signal-depleted region is calculated after flipping the sign of h of the second jet—the
sign of the z component of the momentum of the subleading jet is reversed and then the dijet
mass is calculated. For background events, the dijet mass distribution in the signal-depleted re-
gion, so calculated, is closely similar to the dijet mass distribution in the signal region because
the variables h1 � h2 in the signal region and h1 + h2 in the signal-depleted region have ap-
proximately the same uniform distribution between �1.1 and 1.1. The signal-depleted region
contains about the same number of background events and 50% fewer signal events, and 35%
of the observed events in the signal-depleted region are also in the signal region. Small data-
driven corrections, which change the observed number of events by less than 5%, are applied
to the dijet mass distribution in the signal-depleted region to make it the same as the back-
ground distribution in the signal region. These corrections, which are applied as a function of
the product of the two largest values of jet pT in the event, are obtained by fitting an analytic
function describing this product to the ratio of the numbers of events passing the signal se-
lection to the number of events passing the signal-depleted selection. The lower edge of dijet
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Figure 3: Upper limits at 95% CL on the universal quark coupling g
0
q, as a function of resonance

mass, for a narrow vector resonance that only couples to quarks. The observed limits (solid
curve), expected limits (dashed curve) and their variation at the 1 and 2 standard deviation
levels (shaded bands) are shown. The dashed-dotted curve shows the coupling strength for
which the cross section for dijet production in this model is the same as for a DM mediator (see
text).

8 Summary
A search for a narrow vector resonance of mass between 350 and 700 GeV decaying into two jets
has been performed in events containing at least three jets using proton-proton collision data atp

s = 13 TeV at the LHC corresponding to an integrated luminosity of 18.3 fb�1. The dijet mass
distribution of the two leading jets is smooth, and there is no evidence for a resonance. Upper
limits at 95% confidence level are set on the product of the cross section, branching fraction,
and acceptance as a function of resonance mass. This search excludes a simplified model of
interactions between quarks and dark matter particles of mass 1 GeV, where the interactions
are mediated by a vector particle with mass between 350 and 700 GeV, for coupling strengths
of gq = 0.25 and gDM = 1. Upper limits between 0.10 and 0.15 are also set on the coupling
to quarks g

0
q for a vector particle interacting only with quarks. These results represent the

most stringent upper limits in the mass range between 350 and 450 GeV obtained with a flavor-
inclusive dijet resonance search.
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Table 4: Summary of 95% CL observed exclusion limits on mmed = mZ0 for pmiss
T -based DM

searches in the leptophobic vector and axial-vector model. Following the recommendation
of the LHC DM Working Group [24, 25], the exclusions are computed for a universal quark
coupling of gq = 0.25 and for a DM coupling of gDM = 1.0.

Reference Lint [ fb�1] Channel 95% CL Notes
limit [TeV]

[81] 137 Monojet mZ0 > 1.95
[86] 137 Mono-Z mZ0 > 0.87 Vector coupling

mZ0 > 0.80 Axial coupling
[263] 36 Mono-t mZ0 < 0.20 Portal is FCNC

or mZ0 > 1.75
[268] 36 Mono-photon mZ0 > 0.95
[270] 36 Mono-H(bb) mZ0 > 1.60
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CMS

Figure 60: Observed and expected 95% CL exclusion regions for the universal quark cou-
pling gq, assuming a DM coupling gDM = 1.0, for varying Z0 mediator mass [81, 179, 277–
279, 281, 283, 285]. The hashed areas indicate the direction of the excluded area from the ob-
served limits. The gray dashed lines show the gq values at fixed values of the relative width
GZ0/mZ0 . Most searches assume that the intrinsic Z0 width is negligible compared to the ex-
perimental resolution and hence are valid for GZ0/mZ0 . 10%. The dijet search is valid for
GZ0/mZ0 . 50%, and the dijet angular analysis is valid for GZ0/mZ0 . 100%. The observed DM
relic density is also shown; it drops to 2.17 ⇥ 10�4 for mZ0 = 5 GeV.
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Low-Mass Dimuon Resonances
✦ CMS searches based on the dimuon regular 

and scouting triggers

✦ Nice complementarity between the two sets 

of results, interpreted as dark Z boson or in 
the context of 2HDM + complex singlet 
model w/ H-a mixing


✦ New search based entirely on a scouting 
trigger allowed to lower the mass reach 
below the Y resonances in the same models

50

6

renormalization and factorization scales (4.5%), and the modeling of the PDFs (1%) are ascribed
to the signal cross section. We set upper limits at 90% CL on e2 as a function of the Z

D
mass,

as shown in Fig. 3. These are compared with recent results from the LHCb Collaboration [16,
43] and indirect constraints at 95% CL from measurements of the electroweak observables [9].
This search sets the most stringent limits to date in the ⇠30–75 and 110–200 GeV mass ranges.
Furthermore, limits from this search are competitive with those obtained in Ref. [16] at lower
masses.

 (GeV)
DZm

2 ε

6−10

5−10

4−10

3−10

11 20 30 40 50 100 200

90% CL observed limit
90% CL median expected limit
68% confidence interval for expected limit
95% confidence interval for expected limit
LHCb (90% CL) [arXiv:1910.06926]
Electroweak fit constraints (95% CL) [JHEP 02 (2015) 157]

 (scouting triggers) (13 TeV)-1 (standard triggers) and 96.6 fb-1137 fb

CMS

scouting triggers   standard triggers

Figure 3: Expected and observed upper limits at 90% CL on e2, the square of the kinetic mix-
ing coefficient, as a function of the Z

D
mass. Results obtained using the scouting (standard)

triggers are to the left (right) of the vertical purple line. Limits at 90% CL from the search per-
formed by the LHCb Collaboration [16] are shown in red, and constraints at 95% CL from the
measurements of the electroweak observables are shown in light blue [9].

In summary, a search has been presented for a narrow resonance decaying to a pair of muons
using proton-proton collision data recorded by the CMS experiment at

p
s = 13 TeV. The search

in the 45–75 and 110–200 GeV resonance mass ranges uses fully reconstructed data containing
a pair of muons with transverse momenta greater than 20 and 10 GeV, corresponding to an
integrated luminosity of 137 fb�1. The search in the resonance mass range of 11.5–45.0 GeV is
performed using data collected with high-rate dimuon triggers, corresponding to an integrated
luminosity of 96.6 fb�1. This is the first search that uses data with reduced trigger-level muon
information, collected with dimuon triggers that have transverse momentum thresholds of
3 GeV. The data are found to be consistent with the background prediction. The search sets
the lowest upper limits to date on the kinetic mixing coefficient of a dark photon in the ⇠30–75
and 110–200 GeV mass ranges.
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Figure 6. Observed upper limits at 90% CL on the square of the kinetic mixing coefficient ε in
the minimal model of a dark photon from the CMS search in the mass ranges of 1.1–2.6GeV and
4.2–7.9GeV (pink). The CMS limits are compared with the existing limits at 90% CL provided by
LHCb [13] (blue) and BaBar [11] (gray). The LHCb exclusion limit also extends below 1GeV and
to smaller couplings through its search for long-lived signals.

Figure 7. Observed upper limits at 90% CL on the mixing angle θH for the 2HDM+S scenario from
the CMS search in the mass ranges of 1.1–2.6GeV and 4.2–7.9GeV (pink). The CMS limits are
compared with the existing limits at 90% CL provided by LHCb [14] (blue) and BaBar [11] (gray).

search [14]. Uncertainties in the theoretical cross section for pseudoscalar production via
ggF are found by varying the renormalization and factorization scales by a factor of 2.
These uncertainties are around 90% at ma = 1.18GeV and gradually reduce to 10% at
ma > 4.2GeV. The uncertainty in the ggF acceptance is estimated by comparing the
values obtained with MadGraph5_amc@nlo and pythia, and is about 30%.

Observed upper limits at 90% CL are presented in figure 7. Values of sin(θH) above
≈0.01 (0.02) are excluded at ma = 2 (7)GeV with fixed tan β = 0.5. The limits derived
from this search in the low-mass region are competitive with recently reported results from
the LHCb experiment [14] below the charmonium peaks and better above them.
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Toward Long Lifetimes
✦ Plethora of models and experimental results

51

SUSY  
(RPV and RPC)

HNL

H(125) → XY

H → SS

Model Signature
∫
L dt [fb−1] Lifetime limit Reference

S
U

S
Y

H
ig

g
s

B
R

=
1

0
%

S
ca

la
r

H
N

L

RPV t̃ → µq displaced vtx + muon 136 2003.119560.003-6.0 mt̃ lifetime m(t̃)= 1.4 TeV

RPV χ̃01 → eeν/eµν/µµν displaced lepton pair 32.8 1907.100370.003-1.0 mχ̃0
1

lifetime m(q̃)= 1.6 TeV, m(χ̃01)= 1.3 TeV

RPV χ̃01 → qqq displaced vtx + jets 139 2301.138660.00135-9.0 mχ̃0
1

lifetime m(χ̃01)= 1.0 TeV

GGM χ̃01 → ZG̃ displaced dimuon 32.9 1808.030570.029-18.0 mχ̃0
1

lifetime m(g̃)= 1.1 TeV, m(χ̃01)= 1.0 TeV

GMSB non-pointing or delayed γ 139 2209.010290.24-2.4 mχ̃0
1

lifetime m(χ̃01, G̃)= 60, 20 GeV, BH= 2%

GMSB ℓ̃ → ℓG̃ displaced lepton 139 2011.078126-750 mmℓ̃ lifetime m(ℓ̃)= 600 GeV

GMSB τ̃→ τG̃ displaced lepton 139 2011.078129-270 mmτ̃ lifetime m(ℓ̃)= 200 GeV

AMSB pp → χ̃±1 χ̃
0
1, χ̃

+
1 χ̃
−
1 disappearing track 136 2201.024720.06-3.06 mχ̃±

1
lifetime m(χ̃±1 )= 650 GeV

AMSB pp → χ̃±1 χ̃
0
1, χ̃

+
1 χ̃
−
1 large pixel dE/dx 139 2205.060130.3-30.0 mχ̃±

1
lifetime m(χ̃±1 )= 600 GeV

Stealth SUSY 2 MS vertices 36.1 1811.073700.1-519 mS̃ lifetime B(g̃ → S̃g)= 0.1, m(g̃)= 500 GeV

Split SUSY large pixel dE/dx 139 2205.06013> 0.45 mg̃ lifetime m(g̃)= 1.8 TeV, m(χ̃01)= 100 GeV

Split SUSY displaced vtx + Emiss
T 32.8 1710.049010.03-13.2 mg̃ lifetime m(g̃)= 1.8 TeV, m(χ̃01)= 100 GeV

Split SUSY 0 ℓ, 2 − 6 jets +Emiss
T 36.1 ATLAS-CONF-2018-0030.0-2.1 mg̃ lifetime m(g̃)= 1.8 TeV, m(χ̃01)= 100 GeV

H → s s 2 MS vertices 139 2203.005870.31-72.4 ms lifetime m(s)= 35 GeV

H → s s 2 low-EMF trackless jets 139 2203.010090.19-6.94 ms lifetime m(s)= 35 GeV

VH with H → ss → bbbb 2ℓ + 2 displ. vertices 139 2107.060924-85 mms lifetime m(s)= 35 GeV

FRVZ H → 2γd + X 2 µ−jets 139 2206.121810.654-939 mmγd lifetime m(γd )= 400 MeV

FRVZ H → 4γd + X 2 µ−jets 139 2206.121812.7-534 mmγd lifetime m(γd )= 400 MeV

H → ZdZd displaced dimuon 32.9 1808.030570.009-24.0 mZd lifetime m(Zd )= 40 GeV

H → ZZd 2 e,µ + low-EMF trackless jet 36.1 1811.025420.21-5.2 mZd lifetime m(Zd )= 10 GeV

Φ(200 GeV)→ ss low-EMF trk-less jets, MS vtx 36.1 1902.030940.41-51.5 ms lifetime σ × B= 1 pb, m(s)= 50 GeV

Φ(600 GeV)→ ss low-EMF trk-less jets, MS vtx 36.1 1902.030940.04-21.5 ms lifetime σ × B= 1 pb, m(s)= 50 GeV

Φ(1 TeV)→ ss low-EMF trk-less jets, MS vtx 36.1 1902.030940.06-52.4 ms lifetime σ × B= 1 pb, m(s)= 150 GeV

W → Nℓ,N → ℓℓν displaced vtx (µµ,µe, ee) + µ 139 2204.119880.74-42 mmN lifetime m(N)= 6 GeV, Dirac

W → Nℓ,N → ℓℓν displaced vtx (µµ,µe, ee) + µ 139 2204.119883.1-33 mmN lifetime m(N)= 6 GeV, Majorana

W → Nℓ,N → ℓℓν displaced vtx (µµ,µe, ee) + e 139 2204.119880.49-81 mmN lifetime m(N)= 6 GeV, Dirac

W → Nℓ,N → ℓℓν displaced vtx (µµ,µe, ee) + e 139 2204.119880.39-51 mmN lifetime m(N)= 6 GeV, Majorana
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√
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ATLAS Long-lived Particle Searches* - 95% CL Exclusion
Status: March 2023

ATLAS Preliminary∫
L dt = (32.8 – 139) fb−1

√
s = 13 TeV

*Only a selection of the available lifetime limits is shown.
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Conclusions: Quo Vadis?
✦ LHC is an amazing machine, with a spectacular performance by far 

exceeding the expectations

✦ Discovery of the Higgs boson in 2012 has completed the standard model 

of particle physics and paved an avenue to decades of exploration

๏ Cf. the richness of top quark physics now, nearly 30 years after the discovery!


✦ Precision standard model measurements, supported by the latest theory 
developments, continue to be very exciting and important


✦ Direct searches for new physics have unexpectedly failed so far, but not 
for the lack of trying!


๏ Redirect searches away from theoretical lampposts, and toward challenging 
signatures and most sophisticated analysis techniques


๏ If no observation: LHC will do for dim-6 operators what LEP did for the dim-4 
ones (SMEFT approach)


✦ It's too early to throw a towel in: there are still hints for possible BSM 
physics and we will follow up on them diligently


✦ Stay tuned for many new results from Run 3 data to come soon!53



Thank You!
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Figure 1: Feynman diagram of inelastic dark matter production and decay in proton-proton
collisions. The heavy dark matter state c2 can be long-lived.

the solenoid. A more detailed description of the CMS detector, together with a definition of
the coordinate system used and the relevant kinematic variables, can be found in Ref. [17]. The
particle-flow (PF) algorithm [18] is used to reconstruct and identify each individual particle in
an event, with an optimized combination of information from the various elements of the CMS
detector.

The analysis was carried out with data collected by the CMS detector in 2016, 2017, and 2018
with total integrated luminosity of 138 fb�1. Simulated samples of signal and backgrounds
were used to optimize the event selection and to assist in the background estimation strategy.
Signal samples with exclusive dimuon decays were generated with MADGRAPH5 aMC@NLO
v.2.6.0 [19, 20] at leading order (LO) and injected into PYTHIA v8 [21] for fragmentation and
parton-shower modeling. PYTHIA also sets the lifetime of the heavy dark matter state via a
configuration parameter. The range of parameters considered for the signal model are moti-
vated by the literature (e.g. Ref. [12]) and consist of mA0 = 3 m1, D = {0.1, 0.4}m1, ct in the
range of 1–1000 mm, and aD = {0.1, 0.4}. Here ct is the proper lifetime and aD is the coupling
strength of the U(1)D in the dark sector. The CUETP8M1 tune [22] is applied to 2016 samples
and the CP5 tune [23] to 2017 and 2018 samples. Two parton distribution functions are used:
NNPDF3.0 [24] (2016) and NNPDF3.1 [25] (2017/2018). Additional proton-proton interactions
in the same bunch crossing (pileup) are simulated as well. Finally, the detector response is
simulated with GEANT4 [26], and physics reconstruction algorithms are applied identically to
collision data and simulated data samples.

The event selection is chosen to exploit the unique features expected from iDM: large p
miss
T , at

least one energetic jet, and a pair of displaced muons collimated with~pmiss
T . The trigger strategy

relies on p
miss
T since the muons are too soft to use for trigger selection. Candidate events are first

selected by triggers with minimum threshold of 120 GeV applied to both p
miss
T and the negative

vector sum of hadronic activity in the event, H
miss
T , as reconstructed at the trigger level. Both

quantities are constructed without including muons. In the offline selection, the requirement is
set to p

miss
T > 200 GeV across all years, which is in the plateau of the trigger efficiency.

The leading jet in the event is required to have pT > 80 GeV and |h| < 2.5. Only one other recon-
structed jet, with pT > 30 GeV and |h| < 5.0, is allowed per event, to accommodate additional
initial-state or final-state emissions. The requirement on the limited number of jets mitigates
the dominant background from SM events comprised uniquely of jets produced through the
strong interaction, referred to in this note as QCD events. To suppress top quark backgrounds,
events are vetoed if any jets are identified as originating from a b quark according to the loose
working point of the DeepCSV algorithm [27, 28]. Similar to Ref. [15], jets are required to
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Search for Inelastic DM
✦ Originally models of inelastic DM (IDM) were  

proposed to explain the DAMA anomaly;  
nevertheless they are generally viable models  
involving dark sectors - first IDM search at the LHC


✦ Probe a model w/ 2 nearly mass-degenerate DM states, 𝛘1 and 𝛘2 (m2 - m1 = Δ = 
(0.1-0.4)m1), as well as a dark photon mediator A' (mA' = 3m1), which is long-lived


✦ The signature is two collimated displaced muons aligned with pTmiss (also used for 
triggering)


✦ Special displaced muon reconstruction capable of extending sensitivity to large cτ

✦ A' is mixed both with photon and Z, hence peak in sensitivity around m(A') = m(Z)
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3

have at most 80% of their energy coming from neutral hadrons and at least 10% coming from
charged hadrons. These requirements, together with a set of quality filters applied to all events,
reduce the likelihood of p

miss
T mismeasurement [29]. The leading (subleading) jet must be az-

imuthally separated from ~pmiss
T by at least 1.5 (0.75) radians. These selections further mitigate

QCD and sub-dominant backgrounds by ensuring that the dark matter system is well isolated
in the event.

Muons are reconstructed with a specialized algorithm designed to remain efficient even for
large displacements of up to several hundred centimeters from the luminous region. This
displaced standalone (dSA) algorithm relies solely on muon chamber information, does not
require muons to be consistent with originating at the interaction point, and uses candidate
tracks from cosmic muon algorithms to seed the track finding and fitting stage [30, 31]. In
Fig. 2, the reconstruction efficiency of dSA muons is compared to the standard global recon-
struction algorithm [32], which requires both tracker and muon chamber information, for a
representative signal sample. The efficiency is calculated as a function of the distance vxy in
the transverse plane between the muon-pair vertex and the vertex with the largest value of
summed physics-object p

2
T. The displaced reconstruction efficiency remains high past the end

of the tracker when the standard efficiency drops to zero.
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Figure 2: Reconstruction efficiency of standard (blue) and displaced (red) reconstruction algo-
rithms as a function of transverse vertex displacement vxy in the central region of the detector
(|h| < 1.2), for a representative signal sample. The two dashed gray lines denote the end of the
fiducial tracker and muon chamber regions, respectively.

The baseline muon selection requires at least two identified dSA muons per event. The identi-
fication criteria consist of >12 hits across �2 different muon chamber stations (and >18 hits if
no hits are found in the endcaps), track c2 per degree of freedom c2/dof < 2.5, pT resolution
spT

/pT < 1, pT > 5 GeV, and pseudorapidity |h| < 2.4. The efficiency to identify such a dSA
muon (about 90%) was measured with three different data samples providing complementary
coverage of the kinematic phase space: cosmic muons (displaced); muon pairs from Z decays
(high-pT); and muon pairs from J/y decays (low-pT). This was compared to corresponding
simulated samples and the efficiency ratio was parameterized by the muon pT, h, and trans-
verse impact parameter dxy and applied as a correction to simulated events. Completing the
selection, a cosmic muon veto is implemented by discarding events containing at least one pair
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which is needed for a reasonable background estimation
in the fourth bin.
The dominant signal uncertainties in the analysis are

either statistical, arising from a low selection efficiency for
some signal hypotheses, or systematic due to imperfect

knowledge of efficiencies, energy corrections, and the
integrated luminosity [60–62]. The total signal systematic
uncertainties averaged over all years are approximately
20%, 30%, and 40% for the zero-, one- and two-match
categories, respectively (with a yearly breakdown shown
in Table II). These are applied uniformly to all signal
hypotheses, unlike the statistical uncertainty, which
depends on the signal efficiency of each hypothesis.
The observed yields in data are used to perform a

simultaneous fit to the four ABCD bins in each match

TABLE II. Systematic uncertainties in the analysis. The jet
uncertainties are larger in 2017 because of noise issues with the
ECAL end cap. The tracking inefficiency in 2016 is caused by
the unexpected saturation of photodiode signals in the tracker.
The first two rows give the uncertainty per PF muon. Thus, for the
first row, the contributions are 0%, 5%, and 10% in the zero-, one-
and two-match categories, respectively. The third row lists the
DSA displaced reconstruction (reco.) systematic uncertainty.

Uncertainty 2016 2017 2018 Correlation

PF displaced ID 5 5 5 Total
PF prompt ID 3.2 2.8 3.0 Total
DSA displaced reco. 2 2 2 Total
DSA displaced ID 2 2 2 Total
DSA prompt ID 0.6 0.7 0.6 Total
b quark jet ID 0.5 0.5 0.5 Total
Electron and photon ID 0.5 0.5 0.5 Total
Trigger 1.5 1.5 1.5 Total
Jet energy resolution 1.0 9.0 2.5 None
Jet energy scale 2.0 6.0 2.0 Total
Luminosity 1.2 2.3 2.5 Partial
Tracking inefficiency 10 ! ! ! ! ! ! ! ! !

FIG. 4. Two-dimensional exclusion surfaces for Δ ¼ 0.1m1

(top) and 0.4m1 (bottom), as functions of the DM mass m1 and
the signal strength y, with mA0 ¼ 3m1. Filled histograms denote
observed limits on σðpp → A0 → χ2χ1ÞBðχ2 → χ1μþμ−Þ. Solid
(dashed) curves denote the observed (expected) exclusion limits
at 95% C.L., with 68% C.L. uncertainty bands around the
expectation. Regions above the curves are excluded, depending
on the αD hypothesis: αD ¼ αEM (dark blue) or 0.1 (light
magenta). The sensitivity is higher in the region near
m1 ≈ 30 GeV or mA0 ≈ 90 GeV because of the A0 mixing with
the Z boson in that mass range.
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FIG. 3. Measured min -dxy distribution in the two-match
category, after requiring the min -dxy muon to pass the isolation
requirement IrelPF < 0.25 (i.e., the B and D bins of the ABCD
plane). Overlaid with a red histogram is the background predicted
from the region of the ABCD plane failing the same requirement
(the A and C bins), as well as three signal benchmark hypotheses
(as defined in the legends), assuming αD is equal to the
electromagnetic (EM) fine-structure constant αEM. The red
hatched bands correspond to the background prediction uncer-
tainty. The last bin includes the overflow.
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Search for Displaced Dimuons
✦ In many models (e.g., GMSB SUSY), 

leptons could be non-prompt, but 
characterized by a relatively small 
displacement (cτ ~ 0.3-3 mm)


✦ Dominant background is from b hadron 
decays and estimated by extrapolating from 
0.1 < d0± < 0.3 mm control regions


✦ Data agree well w/ expectations in 3 signal 
regions corresponding to different dimuon 
threshold masses


✦ The new result bridges the prompt searches 
(d0 < 0.3 mm) and the dimuon LLP analysis  
(0.3 cm < d0 < 300 cm)
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1 Introduction

The Standard Model (SM) contains many particles that have a significant lifetime which, when produced at
a collider, travel a certain distance before decaying away from the primary proton-proton (??) interaction.
Despite this, the majority of beyond the standard model (BSM) searches at the Large Hadron Collider
(LHC) focus on prompt decays, and are not optimised for particles that travel a macroscopic distance. Many
BSM theories predict particles that have significant lifetimes including '-parity-conserving supersymmetry
(SUSY) [1–7] as well as '-parity-violating SUSY models [8, 9], models like split-SUSY [10, 11], exotic
scenarios such as universal extra dimensions [12, 13] and gauge-mediated SUSY breaking (GMSB) [14–
16].

In GMSB SUSY models the lightest SUSY particle (LSP) is a nearly massless gravitino, and the next-to-
lightest SUSY particle (NLSP) becomes long-lived due to the small coupling to the LSP. Well-motivated
versions of this model have a stau (g̃) as the single NLSP, or a selectron (4̃), smuon ( ˜̀), and g̃ as a set of
degenerate co-NLSPs [17]. In these models, pair-produced sleptons (✓̃) of the same flavour decay into an
invisible gravitino and a charged lepton of the same flavour as the parent ✓̃.

This paper presents a search for supersymmetric partners of the muon ( ˜̀) with a lifetime of O(1 � 10) ps,
targeting a gap in coverage between prompt slepton searches, and displaced slepton searches which
have optimal sensitivity for lifetimes around O(100 � 1000) ps. This regime has been highlighted as a
possible blind spot in BSM searches at the LHC [18]. Figure 1 shows a diagram of the targeted signal. A
combination of results from the LEP experiments exclude the superpartners of the right-handed muons
( ˜̀') of any lifetime for masses less than 96.3 GeV [19–23]. Previous searches for long-lived sleptons have
been performed by the ATLAS [24] and CMS [25] collaborations, excluding smuons up to 700 GeV and
620 GeV respectively, for a lifetime of 100 ps.

Figure 1: Decay topology of the simplified model considered where smuons ( ˜̀) are pair produced and each smuon
decays to a gravitino (⌧̃) and a muon (`).

2

Figure 2: A graphic depicting the regions for the extended ABCD background estimation method for Set of Regions
1. Data is split into a 2D plane in |30 | with the positive charged muon versus the negative charged muon. For the
regions on the left the invariant mass of the two muons must be greater or equal to 110 GeV and less than or equal to
200 GeV, the invariant mass of the two muons must be greater than 200 GeV for the regions on the right. A, B, C,
and E are control regions. The regions v1-v10, D, F, and G are validation regions, and H is the signal region.

events in the signal region. These sets of regions are also used to set limits on model-independent BSM
signal processes. When performing hypothesis tests only one set of regions is used per signal mass and
lifetime point as the three regions are overlapping in events.

Table 1: The definitions of the three sets of regions that are used to define the CRs, VRs, and SRs, where the columns
2 and 3 refer to the boundaries used to subdivide the planes in |30 | as depicted in Figure 2 for Set of Regions 1.

Set of Regions Lower displacement region Higher displacement region Threshold <`
+
`
� Additional cut

1 0.1  |30 | < 0.3 0.6  |30 | < 3 mm 200 GeV -

2 0.1  |30 | < 0.3 0.6  |30 | < 3 mm 140 GeV -

3 0.1  |30 | < 0.3 0.6  |30 | < 1.3 mm 125 GeV �'`
+
`
� > 3 rad.

The extended ABCD method requires the three variables, |3`
+

0 |, |3`
�

0 |, and <`
+
`
� , to be uncorrelated. To

quantify potential correlations closure tests are performed in the validation regions v4 to v8 of the three
region sets, using regions A, B, C, E, v1, v2 and v3 for the ratios to compute the number of expected
events in the validation region. Regions F, G, and v9-10 are not included in the test due to potential signal
contamination. The numbers of estimated and observed events are consistent within statistical uncertainties
at the 1f standard deviation level, except for v8 where the standard deviation is found to be 2f in Set of
Regions 1. Figure 3 shows expected and observed number of events in the validation regions v4-v8 for

6

The results are used to set model-independent limits on the contribution of generic BSM signals in each of
the SRs defined by the three sets of regions, assuming no signal contamination in the CRs. Possible signal
leakage to the CRs can produce a bias in the background estimation, leading to conservative limits. For the
GMSB model the signal contamination for smuon masses of 300, 400 and 500 GeV in Set of Regions 1 is
negligible, for Set of Regions 2 the signal contamination is negligible for smuon mass 200 GeV and for
the Set of Region 3 the signal contamination is negligible for smuon masses of 50 and 100 GeV. Table 2
shows the results of a model-independent fit, performed using the HistFitter package [51], where the CLs

prescription [52] is used to set upper limits at 95% CL on the visible cross-section h�nf
95
>1B

i, (where � is
the acceptance and n the e�ciency), as well as on the observed ((95

>1B
) and expected ((95

4G?
) number of

events from potential new physics processes in the SRs. The ?-value and the corresponding significance
for the background only hypothesis are also evaluated.

Table 2: The expected and observed number of background events in each SR defined by the three sets of regions.
Combined statistical and systematic uncertainties on predicted #

bkg
�

are presented. The 95% CL upper limits on the
visible cross section (h�nfi95

obs) and on the number of signal events ((95
obs ). The 95% CL upper limit on the number

of signal events((95
exp), given the expected number (and ±1f excursions on the expectation) of background events.

The last two columns indicate the ⇠!⌫ value, i.e. the confidence level observed for the background-only hypothesis,
and the discovery ?-value (?(B = 0)), capped at 0.5.

Set of Regions Expected #
bkg
�

Observed #
data
�

h�nfi
95
obs[fb] (

95
obs (

95
exp ⇠!⌫ ?(B = 0) (/)

1 2.1 ± 0.8 1 0.02 3.3 4.2+2.5
�1.4 0.27 0.50 (0.00)

2 12.5 ± 5.2 7 0.04 5.2 8.5+4.0
�2.7 0.08 0.50 (0.00)

3 17.2 ± 7.4 14 0.06 8.9 10.5+5.0
�3.1 0.26 0.50 (0.00)

Model-dependent exclusion limits for GMSB SUSY models on the smuon masses and lifetimes are derived
at 95% confidence level following the CLs prescription [52]. A combined likelihood fit is performed
in regions A, B, C, E, and H, including the possible signal contribution in the control regions. The Set
of Regions 1 provides the best expected sensitivity across all the plane and therefore is the only set of
regions used in the model dependent fit. The HistFitter package [51] is used for statistical interpretation,
and all systematic uncertainties are treated as Gaussian nuisance parameters during the fitting procedure.
A re-weighting procedure is applied to the generated signal samples to provide signal lifetime points
between those that are generated. Interpolation is used to provide smooth results throughout the plane,
connecting the discrete mass and lifetime values that were simulated and the re-weighted lifetimes. The
results are presented in Figure 4 where smuon lifetimes down to 1 ps and smuon masses up to 520 GeV
are excluded at 95% confidence level, assuming degenerate left- and right-handed smuons. The results
from a previous search for displaced leptons (named here as the Displaced Slepton Signature) with large
impact parameter (3 mm < |30 | < 300 mm) are also shown [24]. A search for direct slepton production
with prompt decay [53] is reinterpreted using the RECAST framework [54] to cover lifetimes below the
picosecond regime (named here as the Prompt Slepton Signature). This is the first explicit reinterpretation
of prompt lepton searches in the long-lived regime in ATLAS. The search presented in this paper bridges
the gap between both of the previous searches.
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Figure 4: Expected (dashed) and observed (solid) exclusion contours for ˜̀ NLSP production as a function of the left-
and right-handed smuons, ˜̀!,', mass and lifetime at 95% CLs, for the Displaced Slepton Signature (Phys. Rev.
Lett. 127 051802 (2021) [24]), the Intermediate Slepton Signature (the result of this search in this paper) and the
Prompt Slepton Signature (Eur. Phys. J. C 80 (2020) 123 [52]) reinterpretation. The lines below the graphs show the
expected and observed limits from the prompt search where the smuons are assumed to be prompt.

8 Conclusion

A search has been presented for pairs of opposite electrically charged muons with impact parameters in the
millimeter range using 139 fb�1 of

p
B = 13 TeV ?? collision data from the ATLAS detector. This search

addresses a gap in coverage of possible new physics signatures between existing searches for leptons with
large displacement and prompt leptons. Results are consistent with the SM background prediction. This
search provides unique sensitivity to long-lived scalar supersymmetric muon-partners (smuons) with much
lower lifetimes than previously targeted by ATLAS searches. Smuon lifetimes down to 1 ps and smuon
masses up to 520 GeV are excluded at 95% confidence level.

As no requirements are made on missing energy, displaced vertices, or jets, this result is model-independent
and applicable to any BSM model producing at least two opposite sign, isolated displaced muons with
transverse momenta greater than 20 GeV.
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