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Parton shower algorithms in M.C. event generator

Parton shower: a model for simulating the radiation behavior of quarks and gluons. 
The evolution from hard scale to hadronization scale based on DGLAP/CCFM.   
The same physics as resummation  
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Hard scale Hadronization scale 

Parton shower

Sudakov form factor

parton-shower cuto↵, tc, for short. Since four-momentum is conserved in each splitting, the cuto↵ leads
to an upper bound on z̃

z̃ = 1�
k
2

T

|t|
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tc
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. (1.8)

If we identify z̃ with the energy fraction z in the DGLAP evolution equations, Eq. (1.2), then the Altarelli-
Parisi splitting functions, Eq. (1.3) may be replaced by their unregularized counterparts, Pba(z), which
are obtained by simply dropping the +-prescription and the term proportional to �(1� z).

If we made no further modifications, unitarity would be violated, as we have e↵ectively removed all
singularities in the higher-order real-emission contributions to the hard cross section, but also all virtual
corrections. This can be remedied by adding an additional term to the DGLAP equations, which reinstates
the di↵erence.
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At the same time we have introduced t as the evolution variable of our parton shower. We identify
this variable with the factorization scale, such that the µ

2

F evolution described by Eq. (1.2) turns into a
t-evolution. For now we will leave the precise assignment of t an open question. It should be identified
with a variable which is linear in the virtuality of the intermediate parton, the only dimensionful variable
in the splitting process.

Equation (1.9) may be rewritten in a more convenient fashion using the Sudakov form factor
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which represents the unconditional survival probability for a parton not to undergo a branching process
between the two scales t

0 and t. In terms of �, Eq. (1.9) becomes the master equation for our parton
shower:
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This equation is solved in one or the other way by any parton-shower Monte-Carlo. All event generators
have in common that they use Sudakov factors to account for unresolved splittings and virtual correc-
tions, which are assumed to precisely cancel the real corrections when integrated over phase space. The
computation of the Sudakov factor is therefore the principal task for any parton-shower Monte-Carlo
event generator. We will discuss the related algorithms in Sec. 3.

Despite all its intricacies, Eq. (1.11) still only leads to an approximate description of fully exclusive final
states containing our initial process of interest, pp ! X. If detailed experimental measurements are to
probe the precise distribution of hard QCD radiation, then we need to improve Eq. (1.11) by replacing
the Altarelli-Parisi splitting functions by more precise expressions, at least for the most relevant steps in
the evolution. This will be the subject of Sec. 4.

The concept of infrared-safe observables and QCD jets plays a crucial role in this context. Both the
initial state and many final states at hadron colliders include hard partons. Initial- and final-state
Bremsstrahlung dresses these partons with further radiation, as we have seen above. The new particles
are found predominantly in the vicinity of the original ones, leading to clusters of radiation called QCD
jets. The jet structure is preserved when hadrons are formed. A cluster of hadronic energy in the exper-
imental measurement can thus be associated with one or more hard initiating partons in the theoretical
calculation. For this concept to work an algorithm must be defined that unambiguously relates the two.
Crucially, this algorithm must be infrared and collinear safe: if a single parton is replaced by a set of
collinear partons sharing its original energy, the jet configuration must not change. Likewise, if a parton
of vanishing energy is added to the original event, the identified jet configuration must not change. More
details on jet algorithms can be found in [14].
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Small-x evolution equations

Gluon splitting Gluon fusion
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• Gluons rapidly increase as x decreases, gluons dominate in small x region.  

• Using BFKL, and GLR/BK/JIMWLK equation instead of DGLAP equation. 

• GLR/BK/JIMWLK equations are the non-linear evolution equations which describe gluons’ non-linear 
evolution in the small-x region. 
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Full exclusive process
Nevent = ℋhard ⊗ #(k⊥) ⊗ D(z) ⊗ SISR ⊗ SFSR ⊗ PMPI ⊗ Pdecay . . .

gluon splitting

gluon fusion

parton splitting

Dijet/Dihardon in the DIS
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Full exclusive process
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Full exclusive process
Nevent = ℋhard ⊗ #(k⊥) ⊗ D(z) ⊗ SISR ⊗ SFSR ⊗ PMPI ⊗ Pdecay . . . .

CAT 
Cascade

"• gluon fusion effect is absent in all existing generators.  

• Developing a P.S. algorithm based on the small-x nonlinear evolution equation is important. 

"
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parton splitting

CCFM

Dijet/Dihardon in the DIS
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GLR evolution Equation
• The GLR equation [Gribov, Levin, Ryskin, PR, 83]

<X�6KL��Ꭺ紲�

2

II. THE FOLDED AND THE UNFOLDED GLR EQUATION

Before discussing the Monte Carlo implementation of the GLR equation, let us first explain why it is di�cult
to build a BK-based parton shower generator. The BK equation describes the rapidity evolution of the two-point
correlation function which is also referred to as the dipole scattering amplitude. The BK equation in momentum
space is most conveniently expressed in terms of a Fourier transform of the dipole amplitude multiplying with the
factor 1/r2?,

N (⌘, k?) =

Z
d2r?
2⇡

e�ik?·r?

r2?


1�

1

Nc
hU†(0)U(r?)i

�
, (1)

where U(r?) = P exp
⇥
ig

R
dz�A+(z�, r?)

⇤
is a lightlike Wilson line in the fundamental representation. The rapidity

⌘ is defined as ⌘ = ln (x0/x) with x0 = 0.01. In terms of N , the BK equation reads [33, 34],
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with ↵̄s = ↵sNc/⇡. The first two linear terms in Eq. (2), which coincide with those in the BFKL kernel, correspond
to contributions from the real and virtual gluon emissions respectively. Here, we present the virtual correction in a
form [35, 36] that is di↵erent from the conventional expression. The equivalence between the two forms is shown in
Appendix A. The last term is the nonlinear term arising from the resummation of fan diagrams. One can solve the
BK equation and obtain the distribution N at arbitrary rapidity ⌘ using the algorithm described below. However,
there exists no clear probability interpretation for the distribution N . The gluon branching constructed with N from
Monte Carlo simulation thus does not correspond to a real parton cascade. Furthermore, from the point of view of a
sensible description of exclusive quantities, it is not only the evolved gluon distribution that matters. In deriving the
BK equation, all the radiated gluons have been integrated out. In this way, all multiple-point correlation functions,
which show up in the intermediate steps of the derivation, eventually collapse into the two-point function. On the
other hand, one has to explicitly keep the four momenta of all radiated gluons in a parton shower generator. If the
emitted gluons were left unintegrated, the multiple-point correlation functions [37–42] beside the dipole one will enter
the evolution equation. One should use the JIMWLK equation to simulate the parton branching process instead.
Therefore, we conclude that the BK equation does not form a good basis for a parton shower generator.

Now let us turn to discuss the GLR equation. The GLR evolution equation introduced in Ref. [32] was one of the
first few attempts [32, 43] to tackle the BFKL unitarity problem by including a quadratic damping term resulting
from the 2 ! 1 gluon fusion process. It is directly expressed in terms of the unintegrated gluon distribution [32, 44],
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where S? denotes the transverse area of the target. gTPV is an e↵ective coupling constant resulting from the local
approximation of the triple pomeron vertex [44, 45]. By requiring the GLR equation and the BK equation to coincide
with each other in the dilute limit, we fix this e↵ective coupling constant to be gTPV = 8(2⇡)4. Di↵erent values of
gTPV could be derived depending on how one treats the triple pomeron vertex. G(⌘, k?) is the transverse momentum
dependent (TMD) gluon distribution describing the gluon number density for a given k? and ⌘. There are two
di↵erent types of gluon TMDs widely used in phenomenological studies [39, 46]: the dipole gluon distribution and
the Weizsacker-Williams (WW) gluon distribution. Their small-x evolutions are governed by the BK equation and
the Dominguez-Mueller-Munier-Xiao (DMMX) equation [47], respectively. In the moderate small x region where the
triple-pomeron-vertice contribution dominates over other higher-order e↵ects, the evolution of both gluon TMDs is
expected to be described by the GLR equation approximately.

To facilitate the following algebraic manipulations, we cast Eq. (3) into the following form with the replacement
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By making the identification N (⌘, k?) = N(⌘, k?) [33], the above equation is the same as the BK equation in Eq. (2).
However, we emphasize that this is nothing but merely a coincidence. Though the identification N (⌘, k?) = N(⌘, k?)
can be shown to be valid in the dilute region, there is no exact relation between them in the region where multiple
re-scattering and quantum evolution are important.
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1 The leading-order BFKL equation in momentum space

The BFKL equation in momentum space likes
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Now, we can rewrite the BFKL equation as
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As proposed in the Sec.(6.2.1) of Ref. [1], the rcBFKL evolution equation likes
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Similarly, we can rewrite it as
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In Eq.( 11), the Infra-red divergence can cancel directly at k? = l?.
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II. THE FOLDED AND THE UNFOLDED GLR EQUATION

Before discussing the Monte Carlo implementation of the GLR equation, let us first explain why it is di�cult
to build a BK-based parton shower generator. The BK equation describes the rapidity evolution of the two-point
correlation function which is also referred to as the dipole scattering amplitude. The BK equation in momentum
space is most conveniently expressed in terms of a Fourier transform of the dipole amplitude multiplying with the
factor 1/r2?,
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is a lightlike Wilson line in the fundamental representation. The rapidity

⌘ is defined as ⌘ = ln (x0/x) with x0 = 0.01. In terms of N , the BK equation reads [33, 34],
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with ↵̄s = ↵sNc/⇡. The first two linear terms in Eq. (2), which coincide with those in the BFKL kernel, correspond
to contributions from the real and virtual gluon emissions respectively. Here, we present the virtual correction in a
form [35, 36] that is di↵erent from the conventional expression. The equivalence between the two forms is shown in
Appendix A. The last term is the nonlinear term arising from the resummation of fan diagrams. One can solve the
BK equation and obtain the distribution N at arbitrary rapidity ⌘ using the algorithm described below. However,
there exists no clear probability interpretation for the distribution N . The gluon branching constructed with N from
Monte Carlo simulation thus does not correspond to a real parton cascade. Furthermore, from the point of view of a
sensible description of exclusive quantities, it is not only the evolved gluon distribution that matters. In deriving the
BK equation, all the radiated gluons have been integrated out. In this way, all multiple-point correlation functions,
which show up in the intermediate steps of the derivation, eventually collapse into the two-point function. On the
other hand, one has to explicitly keep the four momenta of all radiated gluons in a parton shower generator. If the
emitted gluons were left unintegrated, the multiple-point correlation functions [37–42] beside the dipole one will enter
the evolution equation. One should use the JIMWLK equation to simulate the parton branching process instead.
Therefore, we conclude that the BK equation does not form a good basis for a parton shower generator.

Now let us turn to discuss the GLR equation. The GLR evolution equation introduced in Ref. [32] was one of the
first few attempts [32, 43] to tackle the BFKL unitarity problem by including a quadratic damping term resulting
from the 2 ! 1 gluon fusion process. It is directly expressed in terms of the unintegrated gluon distribution [32, 44],
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where S? denotes the transverse area of the target. gTPV is an e↵ective coupling constant resulting from the local
approximation of the triple pomeron vertex [44, 45]. By requiring the GLR equation and the BK equation to coincide
with each other in the dilute limit, we fix this e↵ective coupling constant to be gTPV = 8(2⇡)4. Di↵erent values of
gTPV could be derived depending on how one treats the triple pomeron vertex. G(⌘, k?) is the transverse momentum
dependent (TMD) gluon distribution describing the gluon number density for a given k? and ⌘. There are two
di↵erent types of gluon TMDs widely used in phenomenological studies [39, 46]: the dipole gluon distribution and
the Weizsacker-Williams (WW) gluon distribution. Their small-x evolutions are governed by the BK equation and
the Dominguez-Mueller-Munier-Xiao (DMMX) equation [47], respectively. In the moderate small x region where the
triple-pomeron-vertice contribution dominates over other higher-order e↵ects, the evolution of both gluon TMDs is
expected to be described by the GLR equation approximately.

To facilitate the following algebraic manipulations, we cast Eq. (3) into the following form with the replacement
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By making the identification N (⌘, k?) = N(⌘, k?) [33], the above equation is the same as the BK equation in Eq. (2).
However, we emphasize that this is nothing but merely a coincidence. Though the identification N (⌘, k?) = N(⌘, k?)
can be shown to be valid in the dilute region, there is no exact relation between them in the region where multiple
re-scattering and quantum evolution are important.

• GLR equation is the non-linear evolution equation that describes the gluon diffusion process.

with the dipole gluon distribution
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II. THE FOLDED AND THE UNFOLDED GLR EQUATION

Before discussing the Monte Carlo implementation of the GLR equation, let us first explain why it is di�cult
to build a BK-based parton shower generator. The BK equation describes the rapidity evolution of the two-point
correlation function which is also referred to as the dipole scattering amplitude. The BK equation in momentum
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is a lightlike Wilson line in the fundamental representation. The rapidity
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with ↵̄s = ↵sNc/⇡. The first two linear terms in Eq. (2), which coincide with those in the BFKL kernel, correspond
to contributions from the real and virtual gluon emissions respectively. Here, we present the virtual correction in a
form [35, 36] that is di↵erent from the conventional expression. The equivalence between the two forms is shown in
Appendix A. The last term is the nonlinear term arising from the resummation of fan diagrams. One can solve the
BK equation and obtain the distribution N at arbitrary rapidity ⌘ using the algorithm described below. However,
there exists no clear probability interpretation for the distribution N . The gluon branching constructed with N from
Monte Carlo simulation thus does not correspond to a real parton cascade. Furthermore, from the point of view of a
sensible description of exclusive quantities, it is not only the evolved gluon distribution that matters. In deriving the
BK equation, all the radiated gluons have been integrated out. In this way, all multiple-point correlation functions,
which show up in the intermediate steps of the derivation, eventually collapse into the two-point function. On the
other hand, one has to explicitly keep the four momenta of all radiated gluons in a parton shower generator. If the
emitted gluons were left unintegrated, the multiple-point correlation functions [37–42] beside the dipole one will enter
the evolution equation. One should use the JIMWLK equation to simulate the parton branching process instead.
Therefore, we conclude that the BK equation does not form a good basis for a parton shower generator.

Now let us turn to discuss the GLR equation. The GLR evolution equation introduced in Ref. [32] was one of the
first few attempts [32, 43] to tackle the BFKL unitarity problem by including a quadratic damping term resulting
from the 2 ! 1 gluon fusion process. It is directly expressed in terms of the unintegrated gluon distribution [32, 44],
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where S? denotes the transverse area of the target. gTPV is an e↵ective coupling constant resulting from the local
approximation of the triple pomeron vertex [44, 45]. By requiring the GLR equation and the BK equation to coincide
with each other in the dilute limit, we fix this e↵ective coupling constant to be gTPV = 8(2⇡)4. Di↵erent values of
gTPV could be derived depending on how one treats the triple pomeron vertex. G(⌘, k?) is the transverse momentum
dependent (TMD) gluon distribution describing the gluon number density for a given k? and ⌘. There are two
di↵erent types of gluon TMDs widely used in phenomenological studies [39, 46]: the dipole gluon distribution and
the Weizsacker-Williams (WW) gluon distribution. Their small-x evolutions are governed by the BK equation and
the Dominguez-Mueller-Munier-Xiao (DMMX) equation [47], respectively. In the moderate small x region where the
triple-pomeron-vertice contribution dominates over other higher-order e↵ects, the evolution of both gluon TMDs is
expected to be described by the GLR equation approximately.

To facilitate the following algebraic manipulations, we cast Eq. (3) into the following form with the replacement
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By making the identification N (⌘, k?) = N(⌘, k?) [33], the above equation is the same as the BK equation in Eq. (2).
However, we emphasize that this is nothing but merely a coincidence. Though the identification N (⌘, k?) = N(⌘, k?)
can be shown to be valid in the dilute region, there is no exact relation between them in the region where multiple
re-scattering and quantum evolution are important.
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Before discussing the Monte Carlo implementation of the GLR equation, let us first explain why it is di�cult
to build a BK-based parton shower generator. The BK equation describes the rapidity evolution of the two-point
correlation function which is also referred to as the dipole scattering amplitude. The BK equation in momentum
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with ↵̄s = ↵sNc/⇡. The first two linear terms in Eq. (2), which coincide with those in the BFKL kernel, correspond
to contributions from the real and virtual gluon emissions respectively. Here, we present the virtual correction in a
form [35, 36] that is di↵erent from the conventional expression. The equivalence between the two forms is shown in
Appendix A. The last term is the nonlinear term arising from the resummation of fan diagrams. One can solve the
BK equation and obtain the distribution N at arbitrary rapidity ⌘ using the algorithm described below. However,
there exists no clear probability interpretation for the distribution N . The gluon branching constructed with N from
Monte Carlo simulation thus does not correspond to a real parton cascade. Furthermore, from the point of view of a
sensible description of exclusive quantities, it is not only the evolved gluon distribution that matters. In deriving the
BK equation, all the radiated gluons have been integrated out. In this way, all multiple-point correlation functions,
which show up in the intermediate steps of the derivation, eventually collapse into the two-point function. On the
other hand, one has to explicitly keep the four momenta of all radiated gluons in a parton shower generator. If the
emitted gluons were left unintegrated, the multiple-point correlation functions [37–42] beside the dipole one will enter
the evolution equation. One should use the JIMWLK equation to simulate the parton branching process instead.
Therefore, we conclude that the BK equation does not form a good basis for a parton shower generator.

Now let us turn to discuss the GLR equation. The GLR evolution equation introduced in Ref. [32] was one of the
first few attempts [32, 43] to tackle the BFKL unitarity problem by including a quadratic damping term resulting
from the 2 ! 1 gluon fusion process. It is directly expressed in terms of the unintegrated gluon distribution [32, 44],
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where S? denotes the transverse area of the target. gTPV is an e↵ective coupling constant resulting from the local
approximation of the triple pomeron vertex [44, 45]. By requiring the GLR equation and the BK equation to coincide
with each other in the dilute limit, we fix this e↵ective coupling constant to be gTPV = 8(2⇡)4. Di↵erent values of
gTPV could be derived depending on how one treats the triple pomeron vertex. G(⌘, k?) is the transverse momentum
dependent (TMD) gluon distribution describing the gluon number density for a given k? and ⌘. There are two
di↵erent types of gluon TMDs widely used in phenomenological studies [39, 46]: the dipole gluon distribution and
the Weizsacker-Williams (WW) gluon distribution. Their small-x evolutions are governed by the BK equation and
the Dominguez-Mueller-Munier-Xiao (DMMX) equation [47], respectively. In the moderate small x region where the
triple-pomeron-vertice contribution dominates over other higher-order e↵ects, the evolution of both gluon TMDs is
expected to be described by the GLR equation approximately.

To facilitate the following algebraic manipulations, we cast Eq. (3) into the following form with the replacement
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By making the identification N (⌘, k?) = N(⌘, k?) [33], the above equation is the same as the BK equation in Eq. (2).
However, we emphasize that this is nothing but merely a coincidence. Though the identification N (⌘, k?) = N(⌘, k?)
can be shown to be valid in the dilute region, there is no exact relation between them in the region where multiple
re-scattering and quantum evolution are important.
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with ↵̄s = ↵sNc/⇡. The first two linear terms in Eq. (2), which coincide with those in the BFKL kernel, correspond
to contributions from the real and virtual gluon emissions respectively. Here, we present the virtual correction in a
form [35, 36] that is di↵erent from the conventional expression. The equivalence between the two forms is shown in
Appendix A. The last term is the nonlinear term arising from the resummation of fan diagrams. One can solve the
BK equation and obtain the distribution N at arbitrary rapidity ⌘ using the algorithm described below. However,
there exists no clear probability interpretation for the distribution N . The gluon branching constructed with N from
Monte Carlo simulation thus does not correspond to a real parton cascade. Furthermore, from the point of view of a
sensible description of exclusive quantities, it is not only the evolved gluon distribution that matters. In deriving the
BK equation, all the radiated gluons have been integrated out. In this way, all multiple-point correlation functions,
which show up in the intermediate steps of the derivation, eventually collapse into the two-point function. On the
other hand, one has to explicitly keep the four momenta of all radiated gluons in a parton shower generator. If the
emitted gluons were left unintegrated, the multiple-point correlation functions [37–42] beside the dipole one will enter
the evolution equation. One should use the JIMWLK equation to simulate the parton branching process instead.
Therefore, we conclude that the BK equation does not form a good basis for a parton shower generator.

Now let us turn to discuss the GLR equation. The GLR evolution equation introduced in Ref. [32] was one of the
first few attempts [32, 43] to tackle the BFKL unitarity problem by including a quadratic damping term resulting
from the 2 ! 1 gluon fusion process. It is directly expressed in terms of the unintegrated gluon distribution [32, 44],
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where S? denotes the transverse area of the target. gTPV is an e↵ective coupling constant resulting from the local
approximation of the triple pomeron vertex [44, 45]. By requiring the GLR equation and the BK equation to coincide
with each other in the dilute limit, we fix this e↵ective coupling constant to be gTPV = 8(2⇡)4. Di↵erent values of
gTPV could be derived depending on how one treats the triple pomeron vertex. G(⌘, k?) is the transverse momentum
dependent (TMD) gluon distribution describing the gluon number density for a given k? and ⌘. There are two
di↵erent types of gluon TMDs widely used in phenomenological studies [39, 46]: the dipole gluon distribution and
the Weizsacker-Williams (WW) gluon distribution. Their small-x evolutions are governed by the BK equation and
the Dominguez-Mueller-Munier-Xiao (DMMX) equation [47], respectively. In the moderate small x region where the
triple-pomeron-vertice contribution dominates over other higher-order e↵ects, the evolution of both gluon TMDs is
expected to be described by the GLR equation approximately.
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By making the identification N (⌘, k?) = N(⌘, k?) [33], the above equation is the same as the BK equation in Eq. (2).
However, we emphasize that this is nothing but merely a coincidence. Though the identification N (⌘, k?) = N(⌘, k?)
can be shown to be valid in the dilute region, there is no exact relation between them in the region where multiple
re-scattering and quantum evolution are important.
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1 The leading-order BFKL equation in momentum space

The BFKL equation in momentum space likes
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Now, we can rewrite the BFKL equation as
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As proposed in the Sec.(6.2.1) of Ref. [1], the rcBFKL evolution equation likes
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Similarly, we can rewrite it as
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In Eq.( 11), the Infra-red divergence can cancel directly at k? = l?.
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with ↵̄s = ↵sNc/⇡. The first two linear terms in Eq. (2), which coincide with those in the BFKL kernel, correspond
to contributions from the real and virtual gluon emissions respectively. Here, we present the virtual correction in a
form [35, 36] that is di↵erent from the conventional expression. The equivalence between the two forms is shown in
Appendix A. The last term is the nonlinear term arising from the resummation of fan diagrams. One can solve the
BK equation and obtain the distribution N at arbitrary rapidity ⌘ using the algorithm described below. However,
there exists no clear probability interpretation for the distribution N . The gluon branching constructed with N from
Monte Carlo simulation thus does not correspond to a real parton cascade. Furthermore, from the point of view of a
sensible description of exclusive quantities, it is not only the evolved gluon distribution that matters. In deriving the
BK equation, all the radiated gluons have been integrated out. In this way, all multiple-point correlation functions,
which show up in the intermediate steps of the derivation, eventually collapse into the two-point function. On the
other hand, one has to explicitly keep the four momenta of all radiated gluons in a parton shower generator. If the
emitted gluons were left unintegrated, the multiple-point correlation functions [37–42] beside the dipole one will enter
the evolution equation. One should use the JIMWLK equation to simulate the parton branching process instead.
Therefore, we conclude that the BK equation does not form a good basis for a parton shower generator.

Now let us turn to discuss the GLR equation. The GLR evolution equation introduced in Ref. [32] was one of the
first few attempts [32, 43] to tackle the BFKL unitarity problem by including a quadratic damping term resulting
from the 2 ! 1 gluon fusion process. It is directly expressed in terms of the unintegrated gluon distribution [32, 44],
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where S? denotes the transverse area of the target. gTPV is an e↵ective coupling constant resulting from the local
approximation of the triple pomeron vertex [44, 45]. By requiring the GLR equation and the BK equation to coincide
with each other in the dilute limit, we fix this e↵ective coupling constant to be gTPV = 8(2⇡)4. Di↵erent values of
gTPV could be derived depending on how one treats the triple pomeron vertex. G(⌘, k?) is the transverse momentum
dependent (TMD) gluon distribution describing the gluon number density for a given k? and ⌘. There are two
di↵erent types of gluon TMDs widely used in phenomenological studies [39, 46]: the dipole gluon distribution and
the Weizsacker-Williams (WW) gluon distribution. Their small-x evolutions are governed by the BK equation and
the Dominguez-Mueller-Munier-Xiao (DMMX) equation [47], respectively. In the moderate small x region where the
triple-pomeron-vertice contribution dominates over other higher-order e↵ects, the evolution of both gluon TMDs is
expected to be described by the GLR equation approximately.

To facilitate the following algebraic manipulations, we cast Eq. (3) into the following form with the replacement
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By making the identification N (⌘, k?) = N(⌘, k?) [33], the above equation is the same as the BK equation in Eq. (2).
However, we emphasize that this is nothing but merely a coincidence. Though the identification N (⌘, k?) = N(⌘, k?)
can be shown to be valid in the dilute region, there is no exact relation between them in the region where multiple
re-scattering and quantum evolution are important.

• this form is the same as the BK equation in the momentum space
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II. THE FOLDED AND THE UNFOLDED GLR EQUATION

Before discussing the Monte Carlo implementation of the GLR equation, let us first explain why it is di�cult
to build a BK-based parton shower generator. The BK equation describes the rapidity evolution of the two-point
correlation function which is also referred to as the dipole scattering amplitude. The BK equation in momentum
space is most conveniently expressed in terms of a Fourier transform of the dipole amplitude multiplying with the
factor 1/r2?,
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is a lightlike Wilson line in the fundamental representation. The rapidity

⌘ is defined as ⌘ = ln (x0/x) with x0 = 0.01. In terms of N , the BK equation reads [33, 34],
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with ↵̄s = ↵sNc/⇡. The first two linear terms in Eq. (2), which coincide with those in the BFKL kernel, correspond
to contributions from the real and virtual gluon emissions respectively. Here, we present the virtual correction in a
form [35, 36] that is di↵erent from the conventional expression. The equivalence between the two forms is shown in
Appendix A. The last term is the nonlinear term arising from the resummation of fan diagrams. One can solve the
BK equation and obtain the distribution N at arbitrary rapidity ⌘ using the algorithm described below. However,
there exists no clear probability interpretation for the distribution N . The gluon branching constructed with N from
Monte Carlo simulation thus does not correspond to a real parton cascade. Furthermore, from the point of view of a
sensible description of exclusive quantities, it is not only the evolved gluon distribution that matters. In deriving the
BK equation, all the radiated gluons have been integrated out. In this way, all multiple-point correlation functions,
which show up in the intermediate steps of the derivation, eventually collapse into the two-point function. On the
other hand, one has to explicitly keep the four momenta of all radiated gluons in a parton shower generator. If the
emitted gluons were left unintegrated, the multiple-point correlation functions [37–42] beside the dipole one will enter
the evolution equation. One should use the JIMWLK equation to simulate the parton branching process instead.
Therefore, we conclude that the BK equation does not form a good basis for a parton shower generator.

Now let us turn to discuss the GLR equation. The GLR evolution equation introduced in Ref. [32] was one of the
first few attempts [32, 43] to tackle the BFKL unitarity problem by including a quadratic damping term resulting
from the 2 ! 1 gluon fusion process. It is directly expressed in terms of the unintegrated gluon distribution [32, 44],
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where S? denotes the transverse area of the target. gTPV is an e↵ective coupling constant resulting from the local
approximation of the triple pomeron vertex [44, 45]. By requiring the GLR equation and the BK equation to coincide
with each other in the dilute limit, we fix this e↵ective coupling constant to be gTPV = 8(2⇡)4. Di↵erent values of
gTPV could be derived depending on how one treats the triple pomeron vertex. G(⌘, k?) is the transverse momentum
dependent (TMD) gluon distribution describing the gluon number density for a given k? and ⌘. There are two
di↵erent types of gluon TMDs widely used in phenomenological studies [39, 46]: the dipole gluon distribution and
the Weizsacker-Williams (WW) gluon distribution. Their small-x evolutions are governed by the BK equation and
the Dominguez-Mueller-Munier-Xiao (DMMX) equation [47], respectively. In the moderate small x region where the
triple-pomeron-vertice contribution dominates over other higher-order e↵ects, the evolution of both gluon TMDs is
expected to be described by the GLR equation approximately.

To facilitate the following algebraic manipulations, we cast Eq. (3) into the following form with the replacement

N(⌘, k?) =
2↵s⇡

3

NcS?
G(⌘, k?),

@N(⌘, k?)

@⌘
=

↵̄s

⇡

"Z
d2l?
l2?

N(⌘, k?+l?)�

Z k?

0

d2l?
l2?

N(⌘, k?)

#
� ↵̄sN

2(⌘, k?). (4)

By making the identification N (⌘, k?) = N(⌘, k?) [33], the above equation is the same as the BK equation in Eq. (2).
However, we emphasize that this is nothing but merely a coincidence. Though the identification N (⌘, k?) = N(⌘, k?)
can be shown to be valid in the dilute region, there is no exact relation between them in the region where multiple
re-scattering and quantum evolution are important.
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Before discussing the Monte Carlo implementation of the GLR equation, let us first explain why it is di�cult
to build a BK-based parton shower generator. The BK equation describes the rapidity evolution of the two-point
correlation function which is also referred to as the dipole scattering amplitude. The BK equation in momentum
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with ↵̄s = ↵sNc/⇡. The first two linear terms in Eq. (2), which coincide with those in the BFKL kernel, correspond
to contributions from the real and virtual gluon emissions respectively. Here, we present the virtual correction in a
form [35, 36] that is di↵erent from the conventional expression. The equivalence between the two forms is shown in
Appendix A. The last term is the nonlinear term arising from the resummation of fan diagrams. One can solve the
BK equation and obtain the distribution N at arbitrary rapidity ⌘ using the algorithm described below. However,
there exists no clear probability interpretation for the distribution N . The gluon branching constructed with N from
Monte Carlo simulation thus does not correspond to a real parton cascade. Furthermore, from the point of view of a
sensible description of exclusive quantities, it is not only the evolved gluon distribution that matters. In deriving the
BK equation, all the radiated gluons have been integrated out. In this way, all multiple-point correlation functions,
which show up in the intermediate steps of the derivation, eventually collapse into the two-point function. On the
other hand, one has to explicitly keep the four momenta of all radiated gluons in a parton shower generator. If the
emitted gluons were left unintegrated, the multiple-point correlation functions [37–42] beside the dipole one will enter
the evolution equation. One should use the JIMWLK equation to simulate the parton branching process instead.
Therefore, we conclude that the BK equation does not form a good basis for a parton shower generator.

Now let us turn to discuss the GLR equation. The GLR evolution equation introduced in Ref. [32] was one of the
first few attempts [32, 43] to tackle the BFKL unitarity problem by including a quadratic damping term resulting
from the 2 ! 1 gluon fusion process. It is directly expressed in terms of the unintegrated gluon distribution [32, 44],
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where S? denotes the transverse area of the target. gTPV is an e↵ective coupling constant resulting from the local
approximation of the triple pomeron vertex [44, 45]. By requiring the GLR equation and the BK equation to coincide
with each other in the dilute limit, we fix this e↵ective coupling constant to be gTPV = 8(2⇡)4. Di↵erent values of
gTPV could be derived depending on how one treats the triple pomeron vertex. G(⌘, k?) is the transverse momentum
dependent (TMD) gluon distribution describing the gluon number density for a given k? and ⌘. There are two
di↵erent types of gluon TMDs widely used in phenomenological studies [39, 46]: the dipole gluon distribution and
the Weizsacker-Williams (WW) gluon distribution. Their small-x evolutions are governed by the BK equation and
the Dominguez-Mueller-Munier-Xiao (DMMX) equation [47], respectively. In the moderate small x region where the
triple-pomeron-vertice contribution dominates over other higher-order e↵ects, the evolution of both gluon TMDs is
expected to be described by the GLR equation approximately.

To facilitate the following algebraic manipulations, we cast Eq. (3) into the following form with the replacement
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By making the identification N (⌘, k?) = N(⌘, k?) [33], the above equation is the same as the BK equation in Eq. (2).
However, we emphasize that this is nothing but merely a coincidence. Though the identification N (⌘, k?) = N(⌘, k?)
can be shown to be valid in the dilute region, there is no exact relation between them in the region where multiple
re-scattering and quantum evolution are important.
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Following the common procedure of implementing the DGLAP-based Monte Carlo algorithm, we have to construct
a function describing the probability of evolving from ⌘i to ⌘i+1 without resolvable branching and gluon fusion. To
do so, we first separate the real correction into two terms as following,
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where the infrared cuto↵ µ is a matter of choice of what we classify as a resolvable emission. Branchings in the regime
of l? < µ are classified as unresolvable since they involve the emission of an undetectable soft gluon. The emissions
beyond this region are classified as resolvable branchings. The next step is to combine the contribution from the
unresolvable real emission with that from the virtual diagrams. We obtain
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By introducing an auxiliary function �(⌘, k?), N(x, k?) can be expressed as
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According to Eq. (6), the function �(⌘, k?) satisfies the following equation
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The above equation can be re-expressed in terms of N(⌘, k?) as
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which is referred to as the folded GLR equation, while Eq. (6) or Eq. (3) is the unfolded version. In the folded GLR
equation, the unresolvable real emissions and the virtual correction have been manifestly resummed to all orders.
�(⌘, k?) represents the probability of evolving from ⌘0 to ⌘ without a resolvable branching or gluon fusion. It reduces
to the non-Sudakov form factor [35, 36] in the small x limit with the saturation term being neglected. Eq. (10) can
be integrated over to give an integral equation for N(⌘, k?). It reads
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where N(⌘0, k?) is the gluon distribution at the initial rapidity.
Small x evolution equations resum the leading logarithmic contributions in terms of ln(1/x). However, from

both theoretical and phenomenological points of view, the necessity of resuming the next-to-leading logarithmic
contributions has long been recognized. There are several sources that give rise to the sub-leading logarithmic
contributions, such as the running coupling e↵ect [48–53], kinematic constraint [35, 54–57], the collinear improvement
of the BK equation [58–63], and the Sudakov suppressed BK kernel [64]. Though these corrections are formally sub-
leading power contributions, they often have a significant impact on the observables of interest at small x. We only
discuss the Monte Carlo implementation of the running coupling e↵ect in this work and leave the implementation of
other e↵ects for future works. It is quite straightforward to include the running coupling e↵ect for the case of parent
dipole prescription, which we will adopt in this study. It is not trivial to introduce kinematic constraint in the GLR
equation. Following the arguments made in Refs. [35, 56], the transverse momentum square of the radiated gluon l2?
must be smaller than 1�z

z k2? where k? and z are transverse momentum and longitudinal momentum fraction carried
by the daughter gluon respectively. The inclusion of such kinematic constraint leads to a modified GLR equation,
which is given by
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where the infrared cuto↵ µ is a matter of choice of what we classify as a resolvable emission. Branchings in the regime
of l? < µ are classified as unresolvable since they involve the emission of an undetectable soft gluon. The emissions
beyond this region are classified as resolvable branchings. The next step is to combine the contribution from the
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equation, the unresolvable real emissions and the virtual correction have been manifestly resummed to all orders.
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where N(⌘0, k?) is the gluon distribution at the initial rapidity.
Small x evolution equations resum the leading logarithmic contributions in terms of ln(1/x). However, from

both theoretical and phenomenological points of view, the necessity of resuming the next-to-leading logarithmic
contributions has long been recognized. There are several sources that give rise to the sub-leading logarithmic
contributions, such as the running coupling e↵ect [48–53], kinematic constraint [35, 54–57], the collinear improvement
of the BK equation [58–63], and the Sudakov suppressed BK kernel [64]. Though these corrections are formally sub-
leading power contributions, they often have a significant impact on the observables of interest at small x. We only
discuss the Monte Carlo implementation of the running coupling e↵ect in this work and leave the implementation of
other e↵ects for future works. It is quite straightforward to include the running coupling e↵ect for the case of parent
dipole prescription, which we will adopt in this study. It is not trivial to introduce kinematic constraint in the GLR
equation. Following the arguments made in Refs. [35, 56], the transverse momentum square of the radiated gluon l2?
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• Non-Sudakov form factor resums the virtual and non-linear term
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Following the common procedure of implementing the DGLAP-based Monte Carlo algorithm, we have to construct
a function describing the probability of evolving from ⌘i to ⌘i+1 without resolvable branching and gluon fusion. To
do so, we first separate the real correction into two terms as following,
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where the infrared cuto↵ µ is a matter of choice of what we classify as a resolvable emission. Branchings in the regime
of l? < µ are classified as unresolvable since they involve the emission of an undetectable soft gluon. The emissions
beyond this region are classified as resolvable branchings. The next step is to combine the contribution from the
unresolvable real emission with that from the virtual diagrams. We obtain
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which is referred to as the folded GLR equation, while Eq. (6) or Eq. (3) is the unfolded version. In the folded GLR
equation, the unresolvable real emissions and the virtual correction have been manifestly resummed to all orders.
�(⌘, k?) represents the probability of evolving from ⌘0 to ⌘ without a resolvable branching or gluon fusion. It reduces
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where N(⌘0, k?) is the gluon distribution at the initial rapidity.
Small x evolution equations resum the leading logarithmic contributions in terms of ln(1/x). However, from

both theoretical and phenomenological points of view, the necessity of resuming the next-to-leading logarithmic
contributions has long been recognized. There are several sources that give rise to the sub-leading logarithmic
contributions, such as the running coupling e↵ect [48–53], kinematic constraint [35, 54–57], the collinear improvement
of the BK equation [58–63], and the Sudakov suppressed BK kernel [64]. Though these corrections are formally sub-
leading power contributions, they often have a significant impact on the observables of interest at small x. We only
discuss the Monte Carlo implementation of the running coupling e↵ect in this work and leave the implementation of
other e↵ects for future works. It is quite straightforward to include the running coupling e↵ect for the case of parent
dipole prescription, which we will adopt in this study. It is not trivial to introduce kinematic constraint in the GLR
equation. Following the arguments made in Refs. [35, 56], the transverse momentum square of the radiated gluon l2?
must be smaller than 1�z

z k2? where k? and z are transverse momentum and longitudinal momentum fraction carried
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Following the common procedure of implementing the DGLAP-based Monte Carlo algorithm, we have to construct
a function describing the probability of evolving from ⌘i to ⌘i+1 without resolvable branching and gluon fusion. To
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where the infrared cuto↵ µ is a matter of choice of what we classify as a resolvable emission. Branchings in the regime
of l? < µ are classified as unresolvable since they involve the emission of an undetectable soft gluon. The emissions
beyond this region are classified as resolvable branchings. The next step is to combine the contribution from the
unresolvable real emission with that from the virtual diagrams. We obtain
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which is referred to as the folded GLR equation, while Eq. (6) or Eq. (3) is the unfolded version. In the folded GLR
equation, the unresolvable real emissions and the virtual correction have been manifestly resummed to all orders.
�(⌘, k?) represents the probability of evolving from ⌘0 to ⌘ without a resolvable branching or gluon fusion. It reduces
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where N(⌘0, k?) is the gluon distribution at the initial rapidity.
Small x evolution equations resum the leading logarithmic contributions in terms of ln(1/x). However, from

both theoretical and phenomenological points of view, the necessity of resuming the next-to-leading logarithmic
contributions has long been recognized. There are several sources that give rise to the sub-leading logarithmic
contributions, such as the running coupling e↵ect [48–53], kinematic constraint [35, 54–57], the collinear improvement
of the BK equation [58–63], and the Sudakov suppressed BK kernel [64]. Though these corrections are formally sub-
leading power contributions, they often have a significant impact on the observables of interest at small x. We only
discuss the Monte Carlo implementation of the running coupling e↵ect in this work and leave the implementation of
other e↵ects for future works. It is quite straightforward to include the running coupling e↵ect for the case of parent
dipole prescription, which we will adopt in this study. It is not trivial to introduce kinematic constraint in the GLR
equation. Following the arguments made in Refs. [35, 56], the transverse momentum square of the radiated gluon l2?
must be smaller than 1�z
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where the infrared cuto↵ µ is a matter of choice of what we classify as a resolvable emission. Branchings in the regime
of l? < µ are classified as unresolvable since they involve the emission of an undetectable soft gluon. The emissions
beyond this region are classified as resolvable branchings. The next step is to combine the contribution from the
unresolvable real emission with that from the virtual diagrams. We obtain
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which is referred to as the folded GLR equation, while Eq. (6) or Eq. (3) is the unfolded version. In the folded GLR
equation, the unresolvable real emissions and the virtual correction have been manifestly resummed to all orders.
�(⌘, k?) represents the probability of evolving from ⌘0 to ⌘ without a resolvable branching or gluon fusion. It reduces
to the non-Sudakov form factor [35, 36] in the small x limit with the saturation term being neglected. Eq. (10) can
be integrated over to give an integral equation for N(⌘, k?). It reads
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where N(⌘0, k?) is the gluon distribution at the initial rapidity.
Small x evolution equations resum the leading logarithmic contributions in terms of ln(1/x). However, from

both theoretical and phenomenological points of view, the necessity of resuming the next-to-leading logarithmic
contributions has long been recognized. There are several sources that give rise to the sub-leading logarithmic
contributions, such as the running coupling e↵ect [48–53], kinematic constraint [35, 54–57], the collinear improvement
of the BK equation [58–63], and the Sudakov suppressed BK kernel [64]. Though these corrections are formally sub-
leading power contributions, they often have a significant impact on the observables of interest at small x. We only
discuss the Monte Carlo implementation of the running coupling e↵ect in this work and leave the implementation of
other e↵ects for future works. It is quite straightforward to include the running coupling e↵ect for the case of parent
dipole prescription, which we will adopt in this study. It is not trivial to introduce kinematic constraint in the GLR
equation. Following the arguments made in Refs. [35, 56], the transverse momentum square of the radiated gluon l2?
must be smaller than 1�z

z k2? where k? and z are transverse momentum and longitudinal momentum fraction carried
by the daughter gluon respectively. The inclusion of such kinematic constraint leads to a modified GLR equation,
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6

The weight function is then determined by the ratio of Eq. 20 and Eq. 21,

Wkc(⌘i, ⌘i+1; k?) =

Rmin
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p
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R k?
µ

d2l?
l2?

(22)

where the wight function not only depends on k? but also z in this case. The values of |l?| and �l are chosen randomly
according to the distribution given in the integral of Eq. 20. The practical numerical calculation of the integrals would
be too time consuming, since it appears to be impossible to solve the integration analytically. We thus invoke a veto
algorithm in order to sample |l?| and �l e�ciently. Such a veto algorithm is described in more details in the appendix
B. Once |l?| and �l are generated, l and k?,i+1 then can be reconstructed subsequently. As displayed in the right
panel of Fig. 1, one can see that the designed algorithm successfully passed the test in reproducing the numerical
results from the kinematic constraint version of the BFKL equation.
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FIG. 2: Compassion of the gluon k? distributions obtained from the forward evolution approach with the numerical solutions
of the GLR equation at di↵erent rapidities. The left, middle and right plots show the results for the standard GLR evolution,
the running coupling case and the kinematic constraint case respectively.

Now we generalize the algorithm described above to the saturation case, i.e. the formulation of forward evolution
for the GLR equation . First, given ⌘i from the previous evolution step or the initial condition, the next ⌘i+1 can be
generated by solving the equation with the non-Sudakov factor incorporating the saturation term,

R = exp


�↵̄s
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d⌘0
✓
ln

k2?
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+N(⌘0, k?)

◆�
, (23)

where the numerical solutions of the BK equation are used as the input for the gluon distribution N(⌘0, k?,i). In the
practical simulation, we again employ a veto algorithm to speed up the generation of ⌘i+1, which is described in the
Appendix B. The weight function also needs to be modified accordingly for the saturation case,

W(⌘i, ⌘i+1; k?) =
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P 2
?
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d⌘N(⌘, k?)

. (24)

The rest recipes for the Monte Carlo implementation of both the fixed coupling and the running coupling GLR
equation are the same as these for the BFKL equation.

The kinematic constraint can be imposed in the GLR equation in a similar way. To implement it in the Monte Carlo
algorithm, one first needs to compute the fraction of gluons at [⌘i+1, ⌘i+1+ �⌘] that come form the branching between
⌘i+1 and ⌘i in the presence of saturation e↵ect. Here ⌘i+1 is still generated according to Eq. 23. The derivation closely
follows that presented in Eq. 19 and Eq. 20,
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4

With these derived folded evolution equations, we are now ready to introduce the Monte Carlo algorithm based on
the formulation of parton branching in terms of the non-Sudakov factor.

[36, 58, 59].

III. FORWARD EVOLUTION

To demonstrate the formulation of forward evolution for the GLR equation, we start with the simplest case, i.e.
the Monte Carlo implementation of the fixed coupling BFKL evolution. All essential elements of the algorithm will
be discussed in this simplest example. The first step is to sample the k? distribution at the initial rapidity ⌘0 = 0
using the MV model [30, 31] result as the input. Since we aim at building an event generator for eA collisions, it is
more appropriate to use the WW type gluon distribution as the initial condition, which is given by [36],

N(⌘ = 0, k?) =

Z
d2r?
2⇡

e�ik?·r? 1

r2?

✓
1� exp

⇥
�
1

4
Q2

s0r
2
? ln(e+

1

⇤r?
)
⇤◆

, (13)

with Q2
s0 = 1 GeV2 and ⇤ = 0.24 GeV. In order to e�ciently generate an event with this initial condition, we use a

veto algorithm (see Appendix B for more details). Since the evolution variable is the rapidity, the basic problem one
has to solve is that given (⌘i, k?,i) after some steps of the evolution, or given the initial condition, generating the
values (⌘i+1, k?,i+1) after the next step. The Monte Carlo implementation is laid out as in the following:

I): The first quantity to be generated by the algorithm is the value of ⌘i+1. One can read the probability of
evolving from ⌘i to ⌘i+1 without resolvable branching from the folded GLR/BFKL equation, which is given by
�(⌘i, ⌘0; k?,i)/�(⌘i+1, ⌘0; k?,i). Thus ⌘i+1 can be generated with the correct probability distribution by solving the
equation,

R1 = exp

"
�↵̄s
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d⌘0 ln
k2?,i

µ2

#
, (14)

after the saturation term is neglected for the BFKL case. R1 is a random number distributed uniformly in the interval
[0,1].

II): We now generate the value of radiated gluon’s transverse momentum with a probability distribution proportional

to ↵̄s

R
d2l?
l2?

which is the real part of the BFKL kernel. We can do this by solving the equation for |l?|,
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µ

d2l0?
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. (15)

where P? is a UV cut-o↵ for the emitted gluon’s transverse momentum.
III): The azimuthal angle of l? is sampled according to,

2⇡R3 = �l (16)

IV): The minus component of the radiated gluon’s momentum is obtained using the on-shell condition. The four
momentum of the next exchanged gluon is reconstructed according to ki+1 = ki � l.

V): The generated cascade needs to be re-weighted. The weighted factor is given by,

W(k?) =
ln(P

2
?

µ2 )

ln(
k2
?

µ2 )
(17)

such that the number of exchanged gluons increases after each splitting. This is because there exists a mismatching
between the phase space integration for the real and virtual corrections. For a given rapidity interval�⌘, the number of

gluons which vanish due to the virtual correction is proportional to �⌘↵̄s

R k?,i

µ
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i
, while

the number of gluons produced via the real correction is proportional to �⌘↵̄s

R P?
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�↵̄s ln
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?,i
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i

in the same rapidity interval. The weight function is given by the ratio of these two contributions.
We repeat the procedure outlined above until ⌘i+1 reach a minimal cut-o↵ value ⌘min. Once the whole cascade

is generated, we are ready to reconstruct the gluon k? distribution at arbitrary rapidity, and compared with the
numerical solutions of the BFKL equation. For a given ⌘, we select the event with the two adjacent splitting occur at

6
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FIG. 2: Comparison of the gluon k? distributions obtained from the forward evolution approach with the numerical solutions
of the GLR equation at di↵erent rapidities. The left and right plots show the results for the standard GLR evolution in the
fixed coupling case and the running coupling case respectively.

where the numerical solutions of the BK equation are used as the input for the gluon distribution N(⌘0, k?,i). In the
practical simulation, we again employ a veto algorithm to speed up the generation of ⌘i+1 as described in Appendix
B. The re-weighting function also needs to be modified accordingly for the saturation case. It is then given by

W(⌘i, ⌘i+1; k?,i) =

R ⌘i+1

⌘i
d⌘ ln(P 2

?/µ
2)

R ⌘i+1

⌘i
d⌘

h
ln(k2?,i/µ

2) +N(⌘, k?,i)
i . (22)

The rest recipes for the Monte Carlo implementation of both the fixed coupling and the running coupling GLR
equation are the same as those for the BFKL equation.

The gluon k? distributions at di↵erent rapidities reconstructed from the parton shower are presented in Fig. 2, and
are compared to the numerical solutions of the GLR equation. A full agreement between two approaches has been
reached for both the fixed coupling (left panel) and running coupling (right panel) cases.

IV. BACKWARD EVOLUTION

The forward evolution procedure developed in the previous section is a direct way of solving the small x evolution
equation. However, the forward evolution is rather time-consuming, since the kinematics constructed from the initial
state cascade do not have the right values that allow the generation of a hard scattering process most of the time.
Many configurations produced by the forward evolution have to be rejected, leading to low e�ciency. A more e�cient
procedure for generating the initial state parton shower is the backward evolution scheme [67–69], which has been
utilized in standard Monte Carlo programs. In a backward evolution approach, the hard scattering process is first
created with the initial parton momentum distributed according to the parton distribution functions. Then, the initial
state cascade is generated by going backward from the hard scattering process towards the beam particles.

The first step in the formulation of backward evolution is to sample k?,i+1 at the rapidity ⌘i+1 that is fixed according
to the kinematics of the generated hard scattering process. The value of k?,i+1 is randomly chosen according to the
probability distribution N(⌘i+1, k?,i+1) which has to be determined beforehand by numerically solving the GLR
equation. The next step is to generate ⌘i using a modified non-Sudakov form factor.

We now derive the non-Sudakov form factor associated with backward evolution for the GLR equation by closely
following the DGLAP case (see, for example [70]). Let us start by defining dF as the fraction of gluons at (⌘i+1, k?,i+1)
that come from branching between (⌘i+1, ⌘i). Then, the fraction of those that do not branch between ⌘i+1 and ⌘i is,

⇧(⌘i+1, ⌘i; k?,i+1) = 1�

Z ⌘i+1

⌘i

dF. (23)

According to integral form of the folded GLR equation in Eq. (11), the number of gluons produced from the branching

The generated event has to be re-weighted
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The weight function is then determined by the ratio of Eq. 20 and Eq. 21,

Wkc(⌘i, ⌘i+1; k?) =

Rmin
h
P?,

p
(k?�l?)2 1�z

z

i

µ
d2l?
l2?

e
�↵̄s ln

k2
?

µ2 ln
(k?�l?)2

(k?�l?)2+l2?

R k?
µ

d2l?
l2?

(22)

where the wight function not only depends on k? but also z in this case. The values of |l?| and �l are chosen randomly
according to the distribution given in the integral of Eq. 20. The practical numerical calculation of the integrals would
be too time consuming, since it appears to be impossible to solve the integration analytically. We thus invoke a veto
algorithm in order to sample |l?| and �l e�ciently. Such a veto algorithm is described in more details in the appendix
B. Once |l?| and �l are generated, l and k?,i+1 then can be reconstructed subsequently. As displayed in the right
panel of Fig. 1, one can see that the designed algorithm successfully passed the test in reproducing the numerical
results from the kinematic constraint version of the BFKL equation.
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FIG. 2: Compassion of the gluon k? distributions obtained from the forward evolution approach with the numerical solutions
of the GLR equation at di↵erent rapidities. The left, middle and right plots show the results for the standard GLR evolution,
the running coupling case and the kinematic constraint case respectively.

Now we generalize the algorithm described above to the saturation case, i.e. the formulation of forward evolution
for the GLR equation . First, given ⌘i from the previous evolution step or the initial condition, the next ⌘i+1 can be
generated by solving the equation with the non-Sudakov factor incorporating the saturation term,

R = exp


�↵̄s

Z ⌘i+1

⌘i

d⌘0
✓
ln

k2?
µ2

+N(⌘0, k?)

◆�
, (23)

where the numerical solutions of the BK equation are used as the input for the gluon distribution N(⌘0, k?,i). In the
practical simulation, we again employ a veto algorithm to speed up the generation of ⌘i+1, which is described in the
Appendix B. The weight function also needs to be modified accordingly for the saturation case,

W(⌘i, ⌘i+1; k?) =
(⌘i+1 � ⌘i) ln

P 2
?

µ2

(⌘i+1 � ⌘i) ln
k2
?

µ2 +
R ⌘i+1

⌘i
d⌘N(⌘, k?)

. (24)

The rest recipes for the Monte Carlo implementation of both the fixed coupling and the running coupling GLR
equation are the same as these for the BFKL equation.

The kinematic constraint can be imposed in the GLR equation in a similar way. To implement it in the Monte Carlo
algorithm, one first needs to compute the fraction of gluons at [⌘i+1, ⌘i+1+ �⌘] that come form the branching between
⌘i+1 and ⌘i in the presence of saturation e↵ect. Here ⌘i+1 is still generated according to Eq. 23. The derivation closely
follows that presented in Eq. 19 and Eq. 20,

�⌘
@

@⌘i+1

"
↵̄s

⇡

Z ⌘i+1
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⌘i

d⌘


ln

k2
?

µ2 +N(⌘,k?)
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✓
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2
� l2?

◆#
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↵̄s

⇡

Z min
h
P?,

p
(k?�l?)2 1�z

z

i
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d2l?
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e
�↵̄s

R ⌘i+1+ln
(k?�l?)2

(k?�l?)2+l2?
⌘i

d⌘


ln

k2
?

µ2 +N(⌘,k?)

�

(25)
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With these derived folded evolution equations, we are now ready to introduce the Monte Carlo algorithm based on
the formulation of parton branching in terms of the non-Sudakov factor.

[36, 58, 59].

III. FORWARD EVOLUTION

To demonstrate the formulation of forward evolution for the GLR equation, we start with the simplest case, i.e.
the Monte Carlo implementation of the fixed coupling BFKL evolution. All essential elements of the algorithm will
be discussed in this simplest example. The first step is to sample the k? distribution at the initial rapidity ⌘0 = 0
using the MV model [30, 31] result as the input. Since we aim at building an event generator for eA collisions, it is
more appropriate to use the WW type gluon distribution as the initial condition, which is given by [36],

N(⌘ = 0, k?) =

Z
d2r?
2⇡

e�ik?·r? 1

r2?

✓
1� exp

⇥
�
1

4
Q2

s0r
2
? ln(e+

1

⇤r?
)
⇤◆

, (13)

with Q2
s0 = 1 GeV2 and ⇤ = 0.24 GeV. In order to e�ciently generate an event with this initial condition, we use a

veto algorithm (see Appendix B for more details). Since the evolution variable is the rapidity, the basic problem one
has to solve is that given (⌘i, k?,i) after some steps of the evolution, or given the initial condition, generating the
values (⌘i+1, k?,i+1) after the next step. The Monte Carlo implementation is laid out as in the following:

I): The first quantity to be generated by the algorithm is the value of ⌘i+1. One can read the probability of
evolving from ⌘i to ⌘i+1 without resolvable branching from the folded GLR/BFKL equation, which is given by
�(⌘i, ⌘0; k?,i)/�(⌘i+1, ⌘0; k?,i). Thus ⌘i+1 can be generated with the correct probability distribution by solving the
equation,

R1 = exp

"
�↵̄s

Z ⌘i+1

⌘i

d⌘0 ln
k2?,i

µ2

#
, (14)

after the saturation term is neglected for the BFKL case. R1 is a random number distributed uniformly in the interval
[0,1].

II): We now generate the value of radiated gluon’s transverse momentum with a probability distribution proportional

to ↵̄s

R
d2l?
l2?

which is the real part of the BFKL kernel. We can do this by solving the equation for |l?|,

R2

Z P?

µ

d2l0?
l02?

=

Z |l?|

µ

d2l0?
l02?

. (15)

where P? is a UV cut-o↵ for the emitted gluon’s transverse momentum.
III): The azimuthal angle of l? is sampled according to,

2⇡R3 = �l (16)

IV): The minus component of the radiated gluon’s momentum is obtained using the on-shell condition. The four
momentum of the next exchanged gluon is reconstructed according to ki+1 = ki � l.

V): The generated cascade needs to be re-weighted. The weighted factor is given by,

W(k?) =
ln(P

2
?

µ2 )

ln(
k2
?

µ2 )
(17)

such that the number of exchanged gluons increases after each splitting. This is because there exists a mismatching
between the phase space integration for the real and virtual corrections. For a given rapidity interval�⌘, the number of

gluons which vanish due to the virtual correction is proportional to �⌘↵̄s

R k?,i

µ
dl2?
l2?

exp
h
�↵̄s ln

k2
?,i

µ2 (⌘i � ⌘i+1)
i
, while

the number of gluons produced via the real correction is proportional to �⌘↵̄s

R P?
µ

d2l?
l2?

exp
h
�↵̄s ln

k2
?,i

µ2 (⌘i � ⌘i+1)
i

in the same rapidity interval. The weight function is given by the ratio of these two contributions.
We repeat the procedure outlined above until ⌘i+1 reach a minimal cut-o↵ value ⌘min. Once the whole cascade

is generated, we are ready to reconstruct the gluon k? distribution at arbitrary rapidity, and compared with the
numerical solutions of the BFKL equation. For a given ⌘, we select the event with the two adjacent splitting occur at

6
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FIG. 2: Comparison of the gluon k? distributions obtained from the forward evolution approach with the numerical solutions
of the GLR equation at di↵erent rapidities. The left and right plots show the results for the standard GLR evolution in the
fixed coupling case and the running coupling case respectively.

where the numerical solutions of the BK equation are used as the input for the gluon distribution N(⌘0, k?,i). In the
practical simulation, we again employ a veto algorithm to speed up the generation of ⌘i+1 as described in Appendix
B. The re-weighting function also needs to be modified accordingly for the saturation case. It is then given by

W(⌘i, ⌘i+1; k?,i) =

R ⌘i+1

⌘i
d⌘ ln(P 2

?/µ
2)

R ⌘i+1

⌘i
d⌘

h
ln(k2?,i/µ

2) +N(⌘, k?,i)
i . (22)

The rest recipes for the Monte Carlo implementation of both the fixed coupling and the running coupling GLR
equation are the same as those for the BFKL equation.

The gluon k? distributions at di↵erent rapidities reconstructed from the parton shower are presented in Fig. 2, and
are compared to the numerical solutions of the GLR equation. A full agreement between two approaches has been
reached for both the fixed coupling (left panel) and running coupling (right panel) cases.

IV. BACKWARD EVOLUTION

The forward evolution procedure developed in the previous section is a direct way of solving the small x evolution
equation. However, the forward evolution is rather time-consuming, since the kinematics constructed from the initial
state cascade do not have the right values that allow the generation of a hard scattering process most of the time.
Many configurations produced by the forward evolution have to be rejected, leading to low e�ciency. A more e�cient
procedure for generating the initial state parton shower is the backward evolution scheme [67–69], which has been
utilized in standard Monte Carlo programs. In a backward evolution approach, the hard scattering process is first
created with the initial parton momentum distributed according to the parton distribution functions. Then, the initial
state cascade is generated by going backward from the hard scattering process towards the beam particles.

The first step in the formulation of backward evolution is to sample k?,i+1 at the rapidity ⌘i+1 that is fixed according
to the kinematics of the generated hard scattering process. The value of k?,i+1 is randomly chosen according to the
probability distribution N(⌘i+1, k?,i+1) which has to be determined beforehand by numerically solving the GLR
equation. The next step is to generate ⌘i using a modified non-Sudakov form factor.

We now derive the non-Sudakov form factor associated with backward evolution for the GLR equation by closely
following the DGLAP case (see, for example [70]). Let us start by defining dF as the fraction of gluons at (⌘i+1, k?,i+1)
that come from branching between (⌘i+1, ⌘i). Then, the fraction of those that do not branch between ⌘i+1 and ⌘i is,

⇧(⌘i+1, ⌘i; k?,i+1) = 1�

Z ⌘i+1

⌘i

dF. (23)

According to integral form of the folded GLR equation in Eq. (11), the number of gluons produced from the branching

The generated event has to be re-weighted
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4

Converting the above equation to the folded form of the GLR equation, we obtain

@

@⌘

N(x, k?)

�(⌘, k?)
=

↵̄s

⇡

Z

µ

d2l?
l2?

N
⇣
⌘ + ln k2

?
k2
?+l2?

, l? + k?
⌘

�(⌘, k?)
. (13)

The implementation of the kinematic constraint in the parton branching algorithm turns out to be quite non-trivial.
We will address this in a separate publication. In this work, we focus on developing the Monte Carlo algorithms based
on the folded evolution equations presented in Eq. (10) and Eq. (11).

III. FORWARD EVOLUTION

To demonstrate the formulation of forward evolution for the GLR equation, we start with the simplest case, i.e.,
the Monte Carlo implementation of the fixed coupling BFKL evolution. All essential elements of the algorithm will
be discussed in this simplest example. The first step is to sample the k? distribution at the initial rapidity ⌘0 = 0
using the MV model [65, 66] result as the input. Since we aim at building an event generator for eA collisions, it is
natural to use the WW type gluon distribution as the initial condition, which is given by,

N(⌘ = 0, k?) =

Z
d2r?
2⇡

e�ik?·r? 1

r2?

✓
1� exp

⇥
�
1

4
Q2

s0r
2
? ln(e+

1

⇤r?
)
⇤◆

, (14)

with Q2
s0 = 1 GeV2 and ⇤ = 0.24 GeV. To e�ciently generate an event with this initial condition, we use a veto

algorithm (see Appendix B for more details). Since the evolution variable is the rapidity, the basic problem one has
to solve is that given (⌘i, k?,i) after some steps of the evolution, or given the initial condition, generating the values
(⌘i+1, k?,i+1) in the next step. The Monte Carlo implementation is laid out in the following:

I): The first quantity to be generated by the algorithm is the value of ⌘i+1. One can read the probabil-
ity of evolving from ⌘i to ⌘i+1 without a resolvable branching from the folded BFKL equation. It is given by
�(⌘i, ⌘0; k?,i)/�(⌘i+1, ⌘0; k?,i). Thus ⌘i+1 can be generated with the correct probability distribution by solving the
following equation,

R1 = exp

"
�↵̄s

Z ⌘i+1

⌘i

d⌘0 ln
k2?,i

µ2

#
, (15)

with the saturation e↵ect being neglected in the BFKL case. Throughout this paper, we use Ri to represent a random
number distributed uniformly in the interval [0,1].

II): The second step is to generate the value of radiated gluon’s transverse momentum with a probability distribution

proportional to ↵̄s

R
d2l?
l2?

, which is the real part of the BFKL kernel. It can be achieved by solving the following

equation for |l?|,

R2

Z P?

µ

d2l0?
l02?

=

Z |l?|

µ

d2l0?
l02?

, (16)

where P? is the UV cut-o↵ for the emitted gluon’s transverse momentum.
III): The azimuthal angle of l? is sampled according to,

2⇡R3 = �l. (17)

IV): The minus component of the radiated gluon’s momentum is obtained using the on-shell condition. The four
momentum of the next exchanged gluon is reconstructed according to ki+1 = ki � l.

V): The generated cascade needs to be re-weighted. The re-weighting factor associated with this branching is given
by,

W(k?,i) =
ln(P 2

?/µ
2)

ln(k2?,i/µ
2)
, (18)

such that the number of exchanged gluons increases after each splitting. This is because of the mismatch between
the phase spaces of the integrations for real and virtual corrections. For a given rapidity interval �⌘, the number of

The initial condition likes
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3

Following the common procedure of implementing the DGLAP-based Monte Carlo algorithm, we have to construct
a function describing the probability of evolving from ⌘i to ⌘i+1 without resolvable branching and gluon fusion. To
do so, we first separate the real correction into two terms as following,

Z
d2l?
l2?

N(⌘, k?+l?)=

Z

µ

d2l?
l2?

N(⌘, k?+l?) +

Z µ

0

d2l?
l2?

N(⌘, k?+l?)⇡

Z

µ

d2l?
l2?

N(⌘, k?+l?) +

Z µ

0

d2l?
l2?

N(⌘, k?), (5)

where the infrared cuto↵ µ is a matter of choice of what we classify as a resolvable emission. Branchings in the regime
of l? < µ are classified as unresolvable since they involve the emission of an undetectable soft gluon. The emissions
beyond this region are classified as resolvable branchings. The next step is to combine the contribution from the
unresolvable real emission with that from the virtual diagrams. We obtain

@N(⌘, k?)

@⌘
=

↵̄s
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µ

d2l?
l2?

N(⌘, l? + k?)� ↵̄s ln
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N(⌘, k?)� ↵̄sN
2(⌘, k?). (6)

By introducing an auxiliary function �(⌘, k?), N(x, k?) can be expressed as

N(⌘, k?) = �(⌘, k?)�(⌘, k?), (7)

where

�(⌘, k?) = exp

⇢
�↵̄s

Z ⌘

⌘0
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µ2

+N(⌘0, k?)

��
. (8)

According to Eq. (6), the function �(⌘, k?) satisfies the following equation

�(⌘, k?)
@�(⌘, k?)

@⌘
=

↵̄s

⇡

Z

µ

d2l?
l2?

N(⌘, k?+l?). (9)

The above equation can be re-expressed in terms of N(⌘, k?) as

@

@⌘

N(⌘, k?)

�(⌘, k?)
=

↵̄s

⇡

Z

µ

d2l?
l2?

N(⌘, l? + k?)

�(⌘, k?)
, (10)

which is referred to as the folded GLR equation, while Eq. (6) or Eq. (3) is the unfolded version. In the folded GLR
equation, the unresolvable real emissions and the virtual correction have been manifestly resummed to all orders.
�(⌘, k?) represents the probability of evolving from ⌘0 to ⌘ without a resolvable branching or gluon fusion. It reduces
to the non-Sudakov form factor [35, 36] in the small x limit with the saturation term being neglected. Eq. (10) can
be integrated over to give an integral equation for N(⌘, k?). It reads

N(⌘, k?) = N(⌘0, k?)�(⌘, k?) +
↵̄s

⇡

Z ⌘

⌘0

d⌘0
�(⌘, k?)

�(⌘0, k?)

Z

µ

d2l?
l2?

N(⌘0, l? + k?), (11)

where N(⌘0, k?) is the gluon distribution at the initial rapidity.
Small x evolution equations resum the leading logarithmic contributions in terms of ln(1/x). However, from

both theoretical and phenomenological points of view, the necessity of resuming the next-to-leading logarithmic
contributions has long been recognized. There are several sources that give rise to the sub-leading logarithmic
contributions, such as the running coupling e↵ect [48–53], kinematic constraint [35, 54–57], the collinear improvement
of the BK equation [58–63], and the Sudakov suppressed BK kernel [64]. Though these corrections are formally sub-
leading power contributions, they often have a significant impact on the observables of interest at small x. We only
discuss the Monte Carlo implementation of the running coupling e↵ect in this work and leave the implementation of
other e↵ects for future works. It is quite straightforward to include the running coupling e↵ect for the case of parent
dipole prescription, which we will adopt in this study. It is not trivial to introduce kinematic constraint in the GLR
equation. Following the arguments made in Refs. [35, 56], the transverse momentum square of the radiated gluon l2?
must be smaller than 1�z

z k2? where k? and z are transverse momentum and longitudinal momentum fraction carried
by the daughter gluon respectively. The inclusion of such kinematic constraint leads to a modified GLR equation,
which is given by

@N(⌘, k?)
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6

The weight function is then determined by the ratio of Eq. 20 and Eq. 21,

Wkc(⌘i, ⌘i+1; k?) =

Rmin
h
P?,

p
(k?�l?)2 1�z

z

i

µ
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e
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µ2 ln
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R k?
µ

d2l?
l2?

(22)

where the wight function not only depends on k? but also z in this case. The values of |l?| and �l are chosen randomly
according to the distribution given in the integral of Eq. 20. The practical numerical calculation of the integrals would
be too time consuming, since it appears to be impossible to solve the integration analytically. We thus invoke a veto
algorithm in order to sample |l?| and �l e�ciently. Such a veto algorithm is described in more details in the appendix
B. Once |l?| and �l are generated, l and k?,i+1 then can be reconstructed subsequently. As displayed in the right
panel of Fig. 1, one can see that the designed algorithm successfully passed the test in reproducing the numerical
results from the kinematic constraint version of the BFKL equation.
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FIG. 2: Compassion of the gluon k? distributions obtained from the forward evolution approach with the numerical solutions
of the GLR equation at di↵erent rapidities. The left, middle and right plots show the results for the standard GLR evolution,
the running coupling case and the kinematic constraint case respectively.

Now we generalize the algorithm described above to the saturation case, i.e. the formulation of forward evolution
for the GLR equation . First, given ⌘i from the previous evolution step or the initial condition, the next ⌘i+1 can be
generated by solving the equation with the non-Sudakov factor incorporating the saturation term,

R = exp


�↵̄s

Z ⌘i+1

⌘i

d⌘0
✓
ln

k2?
µ2

+N(⌘0, k?)

◆�
, (23)

where the numerical solutions of the BK equation are used as the input for the gluon distribution N(⌘0, k?,i). In the
practical simulation, we again employ a veto algorithm to speed up the generation of ⌘i+1, which is described in the
Appendix B. The weight function also needs to be modified accordingly for the saturation case,

W(⌘i, ⌘i+1; k?) =
(⌘i+1 � ⌘i) ln

P 2
?

µ2

(⌘i+1 � ⌘i) ln
k2
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µ2 +
R ⌘i+1

⌘i
d⌘N(⌘, k?)

. (24)

The rest recipes for the Monte Carlo implementation of both the fixed coupling and the running coupling GLR
equation are the same as these for the BFKL equation.

The kinematic constraint can be imposed in the GLR equation in a similar way. To implement it in the Monte Carlo
algorithm, one first needs to compute the fraction of gluons at [⌘i+1, ⌘i+1+ �⌘] that come form the branching between
⌘i+1 and ⌘i in the presence of saturation e↵ect. Here ⌘i+1 is still generated according to Eq. 23. The derivation closely
follows that presented in Eq. 19 and Eq. 20,

�⌘
@

@⌘i+1

"
↵̄s

⇡

Z ⌘i+1

⌘i

d⌘0
Z

µ

d2l?
l2?

e
�↵̄s

R ⌘0
⌘i

d⌘


ln

k2
?

µ2 +N(⌘,k?)

�

✓

✓
1� z0

z0
(k? � l?)

2
� l2?

◆#

= �⌘
↵̄s

⇡

Z min
h
P?,

p
(k?�l?)2 1�z

z

i

µ

d2l?
l2?

e
�↵̄s

R ⌘i+1+ln
(k?�l?)2

(k?�l?)2+l2?
⌘i

d⌘


ln

k2
?

µ2 +N(⌘,k?)

�

(25)
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between (⌘i+1, ⌘i) is given by,

N(⌘i+1, k?,i+1)dF = d⌘i
�(⌘i+1, k?,i+1)

�(⌘i, k?,i+1)

↵̄s

⇡

Z

µ

d2l?
l2?

N(⌘i, k?,i+1 + l?)

= d⌘i
@

@⌘i


�(⌘i+1, k?,i+1)N(⌘i, k?,i+1)

�(⌘i, k?,i+1)

�
, (24)

where we have employed the di↵erential form of the folded GLR equation in Eq. (10) to get the result in the second
line. Performing the integration in the above equation, one obtains,

⇧(⌘i+1, ⌘i; k?,i+1) =
�(⌘i+1, k?,i+1)N(⌘i, k?,i+1)

�(⌘i, k?,i+1)N(⌘i+1, k?,i+1)
, (25)

which is the backward evolution form factor describing the probability for no radiation in the rapidity region [⌘i+1, ⌘i].
This form factor can be cast into a di↵erent form. It is convenient to re-express the Eq. (11) as,

d ln
N(⌘, k?,i+1)

�(⌘, k?,i+1)
= d⌘

↵̄s

⇡

Z

µ

d2l?
l2?

N(⌘, k?,i+1 + l?)

N(⌘, k?,i+1)
. (26)

Carrying out the integration of ⌘ in the range of [⌘i, ⌘i+1], we obtain,

�(⌘i+1, k?,i+1)N(⌘i, k?,i+1)

�(⌘i, k?,i+1)N(⌘i+1, k?,i+1)
= exp


�
↵̄s

⇡

Z ⌘i+1

⌘i

d⌘

Z

µ

d2l?
l2?

N(⌘, k?,i+1 + l?)

N(⌘, k?,i+1)

�
, (27)

where the new form of the backward evolution form factor is given on the right side of the above equation. Unlike the
case for the forward evolution which may be used as a way of solving the GLR equation, the evolved gluon distribution
is used as the input to guide the evolution path toward the initial condition at ⌘0. The primary aim is to generate
the correct distribution of gluons emitted in the initial state cascade.

Both non-Sudakov forms can be equally well used to generate ⌘i for a given ⌘i+1 by solving the following equation,

⇧(⌘i+1, ⌘i; k?,i+1) = R1. (28)

The transverse momentum of the radiated gluon sampled in the backward evolution approach is di↵erent from that
in the forward approach. One should generate l? by solving the following equation,

↵̄s

⇡

Z l?

µ

d2l0?
l02?

N(⌘i, k?,i+1 + l0?) = R2
↵̄s

⇡

Z P?

µ

d2l0?
l02?

N(⌘i, k?,i+1 + l0?). (29)

Notice that, in the backward evolution case, one should not sample l? according to the distribution of ↵̄s
⇡

R l?
µ

d2l0?
l02?

that

is used in the forward evolution approach. Once again, a veto algorithm is employed in our practical implementation
to make this sampling procedure more e�cient. As mentioned before, due to the mismatch between the phase spaces
of real and virtual contributions, the unitarity is violated in the small x evolution. As a consequence, the generated
event has to be re-weighted after each branching in the backward evolution method as well. The re-weighting factor
associated with backward evolution is the ratio of the fraction of gluons that come from branchings in the region of
[⌘i, ⌘i+1] and the fraction of gluons that vanish in the region of [⌘i, ⌘i+1] due to the virtual correction and the fusion
process. It reads,

Wback(⌘i+1, ⌘i; k?,i+1, k?,i) =

R ⌘i+1

⌘i
d⌘

h
ln(k2?,i/µ

2) +N(⌘, k?,i)
i

R ⌘i+1

⌘i
d⌘ ln(P 2

?/µ
2)

. (30)

The procedure outlined above is repeated until ⌘i is smaller than ⌘0. The last step of the simulation is to construct
four momenta of the radiated gluons. It is worth mentioning that the minus component of the t-channel gluon’s
four momentum can only be reconstructed after the full cascade has been generated. By going from the last t-
channel gluon (closet to the nucleus), which has the vanishing minus component, forward in the cascade to the hard
scattering process, the true minus component of the t-channel gluons are constructed. It is straightforward to extend
to the running coupling case as it has been done in the previous section. The corresponding re-weighting factor and
non-Sudakov form factor are given by,

Wback,rc(⌘i+1, ⌘i; k?,i+1, k?,i) =

R ⌘i+1

⌘i
d⌘

h
ln(k2?,i/µ

2) +N(⌘, k?,i)
i

R ⌘i+1

⌘i
d⌘ ln(P 2

?/µ
2)

↵s(k?,i)

↵s(k?,i+1)
, (31)
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between (⌘i+1, ⌘i) is given by,

N(⌘i+1, k?,i+1)dF = d⌘i
�(⌘i+1, k?,i+1)

�(⌘i, k?,i+1)

↵̄s

⇡
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d2l?
l2?
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@
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�(⌘i+1, k?,i+1)N(⌘i, k?,i+1)

�(⌘i, k?,i+1)

�
, (24)

where we have employed the di↵erential form of the folded GLR equation in Eq. (10) to get the result in the second
line. Performing the integration in the above equation, one obtains,

⇧(⌘i+1, ⌘i; k?,i+1) =
�(⌘i+1, k?,i+1)N(⌘i, k?,i+1)

�(⌘i, k?,i+1)N(⌘i+1, k?,i+1)
, (25)

which is the backward evolution form factor describing the probability for no radiation in the rapidity region [⌘i+1, ⌘i].
This form factor can be cast into a di↵erent form. It is convenient to re-express the Eq. (11) as,

d ln
N(⌘, k?,i+1)

�(⌘, k?,i+1)
= d⌘

↵̄s

⇡

Z

µ

d2l?
l2?

N(⌘, k?,i+1 + l?)

N(⌘, k?,i+1)
. (26)

Carrying out the integration of ⌘ in the range of [⌘i, ⌘i+1], we obtain,

�(⌘i+1, k?,i+1)N(⌘i, k?,i+1)

�(⌘i, k?,i+1)N(⌘i+1, k?,i+1)
= exp


�
↵̄s

⇡

Z ⌘i+1

⌘i

d⌘

Z

µ

d2l?
l2?

N(⌘, k?,i+1 + l?)

N(⌘, k?,i+1)

�
, (27)

where the new form of the backward evolution form factor is given on the right side of the above equation. Unlike the
case for the forward evolution which may be used as a way of solving the GLR equation, the evolved gluon distribution
is used as the input to guide the evolution path toward the initial condition at ⌘0. The primary aim is to generate
the correct distribution of gluons emitted in the initial state cascade.

Both non-Sudakov forms can be equally well used to generate ⌘i for a given ⌘i+1 by solving the following equation,

⇧(⌘i+1, ⌘i; k?,i+1) = R1. (28)

The transverse momentum of the radiated gluon sampled in the backward evolution approach is di↵erent from that
in the forward approach. One should generate l? by solving the following equation,

↵̄s

⇡

Z l?

µ

d2l0?
l02?

N(⌘i, k?,i+1 + l0?) = R2
↵̄s

⇡

Z P?

µ

d2l0?
l02?

N(⌘i, k?,i+1 + l0?). (29)

Notice that, in the backward evolution case, one should not sample l? according to the distribution of ↵̄s
⇡

R l?
µ

d2l0?
l02?

that

is used in the forward evolution approach. Once again, a veto algorithm is employed in our practical implementation
to make this sampling procedure more e�cient. As mentioned before, due to the mismatch between the phase spaces
of real and virtual contributions, the unitarity is violated in the small x evolution. As a consequence, the generated
event has to be re-weighted after each branching in the backward evolution method as well. The re-weighting factor
associated with backward evolution is the ratio of the fraction of gluons that come from branchings in the region of
[⌘i, ⌘i+1] and the fraction of gluons that vanish in the region of [⌘i, ⌘i+1] due to the virtual correction and the fusion
process. It reads,

Wback(⌘i+1, ⌘i; k?,i+1, k?,i) =

R ⌘i+1

⌘i
d⌘

h
ln(k2?,i/µ

2) +N(⌘, k?,i)
i

R ⌘i+1

⌘i
d⌘ ln(P 2

?/µ
2)

. (30)

The procedure outlined above is repeated until ⌘i is smaller than ⌘0. The last step of the simulation is to construct
four momenta of the radiated gluons. It is worth mentioning that the minus component of the t-channel gluon’s
four momentum can only be reconstructed after the full cascade has been generated. By going from the last t-
channel gluon (closet to the nucleus), which has the vanishing minus component, forward in the cascade to the hard
scattering process, the true minus component of the t-channel gluons are constructed. It is straightforward to extend
to the running coupling case as it has been done in the previous section. The corresponding re-weighting factor and
non-Sudakov form factor are given by,

Wback,rc(⌘i+1, ⌘i; k?,i+1, k?,i) =

R ⌘i+1

⌘i
d⌘

h
ln(k2?,i/µ

2) +N(⌘, k?,i)
i

R ⌘i+1

⌘i
d⌘ ln(P 2

?/µ
2)

↵s(k?,i)

↵s(k?,i+1)
, (31)

The generated event has to be re-weighted
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• As a more efficient procedure, the backward evolution approach is also presented. 

• Using the numerical solution of the GLR equation.

The small-x parton shower algorithm Yu Shi

In the following calculations, for the fixed coupling, we set ↵̄s =
↵sNc

⇡ = 0.3.

1 Four momentum conservation in the cascade

In the case of backward evolution, we only know that the radiated gluons are on-shell and the small-x gluons
are o↵-shell. We can apply the high-energy limit and make an assumption that the minus momentum of the
initial small-x gluon is zero. Therefore, we need to sample this cascade first. Since we understand that the
minus momentum of the initial small-x gluon is zero and the radiated gluon is on-shell, so we can backtrack
and determine the four-momentum of the small-x gluon cascade utilizing momentum conservation.

Firstly, we need to sample this small-x gluon cascade via backward evolution. In the process of backward
evolution, the momentum fraction of the small-x gluon evolves from x0 to xn, where x0 represents the momentum
fraction of the small-x gluon involved in collisions, and xn represents the momentum fraction of the initial small-x
gluon. The four-momentum of the initial small-x gluon, kn, is defined as

kµn = (0, xnp
+, k? +

nX

i

li?), (1)

The four-momentum of the first radiated gluon, ln, is on-shell and is defined as

lµn = (
l2n

2(xn � xn�1)p�
, (xn � xn�1)p

�, ln). (2)

By leveraging momentum conservation, we can determine that the four-momentum of the second small-x gluon,
kn�1, is given by

kµn�1 = (� l2n
2(xn � xn�1)p�

, xn�1p
�, k? +

n�1X

i

li?). (3)

Following the same logic, the four-momentum of the third small-x gluon, kn�2, can be expressed as

kµn�2 = (� l2n
2(xn � xn�1)p�

�
l2n�1

2(xn�1 � xn�2)p�
, xn�2p

�, k? +
n�2X

i

li?). (4)

Finally, we can derive the four-momentum of the small-x gluon involved in collisions as

kµ0 = (�
nX

i=1

l2i
2(xi � xi�1)p�

, x0p
�, k?) (5)

2 Color transfer in the cascade

Wbackward =
1

Wforward
(6)

3 Dijet cross-section in eA collisions

For the dijet production, the cross-section likes

d��⇤A!qq̄X

dy1dy2d2P?d2q?
=

S?Nc↵eme2q
3⇡2

� (1� x�)
z(1� z)

⇣
P 2
? + ✏2f

⌘4

⇥�
z2 + (1� z)2

�
(P 4

? + ✏4f ) + 8z(1� z)P 2
?✏

2
f

⇤
N(xg, q?)

(7)
If we take the virtuality of photon is zero, the cross-section can be simplified as

d��⇤A!qq̄X

dy1dy2d2P?d2q?
=

S?Nc↵eme2q
3⇡2

� (1� x�)
z(1� z)

P 4
?

�
z2 + (1� z)2

�
N(xg, q?). (8)

d��⇤A!qq̄X

dy1dy2d2P?d2q?
=

S?Nc↵eme2q
3⇡2

x�f�(x� , µ)
z(1� z)

P 4
?

�
z2 + (1� z)2

�
N(xg, q?). (9)

The kinematic variables are defined as

xg =
P?p
s
(e�y1 + e�y2), x� =

P?p
s
(ey1 + ey2), (10)

1
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The backward evolution algorithm 

• As a more efficient procedure, the backward evolution approach is also presented. 

•  Agree with the numerical solutions of the GLR equation. 
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GLR                v.s.    DGLAP/CCFM 

                          η = ln(1/x) Q
The evolution variable:

reweight                       Unitary

The generated event:
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 gluon splitting               
gluon fusion  parton splitting

Parton shower algorithms 
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parton-shower cuto↵, tc, for short. Since four-momentum is conserved in each splitting, the cuto↵ leads
to an upper bound on z̃

z̃ = 1�
k
2

T

|t|
< 1�

tc

|tmax|
. (1.8)

If we identify z̃ with the energy fraction z in the DGLAP evolution equations, Eq. (1.2), then the Altarelli-
Parisi splitting functions, Eq. (1.3) may be replaced by their unregularized counterparts, Pba(z), which
are obtained by simply dropping the +-prescription and the term proportional to �(1� z).

If we made no further modifications, unitarity would be violated, as we have e↵ectively removed all
singularities in the higher-order real-emission contributions to the hard cross section, but also all virtual
corrections. This can be remedied by adding an additional term to the DGLAP equations, which reinstates
the di↵erence.

dfa(x, t)

d log t
=

X

b2{q,g}

Z zmax

x

dz

z

↵s

2⇡
Pba(z) fb(x/z, t)� fa(x, t)

X

b2{q,g}

Z zmax

zmin

dz
↵s

2⇡

1

2
Pab(z) . (1.9)

At the same time we have introduced t as the evolution variable of our parton shower. We identify
this variable with the factorization scale, such that the µ

2

F evolution described by Eq. (1.2) turns into a
t-evolution. For now we will leave the precise assignment of t an open question. It should be identified
with a variable which is linear in the virtuality of the intermediate parton, the only dimensionful variable
in the splitting process.

Equation (1.9) may be rewritten in a more convenient fashion using the Sudakov form factor

�a(t, t
0) = exp

8
<

:�

X

b2{q,g}

Z t0

t

dt̄

t̄

Z zmax

zmin

dz
↵s

2⇡

1

2
Pab(z)

9
=

; , (1.10)

which represents the unconditional survival probability for a parton not to undergo a branching process
between the two scales t

0 and t. In terms of �, Eq. (1.9) becomes the master equation for our parton
shower:

d

d log t
log

fa(x, t)

�a(tc, t)
=

X

b2{q,g}

Z zmax

x

dz

z

↵s

2⇡
P̂ba(z)

fb(x/z, t)

fa(x, t)
. (1.11)

This equation is solved in one or the other way by any parton-shower Monte-Carlo. All event generators
have in common that they use Sudakov factors to account for unresolved splittings and virtual correc-
tions, which are assumed to precisely cancel the real corrections when integrated over phase space. The
computation of the Sudakov factor is therefore the principal task for any parton-shower Monte-Carlo
event generator. We will discuss the related algorithms in Sec. 3.

Despite all its intricacies, Eq. (1.11) still only leads to an approximate description of fully exclusive final
states containing our initial process of interest, pp ! X. If detailed experimental measurements are to
probe the precise distribution of hard QCD radiation, then we need to improve Eq. (1.11) by replacing
the Altarelli-Parisi splitting functions by more precise expressions, at least for the most relevant steps in
the evolution. This will be the subject of Sec. 4.

The concept of infrared-safe observables and QCD jets plays a crucial role in this context. Both the
initial state and many final states at hadron colliders include hard partons. Initial- and final-state
Bremsstrahlung dresses these partons with further radiation, as we have seen above. The new particles
are found predominantly in the vicinity of the original ones, leading to clusters of radiation called QCD
jets. The jet structure is preserved when hadrons are formed. A cluster of hadronic energy in the exper-
imental measurement can thus be associated with one or more hard initiating partons in the theoretical
calculation. For this concept to work an algorithm must be defined that unambiguously relates the two.
Crucially, this algorithm must be infrared and collinear safe: if a single parton is replaced by a set of
collinear partons sharing its original energy, the jet configuration must not change. Likewise, if a parton
of vanishing energy is added to the original event, the identified jet configuration must not change. More
details on jet algorithms can be found in [14].

5

3

Following the common procedure of implementing the DGLAP-based Monte Carlo algorithm, we have to construct
a function describing the probability of evolving from ⌘i to ⌘i+1 without resolvable branching and gluon fusion. To
do so, we first separate the real correction into two terms as following,

Z
d2l?
l2?

N(⌘, k?+l?)=

Z

µ

d2l?
l2?

N(⌘, k?+l?) +

Z µ

0

d2l?
l2?

N(⌘, k?+l?)⇡

Z

µ

d2l?
l2?

N(⌘, k?+l?) +

Z µ

0

d2l?
l2?

N(⌘, k?), (5)

where the infrared cuto↵ µ is a matter of choice of what we classify as a resolvable emission. Branchings in the regime
of l? < µ are classified as unresolvable since they involve the emission of an undetectable soft gluon. The emissions
beyond this region are classified as resolvable branchings. The next step is to combine the contribution from the
unresolvable real emission with that from the virtual diagrams. We obtain

@N(⌘, k?)

@⌘
=

↵̄s

⇡

Z

µ

d2l?
l2?

N(⌘, l? + k?)� ↵̄s ln
k2?
µ2

N(⌘, k?)� ↵̄sN
2(⌘, k?). (6)

By introducing an auxiliary function �(⌘, k?), N(x, k?) can be expressed as

N(⌘, k?) = �(⌘, k?)�(⌘, k?), (7)

where

�(⌘, k?) = exp

⇢
�↵̄s

Z ⌘

⌘0

d⌘0

ln

k2?
µ2

+N(⌘0, k?)

��
. (8)

According to Eq. (6), the function �(⌘, k?) satisfies the following equation

�(⌘, k?)
@�(⌘, k?)

@⌘
=

↵̄s

⇡

Z

µ

d2l?
l2?

N(⌘, k?+l?). (9)

The above equation can be re-expressed in terms of N(⌘, k?) as

@

@⌘

N(⌘, k?)

�(⌘, k?)
=

↵̄s

⇡

Z

µ

d2l?
l2?

N(⌘, l? + k?)

�(⌘, k?)
, (10)

which is referred to as the folded GLR equation, while Eq. (6) or Eq. (3) is the unfolded version. In the folded GLR
equation, the unresolvable real emissions and the virtual correction have been manifestly resummed to all orders.
�(⌘, k?) represents the probability of evolving from ⌘0 to ⌘ without a resolvable branching or gluon fusion. It reduces
to the non-Sudakov form factor [35, 36] in the small x limit with the saturation term being neglected. Eq. (10) can
be integrated over to give an integral equation for N(⌘, k?). It reads

N(⌘, k?) = N(⌘0, k?)�(⌘, k?) +
↵̄s

⇡

Z ⌘

⌘0

d⌘0
�(⌘, k?)

�(⌘0, k?)

Z

µ

d2l?
l2?

N(⌘0, l? + k?), (11)

where N(⌘0, k?) is the gluon distribution at the initial rapidity.
Small x evolution equations resum the leading logarithmic contributions in terms of ln(1/x). However, from

both theoretical and phenomenological points of view, the necessity of resuming the next-to-leading logarithmic
contributions has long been recognized. There are several sources that give rise to the sub-leading logarithmic
contributions, such as the running coupling e↵ect [48–53], kinematic constraint [35, 54–57], the collinear improvement
of the BK equation [58–63], and the Sudakov suppressed BK kernel [64]. Though these corrections are formally sub-
leading power contributions, they often have a significant impact on the observables of interest at small x. We only
discuss the Monte Carlo implementation of the running coupling e↵ect in this work and leave the implementation of
other e↵ects for future works. It is quite straightforward to include the running coupling e↵ect for the case of parent
dipole prescription, which we will adopt in this study. It is not trivial to introduce kinematic constraint in the GLR
equation. Following the arguments made in Refs. [35, 56], the transverse momentum square of the radiated gluon l2?
must be smaller than 1�z

z k2? where k? and z are transverse momentum and longitudinal momentum fraction carried
by the daughter gluon respectively. The inclusion of such kinematic constraint leads to a modified GLR equation,
which is given by

@N(⌘, k?)

@⌘
=

↵̄s

⇡

Z
d2l?
l2?

N

✓
⌘ + ln

k2?
k2? + l2?

, l? + k?

◆
�

↵̄s

⇡

Z k?

0

d2l?
l2?

N(⌘, k?)� ↵̄sN
2(⌘, k?). (12)
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Kinematical constraint in the GLR evolution equation 
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3

Following the common procedure of implementing the DGLAP-based Monte Carlo algorithm, we have to construct
a function describing the probability of evolving from ⌘i to ⌘i+1 without resolvable branching and gluon fusion. To
do so, we first separate the real correction into two terms as following,
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where the infrared cuto↵ µ is a matter of choice of what we classify as a resolvable emission. Branchings in the regime
of l? < µ are classified as unresolvable since they involve the emission of an undetectable soft gluon. The emissions
beyond this region are classified as resolvable branchings. The next step is to combine the contribution from the
unresolvable real emission with that from the virtual diagrams. We obtain
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By introducing an auxiliary function �(⌘, k?), N(x, k?) can be expressed as
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According to Eq. (6), the function �(⌘, k?) satisfies the following equation
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The above equation can be re-expressed in terms of N(⌘, k?) as
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which is referred to as the folded GLR equation, while Eq. (6) or Eq. (3) is the unfolded version. In the folded GLR
equation, the unresolvable real emissions and the virtual correction have been manifestly resummed to all orders.
�(⌘, k?) represents the probability of evolving from ⌘0 to ⌘ without a resolvable branching or gluon fusion. It reduces
to the non-Sudakov form factor [35, 36] in the small x limit with the saturation term being neglected. Eq. (10) can
be integrated over to give an integral equation for N(⌘, k?). It reads
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where N(⌘0, k?) is the gluon distribution at the initial rapidity.
Small x evolution equations resum the leading logarithmic contributions in terms of ln(1/x). However, from

both theoretical and phenomenological points of view, the necessity of resuming the next-to-leading logarithmic
contributions has long been recognized. There are several sources that give rise to the sub-leading logarithmic
contributions, such as the running coupling e↵ect [48–53], kinematic constraint [35, 54–57], the collinear improvement
of the BK equation [58–63], and the Sudakov suppressed BK kernel [64]. Though these corrections are formally sub-
leading power contributions, they often have a significant impact on the observables of interest at small x. We only
discuss the Monte Carlo implementation of the running coupling e↵ect in this work and leave the implementation of
other e↵ects for future works. It is quite straightforward to include the running coupling e↵ect for the case of parent
dipole prescription, which we will adopt in this study. It is not trivial to introduce kinematic constraint in the GLR
equation. Following the arguments made in Refs. [35, 56], the transverse momentum square of the radiated gluon l2?
must be smaller than 1�z

z k2? where k? and z are transverse momentum and longitudinal momentum fraction carried
by the daughter gluon respectively. The inclusion of such kinematic constraint leads to a modified GLR equation,
which is given by
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• The kinematic constrainted GLR equation can be modified as

x(1z − z), qT

x, kT

x
z , k

′
T

Figure 1: Schematic diagram representing gluon emission in the BFKL chain. x and x/z are
the longitudinal momentum fractions of the target’s momentum carried by the exchanged gluon.
kT ,k′

T and qT denote the two-dimensional transverse momenta of the exchanged gluons and the
emitted gluon respectively.

2 Kinematical constraints

In this section we shall review the origin and different forms of the kinematical constraints that
appear in the literature. The kinematical constraint in the initial state cascade at low x was
first considered in works [17, 41, 18].

We shall follow here closely the derivation presented in [19], where the kinematical constraint
was implemented both in BFKL and the CCFM equations [17, 41, 42, 43, 44]. The latter
evolution equation is based on the idea of coherence [45] that leads to the angular ordering of
the emissions in the cascade. The BFKL equation for the unintegrated gluon density in the
leading logarithmic approximation [10, 9, 8] can be written as

F(x, k2T ) = F (0)(x, k2T )

+ ᾱs

∫ 1

x

dz

z

∫

d2qT

πq2T

[

F
(x

z
, |kT + qT |2

)

− Θ(k2T − q2T )F
(x

z
, k2T

)]

, (1)

where function F(x, k2T ) is the small x unintegrated gluon density, kT and k′
T = kT + qT are the

transverse momenta of the exchanged gluons and qT is the transverse momentum of the gluon
emitted. The longitudinal momentum fractions of the exchanged gluons are x and x

z respectively.
The flow of the momenta in the BFKL cascade is illustrated in diagram Fig. 1. We will also
use the notation k2T ≡ k2

T for the squared transverse momenta for the rest of the paper. The
rescaled coupling constant is defined as ᾱs ≡ αsNc

π . In the leading logarithmic approximation
the integration over qT in the Eq. (1), is not constrained by an upper limit thus violating the
energy-momentum conservation. Thus for example in the context of the DIS process in principle
there should be a limit on the integration over the transverse momentum

Q2/x ∼ W 2 , (2)

where Q2 is the hard scale of the DIS process, x is the Bjorken variable and W 2 is the c.m.s
energy squared of the photon-proton system in DIS.
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• The on-shell condition give the kinematical constraint

There is a stronger constraint arising however from the requirement that in the low x for-
malism the exchanged gluons have off-shellness dominated by the transverse components, i.e.
one keeps terms that obey |k2| ! k2T . The derivation of the kinematical constraint here follows
[19].

The gluon four momentum is as usual decomposed into light cone and transverse components

k = (k+, k−,kT ) , (3)

where k± = k0 ± k3. Now the exchanged gluon virtuality in these variables is equal to

k2 = k+k− − k2T . (4)

The condition |k2| ! k2T translates approximately to

k2T > k+k− . (5)

The emitted gluon is on-shell q2 = q+q− − q2T = 0, and therefore we can express this fact as

q− = q2T/q
+ . (6)

On the other hand in the multi-Regge kinematics there is a strong ordering of longitudinal
momenta so

k− = k
′− − q− ! q− . (7)

Using the condition (6) and inserting it into (5) one finally obtains

k2T > k+
q2T
q+

=
z

1− z
q2T , (8)

or as limit on q2T integration

q2T <
1− z

z
k2T . (9)

Now there are several approximations that can be made to this constraint. In the small z limit
(9) can be approximated to

q2T <
k2T
z

. (10)

This form of the approximation was used in [17] and also studied in the context of small x
approximation to the CCFM evolution in [19]. The lower bound on z, i.e. z > x results in the
upper bound on q2T < k2T/x providing local condition for energy-momentum conservation.

Finally, (9) can be further rewritten as a condition on the transverse momentum of the
exchanged gluon k′T . For a given value of kT a high value of k′T means also high value of qT .
Rewriting it as

k′2T − 2k′T · kT + k2T <
1− z

z
k2T , (11)

and averaging over angle between kT and k′T and taking large k′T limit we get:

k′2T <
k2T
z

. (12)

This form of the constraint was used for example in [18] and in [20, 46, 29, 47, 48]. The nice
feature of (12) is the fact that the kernel with kinematical constraint has a Mellin representation
which results in a simple shift of poles in the Mellin space. In the rest of the paper we shall
analyze in detail all the forms of the constraints and quantify the differences between them both
in Mellin space and through direct numerical solution ot the BFKL equation in momentum
space.
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Following the common procedure of implementing the DGLAP-based Monte Carlo algorithm, we have to construct
a function describing the probability of evolving from ⌘i to ⌘i+1 without resolvable branching and gluon fusion. To
do so, we first separate the real correction into two terms as following,
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where the infrared cuto↵ µ is a matter of choice of what we classify as a resolvable emission. Branchings in the regime
of l? < µ are classified as unresolvable since they involve the emission of an undetectable soft gluon. The emissions
beyond this region are classified as resolvable branchings. The next step is to combine the contribution from the
unresolvable real emission with that from the virtual diagrams. We obtain
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According to Eq. (6), the function �(⌘, k?) satisfies the following equation
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The above equation can be re-expressed in terms of N(⌘, k?) as
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which is referred to as the folded GLR equation, while Eq. (6) or Eq. (3) is the unfolded version. In the folded GLR
equation, the unresolvable real emissions and the virtual correction have been manifestly resummed to all orders.
�(⌘, k?) represents the probability of evolving from ⌘0 to ⌘ without a resolvable branching or gluon fusion. It reduces
to the non-Sudakov form factor [35, 36] in the small x limit with the saturation term being neglected. Eq. (10) can
be integrated over to give an integral equation for N(⌘, k?). It reads
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where N(⌘0, k?) is the gluon distribution at the initial rapidity.
Small x evolution equations resum the leading logarithmic contributions in terms of ln(1/x). However, from

both theoretical and phenomenological points of view, the necessity of resuming the next-to-leading logarithmic
contributions has long been recognized. There are several sources that give rise to the sub-leading logarithmic
contributions, such as the running coupling e↵ect [48–53], kinematic constraint [35, 54–57], the collinear improvement
of the BK equation [58–63], and the Sudakov suppressed BK kernel [64]. Though these corrections are formally sub-
leading power contributions, they often have a significant impact on the observables of interest at small x. We only
discuss the Monte Carlo implementation of the running coupling e↵ect in this work and leave the implementation of
other e↵ects for future works. It is quite straightforward to include the running coupling e↵ect for the case of parent
dipole prescription, which we will adopt in this study. It is not trivial to introduce kinematic constraint in the GLR
equation. Following the arguments made in Refs. [35, 56], the transverse momentum square of the radiated gluon l2?
must be smaller than 1�z

z k2? where k? and z are transverse momentum and longitudinal momentum fraction carried
by the daughter gluon respectively. The inclusion of such kinematic constraint leads to a modified GLR equation,
which is given by
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Following the common procedure of implementing the DGLAP-based Monte Carlo algorithm, we have to construct
a function describing the probability of evolving from ⌘i to ⌘i+1 without resolvable branching and gluon fusion. To
do so, we first separate the real correction into two terms as following,
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where the infrared cuto↵ µ is a matter of choice of what we classify as a resolvable emission. Branchings in the regime
of l? < µ are classified as unresolvable since they involve the emission of an undetectable soft gluon. The emissions
beyond this region are classified as resolvable branchings. The next step is to combine the contribution from the
unresolvable real emission with that from the virtual diagrams. We obtain
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which is referred to as the folded GLR equation, while Eq. (6) or Eq. (3) is the unfolded version. In the folded GLR
equation, the unresolvable real emissions and the virtual correction have been manifestly resummed to all orders.
�(⌘, k?) represents the probability of evolving from ⌘0 to ⌘ without a resolvable branching or gluon fusion. It reduces
to the non-Sudakov form factor [35, 36] in the small x limit with the saturation term being neglected. Eq. (10) can
be integrated over to give an integral equation for N(⌘, k?). It reads
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where N(⌘0, k?) is the gluon distribution at the initial rapidity.
Small x evolution equations resum the leading logarithmic contributions in terms of ln(1/x). However, from

both theoretical and phenomenological points of view, the necessity of resuming the next-to-leading logarithmic
contributions has long been recognized. There are several sources that give rise to the sub-leading logarithmic
contributions, such as the running coupling e↵ect [48–53], kinematic constraint [35, 54–57], the collinear improvement
of the BK equation [58–63], and the Sudakov suppressed BK kernel [64]. Though these corrections are formally sub-
leading power contributions, they often have a significant impact on the observables of interest at small x. We only
discuss the Monte Carlo implementation of the running coupling e↵ect in this work and leave the implementation of
other e↵ects for future works. It is quite straightforward to include the running coupling e↵ect for the case of parent
dipole prescription, which we will adopt in this study. It is not trivial to introduce kinematic constraint in the GLR
equation. Following the arguments made in Refs. [35, 56], the transverse momentum square of the radiated gluon l2?
must be smaller than 1�z

z k2? where k? and z are transverse momentum and longitudinal momentum fraction carried
by the daughter gluon respectively. The inclusion of such kinematic constraint leads to a modified GLR equation,
which is given by
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The angular-ordering constraint then becomes q < Q/z. Here the non-Sudakov form factor ∆R

is given by

∆R(z, k
2
T , q

2
T ) = exp

(

−αS(k
2
T )
∫ 1

z

dz′

z′

∫ dq′2

q′2
Θ(k2

T − q′2) Θ(q′ − z′q)

)

. (32)

Finally, note that we have allowed αS to run in (30). The solutions F (x, k2T , Q
2) of this equation

were studied in ref. [11]. As in ref. [11] we restrict the transverse momenta of the gluons along
the chain to be above 1 GeV2. As we shall see it turns out that this physically reasonable

choice of infrared cut-off gives a satisfactory normalization of all the observables sensitive to
the small x behaviour of the gluon distribution, F , with the exception of F c

2 at low Q2.

The novel feature of the CCFM, as compared to the BFKL equation, is that the solution
is dependent on Q2. The origin of the dependence comes entirely from angular ordering,
q < Q/z. In the BFKL leading ln(1/x) limit F becomes independent of Q2 and indeed the

CCFM solutions exhibit this behaviour for large Q2. However, for small Q2 non-leading ln(1/x)
effects become important via the angular ordering constraint and F decreases with decreasing

Q2 [11].

Here we study the impact of the kinematic constraint q2T < k2
T/z. To be precise the con-

straint is actually
q2T < (1− z) k2

T/z. (33)

We sketch the derivation. The key observation is that the virtuality k2 of a gluon along the
chain should arise mainly from the transverse, rather than the longitudinal, components of the
momentum for the small x approximation to be valid. Now in terms of the light-cone variables

k± ≡ k0 ± k3
k2 = k+k− − k2

T (34)

so we require
k2
T > |k+k−|. (35)

From Fig. 1 we see that

k− = k′− − q− # −q− = −q2T/q
+, (36)

where the last equality follows from the on-shell condition for the emitted gluon5. Thus

k+k− # −
k+

q+
q2T = −

k+

k′+ − k+
q2T = −

z

1 − z
q2T . (37)

The kinematic constraint (33) then follows directly from (37) and (35).
5In (36) and (37) q± are the light-cone components of the 4-momentum of the emitted gluon, whereas

elsewhere in this section q denotes the rescaled transverse momentum defined by (31).
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5In (36) and (37) q± are the light-cone components of the 4-momentum of the emitted gluon, whereas

elsewhere in this section q denotes the rescaled transverse momentum defined by (31).
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• The key observation is that the virtuality of a gluon should 
arise mainly from the transverse momentum 
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[Kwiecinski, Martin, Sutton, Z. Phys. C, 96; 

 Deak, Kutak, Li, Stasto, EPJC, 19]
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Following the common procedure of implementing the DGLAP-based Monte Carlo algorithm, we have to construct
a function describing the probability of evolving from ⌘i to ⌘i+1 without resolvable branching and gluon fusion. To
do so, we first separate the real correction into two terms as following,

Z
d2l?
l2?

N(⌘, k?+l?)=

Z

µ

d2l?
l2?

N(⌘, k?+l?) +

Z µ

0

d2l?
l2?

N(⌘, k?+l?)⇡

Z

µ

d2l?
l2?

N(⌘, k?+l?) +

Z µ

0

d2l?
l2?

N(⌘, k?), (5)

where the infrared cuto↵ µ is a matter of choice of what we classify as a resolvable emission. Branchings in the regime
of l? < µ are classified as unresolvable since they involve the emission of an undetectable soft gluon. The emissions
beyond this region are classified as resolvable branchings. The next step is to combine the contribution from the
unresolvable real emission with that from the virtual diagrams. We obtain

@N(⌘, k?)

@⌘
=

↵̄s

⇡

Z

µ

d2l?
l2?

N(⌘, l? + k?)� ↵̄s ln
k2?
µ2

N(⌘, k?)� ↵̄sN
2(⌘, k?). (6)

By introducing an auxiliary function �(⌘, k?), N(x, k?) can be expressed as

N(⌘, k?) = �(⌘, k?)�(⌘, k?), (7)

where

�(⌘, k?) = exp

⇢
�↵̄s

Z ⌘

⌘0

d⌘0

ln

k2?
µ2

+N(⌘0, k?)

��
. (8)

According to Eq. (6), the function �(⌘, k?) satisfies the following equation

�(⌘, k?)
@�(⌘, k?)

@⌘
=

↵̄s

⇡

Z

µ

d2l?
l2?

N(⌘, k?+l?). (9)

The above equation can be re-expressed in terms of N(⌘, k?) as

@

@⌘

N(⌘, k?)

�(⌘, k?)
=

↵̄s

⇡

Z

µ

d2l?
l2?

N(⌘, l? + k?)

�(⌘, k?)
, (10)

which is referred to as the folded GLR equation, while Eq. (6) or Eq. (3) is the unfolded version. In the folded GLR
equation, the unresolvable real emissions and the virtual correction have been manifestly resummed to all orders.
�(⌘, k?) represents the probability of evolving from ⌘0 to ⌘ without a resolvable branching or gluon fusion. It reduces
to the non-Sudakov form factor [35, 36] in the small x limit with the saturation term being neglected. Eq. (10) can
be integrated over to give an integral equation for N(⌘, k?). It reads

N(⌘, k?) = N(⌘0, k?)�(⌘, k?) +
↵̄s

⇡

Z ⌘

⌘0

d⌘0
�(⌘, k?)

�(⌘0, k?)

Z

µ

d2l?
l2?

N(⌘0, l? + k?), (11)

where N(⌘0, k?) is the gluon distribution at the initial rapidity.
Small x evolution equations resum the leading logarithmic contributions in terms of ln(1/x). However, from

both theoretical and phenomenological points of view, the necessity of resuming the next-to-leading logarithmic
contributions has long been recognized. There are several sources that give rise to the sub-leading logarithmic
contributions, such as the running coupling e↵ect [48–53], kinematic constraint [35, 54–57], the collinear improvement
of the BK equation [58–63], and the Sudakov suppressed BK kernel [64]. Though these corrections are formally sub-
leading power contributions, they often have a significant impact on the observables of interest at small x. We only
discuss the Monte Carlo implementation of the running coupling e↵ect in this work and leave the implementation of
other e↵ects for future works. It is quite straightforward to include the running coupling e↵ect for the case of parent
dipole prescription, which we will adopt in this study. It is not trivial to introduce kinematic constraint in the GLR
equation. Following the arguments made in Refs. [35, 56], the transverse momentum square of the radiated gluon l2?
must be smaller than 1�z

z k2? where k? and z are transverse momentum and longitudinal momentum fraction carried
by the daughter gluon respectively. The inclusion of such kinematic constraint leads to a modified GLR equation,
which is given by

@N(⌘, k?)

@⌘
=

↵̄s

⇡

Z
d2l?
l2?

N

✓
⌘ + ln

k2?
k2? + l2?

, l? + k?

◆
�

↵̄s

⇡

Z k?

0

d2l?
l2?

N(⌘, k?)� ↵̄sN
2(⌘, k?). (12)

• The kinematic constrainted GLR equation can be modified as
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Di-jet/di-hadron production in the DIS 

• Final radiations can be solved by parton showers based on 
DGLAP (Pythia…).

• We need to address initial logs in our parton shower. 

•   is the invariant mass, and   is the total transverse 
momentum of dijet 
Q2 k⊥

• When   ,  two large logs emerge Q2 ≫ k2
⊥

• Two contributions: initial and final

• We can resum both small-x and soft-
collinear logarithms at the same time 
in a consistent way.    

ln2 (Q2/k2
⊥)

ln (Q2/k2
⊥)

7

where N(Q2, ⌘, k?) ⌘ N(µ2 = Q2, ⇣2 = Q2, ⌘, k?). Following the standard procedure, the above evolution equation
can be cast into a folded equation,

@

@ lnQ2

N(Q2, ⌘, k?)

�s(Q2)
=

↵̄s

2⇡

Z Q

⇤cut

d2l?
l2?

N(Q2, ⌘, k? + l?)

�s(Q2)
, (23)

with the Sudakov form factor being given by,

�s(Q
2) = exp

"
�
Z Q2

Q2
0

dt

t

↵̄s(t)

2

✓
ln

t

⇤2
cut

� 2�0

◆#
. (24)

The Sudakov form factor is simply the probability of evolving from Q0 to Q without branching. Eq. 23 can be
integrated to give an integral equation for N(Q2, ⌘, k?) in terms of the gluon TMD at the initial scale Q0:

N(Q2, ⌘, k?) = N(Q2
0, ⌘, k?)�s(Q

2) +

Z Q2

Q2
0

dt

t

�s(Q2)

�s(t)

↵̄s(t)

2⇡

Z Q

⇤cut

d2l?
l2?

N(t, ⌘, k? + l?). (25)

With the derived folded CS and renormalization group equation, we are ready to introduce the Monte Carlo imple-
mentation of the kt resummation formulated in the framework of the CGC e↵ective theory.

A. Forward evolution

To have a consistency check, we first present the formulation of the forward evolution scheme. The combined
CS and renormalization group equation can be solved using the forward evolution approach. We lay out the main
procedures in the following.

For a given virtuality scale Qi, either after several steps of evolution or at the initial condition, we first generate
the value of a higher virtuality scale Qi+1, where the next branching occurs. Following the conventional method, this
can be achieved by solving the following equation,

R = exp

"
�
Z Q2

i+1

Q2
i

dt

t
↵̄s(t)

✓
1

2
ln

t

⇤2
cut

� �0

◆#
. (26)

where the argument of the running coupling ↵s is simply chosen to be the virtual mass squared.
Once Qi+1 is generated, the transverse momentum of the radiated gluon, l?,i+1, can be determined according to

the following equation

R =
1

C

Z l?,i+1

⇤cut

d2l0?
l02?

, (27)

where the normalization factor reads C =
R Qi+1

⇤cut

d2l0?
l02?

. The four momenta of the radiated gluon and the t-channel gluon

can be determined from the momentum conservation and the on-shell condition. We will discuss the reconstruction
of kinematics in more details in the next subsection.

The generated cascade needs to be re-weighted. This is because that the unitary is no longer preserved beyond the
leading double logarithm approximation. We have included the leading single logarithm contribution in the algorithm
employed here, which leads to the increase of gluon number density after each splitting. The weighting factor is given
by,

WCS(Q
2
i+1, Q

2
i ) =

R Q2
i+1

Q2
i

dt
t ↵s(t) ln

t
⇤2

cut

R Q2
i+1

Q2
i

dt
t ↵s(t)

h
ln t

⇤2
cut

� 2�0

i . (28)

If the single logarithm contribution associated with the �0 term in the denominator is neglected, the weighting factor
reduces to 1. With these re-weighted parton cascades, one can reconstruct the t-channel gluon k? distribution at
di↵erent scales and compare with the analytical and numerical solutions of Eq. 22.

It is straightforward to numerically solve Eq. 22, while the analytical solution of Eq. 22 can also be easily obtained
in the impact parameter space. After Fourier transforming back to the momentum space, the evolved gloun TMD
distribution reads,

N(Q2, ⌘, k?) =

Z
d2b?
(2⇡)2

eik?·b?e�S(µ2
b ,Q

2)

Z
d2l?e

�il?·b?N(⌘, l?), (29)

[Mueller, Xiao, Yuan, PRL, 12; Zheng,  Aschenauer, Lee, Xiao, PRD, 14; 

Xiao, Yuan, Zhou, NPB, 17; Caucal, Salazar, Schenke, Venugopalan, 22-23; 

Taels, Altinoluk, Beuf, Marquet, JHEP, 22; Mukherjee, Skokov, Tarasov, 

Tiwari, PRD, 23]ln2 (Q2/k2
⊥)ln (1/x)
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FIG. 2: Comparison of the gluon k? distributions obtained from the backward approach with the numerical solutions of the
GLR equation at di↵erent rapidities (Color online).

can be resummed by means of the CS equation. A unified framework that allows us to resum both large logarithms
simultaneously in a consistent way have been developed in a sequence of papers [38–40]. The evolved small x gluon
TMD can be expressed as the convolution of the Sudakov form factor and the renormalized dipole amplitudes. It has
been stressed in Refs. [39, 40] that at small x, gluon TMDs only can be matched onto dipole scattering amplitudes
rather than the normal gluon PDFs in the collinear factorization. We notice that such a joint resummation formalism
has been studied in the various di↵erent context [52–73].

To simulate hard scattering processes involving multiple scales in a parton shower generator, it is necessary to
develop a Monte Carlo branching algorithm to e↵ectively resum both types of logarithms through an iteration proce-
dure. The essential observation that enables the computer implementation of the joint resummation is described as
the following. In the backward approach, the evolution starts from the final t-channel gluon with the most negative
virtual mass-squared, which participates in the hard process. As a parton cascade develops towards the backward
direction, the virtual mass of the t-channel gluon decreases by radiating soft gluons with the longitudinal momentum
fraction 1 � z ! 0. This first stage of the evolution is described by the CS equation and the renormalization group
equation which resum the double leading kt logarithm and the single leading kt logarithm respectively. When the
virtual mass of the t-channel gluon goes down to the scale which is of the order of saturation scale, we should perform
the small x evolution. The precise value of this scale should be fixed by fitting the output of the cascade to the exper-
imental data. During the course of the small x evolution, the virtual mass of the t-channel gluon stops monotonously
decreasing, whereas its longitudinal momentum fraction increases rapidly until the small x evolution initial boundary
is reached. In this second stage of the evolution, the development of parton cascade is mainly driven by the radiated
gluons that carry the large longitudinal momentum fraction 1� z ! 1. Therefore, the Monte Carlo algorithm based
on the GLR equation should be applied to generate the parton branching at this stage.

To simulate the first stage of the evolution, our primary task is to derive a folded version of the CS equation and
the renormalization group equation. To this end, we write down the CS equation in the momentum space,

@N(µ2, ⇣2, ⌘, k?)

@ ln ⇣2
=

↵̄s

2⇡

Z ⇣

0

d2l?
l2?

⇥
N(µ2, ⇣2, ⌘, k? + l?)�N(µ2, ⇣2, ⌘, k?)

⇤
. (20)

which can be converted into the conventional expression of the CS equation [74] after making the Fourier transform
up to the leading logarithm accuracy. Here, µ is the factorization scale, and ⇣ is a scale introduced to regularize the
light cone divergence. The factorization scale dependence of the gluon TMD in the saturation regime is described by
the normal renormalization group equation [39],

@N(µ2, ⇣2, ⌘, k?)

@ lnµ2
= ↵̄s


�0 �

1

2
ln

⇣2

µ2

�
N(µ2, ⇣2, ⌘, k?) . (21)

with �0 = 11
12 � Nf

6Nc
and Nf = 3 in this work. By choosing the factorization scale µ to be ⇣, one can combine the CS

equation and the renormalization group equation together. The combined evolution equation reads,

@N(Q2, ⌘, k?)

@ lnQ2
=

↵̄s

2⇡

Z Q

0

d2l?
l2?

⇥
N(Q2, ⌘, k? + l?)�N(Q2, ⌘, k?)

⇤
+ ↵̄s�0N(Q2, ⌘, k?), (22)

• Collins-Soper evolution equation 

• renormalization group equation (RGE)
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can be resummed by means of the CS equation. A unified framework that allows us to resum both large logarithms
simultaneously in a consistent way have been developed in a sequence of papers [38–40]. The evolved small x gluon
TMD can be expressed as the convolution of the Sudakov form factor and the renormalized dipole amplitudes. It has
been stressed in Refs. [39, 40] that at small x, gluon TMDs only can be matched onto dipole scattering amplitudes
rather than the normal gluon PDFs in the collinear factorization. We notice that such a joint resummation formalism
has been studied in the various di↵erent context [52–73].

To simulate hard scattering processes involving multiple scales in a parton shower generator, it is necessary to
develop a Monte Carlo branching algorithm to e↵ectively resum both types of logarithms through an iteration proce-
dure. The essential observation that enables the computer implementation of the joint resummation is described as
the following. In the backward approach, the evolution starts from the final t-channel gluon with the most negative
virtual mass-squared, which participates in the hard process. As a parton cascade develops towards the backward
direction, the virtual mass of the t-channel gluon decreases by radiating soft gluons with the longitudinal momentum
fraction 1 � z ! 0. This first stage of the evolution is described by the CS equation and the renormalization group
equation which resum the double leading kt logarithm and the single leading kt logarithm respectively. When the
virtual mass of the t-channel gluon goes down to the scale which is of the order of saturation scale, we should perform
the small x evolution. The precise value of this scale should be fixed by fitting the output of the cascade to the exper-
imental data. During the course of the small x evolution, the virtual mass of the t-channel gluon stops monotonously
decreasing, whereas its longitudinal momentum fraction increases rapidly until the small x evolution initial boundary
is reached. In this second stage of the evolution, the development of parton cascade is mainly driven by the radiated
gluons that carry the large longitudinal momentum fraction 1� z ! 1. Therefore, the Monte Carlo algorithm based
on the GLR equation should be applied to generate the parton branching at this stage.

To simulate the first stage of the evolution, our primary task is to derive a folded version of the CS equation and
the renormalization group equation. To this end, we write down the CS equation in the momentum space,

@N(µ2, ⇣2, ⌘, k?)

@ ln ⇣2
=

↵̄s

2⇡

Z ⇣

0

d2l?
l2?

⇥
N(µ2, ⇣2, ⌘, k? + l?)�N(µ2, ⇣2, ⌘, k?)

⇤
. (20)

which can be converted into the conventional expression of the CS equation [74] after making the Fourier transform
up to the leading logarithm accuracy. Here, µ is the factorization scale, and ⇣ is a scale introduced to regularize the
light cone divergence. The factorization scale dependence of the gluon TMD in the saturation regime is described by
the normal renormalization group equation [39],

@N(µ2, ⇣2, ⌘, k?)

@ lnµ2
= ↵̄s


�0 �

1

2
ln

⇣2

µ2

�
N(µ2, ⇣2, ⌘, k?) . (21)

with �0 = 11
12 � Nf

6Nc
and Nf = 3 in this work. By choosing the factorization scale µ to be ⇣, one can combine the CS

equation and the renormalization group equation together. The combined evolution equation reads,

@N(Q2, ⌘, k?)

@ lnQ2
=

↵̄s

2⇡

Z Q

0

d2l?
l2?

⇥
N(Q2, ⌘, k? + l?)�N(Q2, ⌘, k?)

⇤
+ ↵̄s�0N(Q2, ⌘, k?), (22)
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can be resummed by means of the CS equation. A unified framework that allows us to resum both large logarithms
simultaneously in a consistent way have been developed in a sequence of papers [38–40]. The evolved small x gluon
TMD can be expressed as the convolution of the Sudakov form factor and the renormalized dipole amplitudes. It has
been stressed in Refs. [39, 40] that at small x, gluon TMDs only can be matched onto dipole scattering amplitudes
rather than the normal gluon PDFs in the collinear factorization. We notice that such a joint resummation formalism
has been studied in the various di↵erent context [52–73].

To simulate hard scattering processes involving multiple scales in a parton shower generator, it is necessary to
develop a Monte Carlo branching algorithm to e↵ectively resum both types of logarithms through an iteration proce-
dure. The essential observation that enables the computer implementation of the joint resummation is described as
the following. In the backward approach, the evolution starts from the final t-channel gluon with the most negative
virtual mass-squared, which participates in the hard process. As a parton cascade develops towards the backward
direction, the virtual mass of the t-channel gluon decreases by radiating soft gluons with the longitudinal momentum
fraction 1 � z ! 0. This first stage of the evolution is described by the CS equation and the renormalization group
equation which resum the double leading kt logarithm and the single leading kt logarithm respectively. When the
virtual mass of the t-channel gluon goes down to the scale which is of the order of saturation scale, we should perform
the small x evolution. The precise value of this scale should be fixed by fitting the output of the cascade to the exper-
imental data. During the course of the small x evolution, the virtual mass of the t-channel gluon stops monotonously
decreasing, whereas its longitudinal momentum fraction increases rapidly until the small x evolution initial boundary
is reached. In this second stage of the evolution, the development of parton cascade is mainly driven by the radiated
gluons that carry the large longitudinal momentum fraction 1� z ! 1. Therefore, the Monte Carlo algorithm based
on the GLR equation should be applied to generate the parton branching at this stage.

To simulate the first stage of the evolution, our primary task is to derive a folded version of the CS equation and
the renormalization group equation. To this end, we write down the CS equation in the momentum space,

@N(µ2, ⇣2, ⌘, k?)

@ ln ⇣2
=

↵̄s

2⇡

Z ⇣

0

d2l?
l2?

⇥
N(µ2, ⇣2, ⌘, k? + l?)�N(µ2, ⇣2, ⌘, k?)

⇤
. (20)

which can be converted into the conventional expression of the CS equation [74] after making the Fourier transform
up to the leading logarithm accuracy. Here, µ is the factorization scale, and ⇣ is a scale introduced to regularize the
light cone divergence. The factorization scale dependence of the gluon TMD in the saturation regime is described by
the normal renormalization group equation [39],

@N(µ2, ⇣2, ⌘, k?)

@ lnµ2
= ↵̄s


�0 �

1

2
ln

⇣2

µ2

�
N(µ2, ⇣2, ⌘, k?) . (21)

with �0 = 11
12 � Nf

6Nc
and Nf = 3 in this work. By choosing the factorization scale µ to be ⇣, one can combine the CS

equation and the renormalization group equation together. The combined evolution equation reads,

@N(Q2, ⌘, k?)

@ lnQ2
=

↵̄s

2⇡

Z Q

0

d2l?
l2?

⇥
N(Q2, ⌘, k? + l?)�N(Q2, ⌘, k?)

⇤
+ ↵̄s�0N(Q2, ⌘, k?), (22)
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where N(Q2, ⌘, k?) ⌘ N(µ2 = Q2, ⇣2 = Q2, ⌘, k?). Following the standard procedure, the above evolution equation
can be cast into a folded equation,

@

@ lnQ2

N(Q2, ⌘, k?)

�s(Q2)
=

↵̄s

2⇡

Z Q

⇤cut

d2l?
l2?

N(Q2, ⌘, k? + l?)

�s(Q2)
, (23)

with the Sudakov form factor being given by,

�s(Q
2) = exp

"
�
Z Q2

Q2
0

dt

t

↵̄s(t)

2

✓
ln

t

⇤2
cut

� 2�0

◆#
. (24)

The Sudakov form factor is simply the probability of evolving from Q0 to Q without branching. Eq. 23 can be
integrated to give an integral equation for N(Q2, ⌘, k?) in terms of the gluon TMD at the initial scale Q0:

N(Q2, ⌘, k?) = N(Q2
0, ⌘, k?)�s(Q

2) +

Z Q2

Q2
0

dt

t

�s(Q2)

�s(t)

↵̄s(t)

2⇡

Z Q

⇤cut

d2l?
l2?

N(t, ⌘, k? + l?). (25)

With the derived folded CS and renormalization group equation, we are ready to introduce the Monte Carlo imple-
mentation of the kt resummation formulated in the framework of the CGC e↵ective theory.

A. Forward evolution

To have a consistency check, we first present the formulation of the forward evolution scheme. The combined
CS and renormalization group equation can be solved using the forward evolution approach. We lay out the main
procedures in the following.

For a given virtuality scale Qi, either after several steps of evolution or at the initial condition, we first generate
the value of a higher virtuality scale Qi+1, where the next branching occurs. Following the conventional method, this
can be achieved by solving the following equation,

R = exp

"
�
Z Q2

i+1

Q2
i

dt

t
↵̄s(t)

✓
1

2
ln

t

⇤2
cut

� �0

◆#
. (26)

where the argument of the running coupling ↵s is simply chosen to be the virtual mass squared.
Once Qi+1 is generated, the transverse momentum of the radiated gluon, l?,i+1, can be determined according to

the following equation

R =
1

C

Z l?,i+1

⇤cut

d2l0?
l02?

, (27)

where the normalization factor reads C =
R Qi+1

⇤cut

d2l0?
l02?

. The four momenta of the radiated gluon and the t-channel gluon

can be determined from the momentum conservation and the on-shell condition. We will discuss the reconstruction
of kinematics in more details in the next subsection.

The generated cascade needs to be re-weighted. This is because that the unitary is no longer preserved beyond the
leading double logarithm approximation. We have included the leading single logarithm contribution in the algorithm
employed here, which leads to the increase of gluon number density after each splitting. The weighting factor is given
by,

WCS(Q
2
i+1, Q

2
i ) =

R Q2
i+1

Q2
i

dt
t ↵s(t) ln

t
⇤2

cut

R Q2
i+1

Q2
i

dt
t ↵s(t)

h
ln t

⇤2
cut

� 2�0

i . (28)

If the single logarithm contribution associated with the �0 term in the denominator is neglected, the weighting factor
reduces to 1. With these re-weighted parton cascades, one can reconstruct the t-channel gluon k? distribution at
di↵erent scales and compare with the analytical and numerical solutions of Eq. 22.

It is straightforward to numerically solve Eq. 22, while the analytical solution of Eq. 22 can also be easily obtained
in the impact parameter space. After Fourier transforming back to the momentum space, the evolved gloun TMD
distribution reads,

N(Q2, ⌘, k?) =

Z
d2b?
(2⇡)2

eik?·b?e�S(µ2
b ,Q

2)

Z
d2l?e

�il?·b?N(⌘, l?), (29)

• Combine CS + RGE

The CS+RGE evolution equation 
[Collins, Soper, 81; Collins, Soper, Sterman, 85]

[Xiao, Yuan, Zhou, NPB, 17]
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The forward & backward evolution of CS+RGE
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• Agree with the numerical solutions.
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FIG. 3: Comparison of the gluon k? distributions obtained from the forward evolution approach with the numerical solutions
of the combined CS-renormalization group equation at di↵erent scales(Color online). The left panel: the fixed coupling case.
The right panel: the running coupling case(Color online).

It describes the probability for gluon evolving backward from Qi+1 to Qi without branching. The transverse momen-
tum dependent gluon distribution appearing in Eq. 33 and Eq. 34 has to be pre-generated by numerically solving the
combined CS-renormalization group equation.

The backward evolution starts from the t-channel gluon with the highest virtuality Qi. The hard scale of the
partonic scattering process is denoted as Qi+1. We first have to sample k?,i+1 according to the following distribution

R =
1

C

Z k?,i+1

⇤cut

d2k0?N(Q2
i+1, ⌘, k

0
?), (35)

with C =
R Qi+1

⇤cut
d2k0?N(Q2

i+1, ⌘, k
0
?) being the normalization factor. The rapidity ⌘ is fixed by external kinematics.

The next quantity to be generated by the parton cascade algorithm is the value of virtuality Qi.
Following the standard backward evolution strategy, Qi is obtained using the backward type Sudakov factor. We

can sample a Qi by solving the following equation,

R = ⇧s(Qi+1, Qi; k?,i+1). (36)

As the virtual mass of (i+ 1)th t-channel gluon, Qi also serves as the hard probe scale at which the ith t-channel
gluon’s transverse momentum is measured. The transverse momentum of the radiated gluon l?,i is thus sampled
solving the following equation

R =
1

C

Z l?,i

⇤cut

d2l0?
l02?

N(Q2
i , ⌘, k?,i+1 + l0?), (37)

C =

Z Qi

⇤cut

d2l0?
l02?

N(Q2
i , ⌘, k?,i+1 + l0?). (38)

The longitudinal momentum fraction of the radiated gluon is determined through the on-shell condition,

|Q2
i | ⇡

zil2?,i

1� zi
+ |k2?,i+1|, (39)

which is valid in the strong ordering region |Q2
i�1| ⌧ |Q2

i | ⌧ |Q2
i+1|. The minus component of the emitted gluon

can be fixed accordingly. The ith t-channel gluon’s transverse momentum is trivially obtained: k?,i = k?,i+1 � l?,i.
The virtual mass Qi�1 of the ith t-channel gluon is computed with Eq. 36. However, t-channel gluons’ four momenta
can be determined only after the whole cascade is generated. The minus component of the t-channel gluon that is
directly attached to nuclear target is set to be 0. From this initial condition, the four momenta of t-channel gluons
are retrospectively reconstructed by momentum conservation.

As argued in the previous subsection, the generated event has to be re-weighted after each branching since the
unitary is not preserved in the single leading logarithm accuracy level. In the backward evolution approach, the

10

re-weighting function reads

WCS,back(Q
2
i+1, Q

2
i ) =

R Q2
i+1

Q2
i

dt
t ↵s(t)

h
ln t

⇤2
cut

� 2�0

i

R Q2
i+1

Q2
i

dt
t ↵s(t) ln

t
⇤2

cut

. (40)

We repeat the procedure outlined above until Q2
i reach a minimal cut-o↵ scale at which TMD evolution stops.

The TMD evolution is driven by the soft gluon radiations which carry the vanishing longitudinal momentum fraction
1 � zi ! 0. In the practical Monte Carlo implementation, the cut-o↵ is chosen to be |Q2

i | > |l2?,i| + |k2?,i+1|,
or equivalently zi > 0.5. Meanwhile, |Q2

i | is also required to be larger than the satuartion scale Q2
s. If these two

conditions can not be met simultaneously, we terminate the TMD evolution, and start the backward small x evolution.
We test the backward evolution algorithm against the numerical method as shown in Fig. 4. The MV model

result is applied at the initial scale Q0=3 GeV. The gluon k? distribution at high scale Q = 13 GeV is obtained
by numerically solving the combined CS-renormalization group equation. The cascade is generated starting from
the scale Q = 13 GeV and evolve down to the initial scale with the backward approach. The t-channel gluon k?
distribution reconstructed from the cascade is compared with the numerical results at di↵erent scales. Gluon k?
distributions are presented in the left panel of Fig. 4 for the fixed coupling case, and in the right panel of Fig. 4 for
the running coupling case. It is evident that the k? distributions obtained from the Monte Carlo method is the same
as the numerical results. We conclude that the backward evolution algorithm pass this consistency check as expected.
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FIG. 4: Comparison of the gluon k? distributions obtained from the backward approach with the numerical solutions of the
CS-renormalzation group equation at di↵erent scales (Color online).

IV. CONCLUSION

In this work, we extended the small x initial state parton branching algorithm developed in the previous paper to
include the kinematic constraint e↵ect. In the small x limit, the kinematic constraint leads to stronger suppression
of soft gluon emissions than that caused by the angular ordering along the chain. The coherent branching e↵ect is
thus e↵ectively implemented in the parton branching algorithm once the kinematic constraint is imposed. This is
a nontrivial extension in the sense that the weighting factor and the way of sampling radiated gluon’s transverse
momenta are drastically altered. The t-channel gluon k? distributions constructed from both the forward scheme and
the backward scheme are shown to reproduce the numerical solutions of the kinematic constrained GLR equation.

We also formulated a parton branching algorithm that enables us to resum large kt logarithms at small x logarithms
following a two-step evolution picture. The cascade first develops by radiating soft gluons that carry vanishing
longitudinal momentum fractions in the backward approach description. At this first stage of the evolution, the
parton branching is simulated with the Sudakov factor which we obtained from the folded CS equation and the
renormalization group equation. The transverse momentum-dependent gluon distribution instead of gluon PDF is
used to guide the evolution path toward the most populated regions of (Q2, k?). When the virtual mass of the
t-channel gluon is dominated by its transverse momentum or is of the order of saturation scale, the parton branching
starts being generated according to the non-Sudakov form factor derived from the small x evolution equation. The

@G(Q, x, k?)

@ lnQ2
=

↵̄s

⇡

Z Q

⇤cut

d2l?
l2?

G(Q, x, k? + l?)� ↵̄s

✓
ln

Q2

⇤2
cut

� �0/6

◆
G(Q, x, k?), (1)

The initial condition G(Q0, x, k?) likes

G(Q0 = 1 GeV, x = 0.01, k?) =

Z
d2r?
2⇡

eik?·r? 1

r2?


1� e�

Q2
sr2?
4 log( 1

r?⇤+e)
�

(2)

with t = lnQ2, ⇤cut = 0.001 GeV, ⇤MV = 0.024 GeV, ↵̄s = 0.3 and Qs = 1 GeV.

1 MC algorithm

the non-Sudakov form factor likes

R1 =
�s(Q2

0, Q
2
i+1, k?,i+1)G(Q2

i , k?,i+1)

�s(Q2
0, Q

2
i , k?,i+1)G(Q2

i+1, k?,i+1)
= �s(Q

2
i , Q

2
i+1, k?,i+1)

G(Q2
i , k?,i+1)

G(Q2
i+1, k?,i+1)

, (3)

with

�s(Q
2
1, Q

2
2, k?) = exp

"
�↵̄s

Z Q2

Q2
0

dt

t

✓
ln

t

⇤2
cut

� �0

6

◆#
= exp


�↵̄s

1

6
log

Q2
1

Q2
2

✓
� � 3 log

Q2
1Q

2
2

⇤4
cut

◆�
. (4)

need to check the following equation:

�s(Q2
0, Q

2
i+1, k?,i+1)G(Q2

i , k?,i+1)

�s(Q2
0, Q

2
i , k?,i+1)G(Q2

i+1, k?,i+1)
= exp

"
�
Z Q2

2

Q2
1

dt

t

Z p
t

⇤cut

d2l?,n

l2?,n

↵̄s(l2?,n)

⇡

G(t, k?,n + l?,n)

G(t, k?,n)

#
(5)

= exp

"
�
Z lnQ2

2

lnQ2
1

d lnQ2

Z Q

⇤cut

d2l?,n

l2?,n

↵̄s(l2?,n)

⇡

G(Q, k?,n + l?,n)

G(Q, k?,n)

#
(6)

The initial condition G(Q0, x, k?) likes

N(Q0 = 3 GeV, ⌘ = 0, k?) =

Z
d2r?
2⇡

eik?·r? 1

r2?


1� e�

Q2
sr2?
4 log( 1

r?⇤+e)
�

(7)

1

The initial condition is given as
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Di-jet/di-hadron production in the DIS 

Nevent = ℋhard ⊗ #(k⊥) ⊗ D(z) ⊗ SISR ⊗ SFSR ⊗ PMPI ⊗ Pdecay . . .

Pythia

Cascade radiation 

from saturation region

Pythia 

hadronization

Working in progress
[Dominguez, Marquet, Xiao, Yuan, PRD, 11]
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Di-jet/di-hadron production in the DIS 

PythiaSmall-x Cascade 
Pythia + hadronization

Preliminary results

Lepton-proton collider at HERA  (Photon is quasi-real photon.)
Working in progress



Summary and outlook
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Thank you！

• The first parton shower algorithm incorporating gluon fusion is based on the GLR 
evolution equation. 

• Our work paves the way for developing an event generator that incorporates the 
saturation effect.  

• Di-jet production in eA collisions is working in progress.  

• We also plan to integrate our algorithms into eHIJING. 

• How to develop a parton shower algorithm based on BK equation? 
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Backups
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Parton shower algorithms in M.C. event generator

Parton shower algorithms are dedicated to simulating the radiation behavior of quarks and 
gluons. 
Parton shower: a model for the evolution from high scale to hadronization scale based on 
DGLAP/CCFM.   
The same physics as resummation  

<X�6KL��Ꭺ紲� 4&'�HYROXWLRQ�����

CAT            PYSHOW    CASCADE

HERWIG      PYTHIA       SHERPA

The three commonly event generators:

The corresponding parton shower algorithms:

CCFM           DGLAP           CCFM

Based on the following evolution equation:
hard scale hadronization scale 

Parton shower

Sudakov form factor

parton-shower cuto↵, tc, for short. Since four-momentum is conserved in each splitting, the cuto↵ leads
to an upper bound on z̃

z̃ = 1�
k
2

T

|t|
< 1�

tc

|tmax|
. (1.8)

If we identify z̃ with the energy fraction z in the DGLAP evolution equations, Eq. (1.2), then the Altarelli-
Parisi splitting functions, Eq. (1.3) may be replaced by their unregularized counterparts, Pba(z), which
are obtained by simply dropping the +-prescription and the term proportional to �(1� z).

If we made no further modifications, unitarity would be violated, as we have e↵ectively removed all
singularities in the higher-order real-emission contributions to the hard cross section, but also all virtual
corrections. This can be remedied by adding an additional term to the DGLAP equations, which reinstates
the di↵erence.

dfa(x, t)

d log t
=

X

b2{q,g}

Z zmax

x

dz

z

↵s

2⇡
Pba(z) fb(x/z, t)� fa(x, t)

X

b2{q,g}

Z zmax

zmin

dz
↵s

2⇡

1

2
Pab(z) . (1.9)

At the same time we have introduced t as the evolution variable of our parton shower. We identify
this variable with the factorization scale, such that the µ

2

F evolution described by Eq. (1.2) turns into a
t-evolution. For now we will leave the precise assignment of t an open question. It should be identified
with a variable which is linear in the virtuality of the intermediate parton, the only dimensionful variable
in the splitting process.

Equation (1.9) may be rewritten in a more convenient fashion using the Sudakov form factor

�a(t, t
0) = exp

8
<

:�

X

b2{q,g}

Z t0

t

dt̄

t̄

Z zmax

zmin

dz
↵s

2⇡

1

2
Pab(z)

9
=

; , (1.10)

which represents the unconditional survival probability for a parton not to undergo a branching process
between the two scales t

0 and t. In terms of �, Eq. (1.9) becomes the master equation for our parton
shower:

d

d log t
log

fa(x, t)

�a(tc, t)
=

X

b2{q,g}

Z zmax

x

dz

z

↵s

2⇡
P̂ba(z)

fb(x/z, t)

fa(x, t)
. (1.11)

This equation is solved in one or the other way by any parton-shower Monte-Carlo. All event generators
have in common that they use Sudakov factors to account for unresolved splittings and virtual correc-
tions, which are assumed to precisely cancel the real corrections when integrated over phase space. The
computation of the Sudakov factor is therefore the principal task for any parton-shower Monte-Carlo
event generator. We will discuss the related algorithms in Sec. 3.

Despite all its intricacies, Eq. (1.11) still only leads to an approximate description of fully exclusive final
states containing our initial process of interest, pp ! X. If detailed experimental measurements are to
probe the precise distribution of hard QCD radiation, then we need to improve Eq. (1.11) by replacing
the Altarelli-Parisi splitting functions by more precise expressions, at least for the most relevant steps in
the evolution. This will be the subject of Sec. 4.

The concept of infrared-safe observables and QCD jets plays a crucial role in this context. Both the
initial state and many final states at hadron colliders include hard partons. Initial- and final-state
Bremsstrahlung dresses these partons with further radiation, as we have seen above. The new particles
are found predominantly in the vicinity of the original ones, leading to clusters of radiation called QCD
jets. The jet structure is preserved when hadrons are formed. A cluster of hadronic energy in the exper-
imental measurement can thus be associated with one or more hard initiating partons in the theoretical
calculation. For this concept to work an algorithm must be defined that unambiguously relates the two.
Crucially, this algorithm must be infrared and collinear safe: if a single parton is replaced by a set of
collinear partons sharing its original energy, the jet configuration must not change. Likewise, if a parton
of vanishing energy is added to the original event, the identified jet configuration must not change. More
details on jet algorithms can be found in [14].

5
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Non-linear evolution Equation at small-x

Gluon splitting
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2

II. THE FOLDED AND THE UNFOLDED GLR EQUATION

Before discussing the Monte Carlo implementation of the GLR equation, let us first explain why it is di�cult
to build a BK-based parton shower generator. The BK equation describes the rapidity evolution of the two-point
correlation function which is also referred to as the dipole scattering amplitude. The BK equation in momentum
space is most conveniently expressed in terms of a Fourier transform of the dipole amplitude multiplying with the
factor 1/r2?,

N (⌘, k?) =

Z
d2r?
2⇡

e�ik?·r?

r2?


1�

1

Nc
hU†(0)U(r?)i

�
, (1)

where U(r?) = P exp
⇥
ig

R
dz�A+(z�, r?)

⇤
is a lightlike Wilson line in the fundamental representation. The rapidity

⌘ is defined as ⌘ = ln (x0/x) with x0 = 0.01. In terms of N , the BK equation reads [33, 34],

@N (⌘, k?)

@⌘
=

↵̄s

⇡

"Z
d2l?
l2?

N (⌘, l? + k?)�

Z k?

0

d2l?
l2?

N (⌘, k?)

#
� ↵̄sN

2(⌘, k?), (2)

with ↵̄s = ↵sNc/⇡. The first two linear terms in Eq. (2), which coincide with those in the BFKL kernel, correspond
to contributions from the real and virtual gluon emissions respectively. Here, we present the virtual correction in a
form [35, 36] that is di↵erent from the conventional expression. The equivalence between the two forms is shown in
Appendix A. The last term is the nonlinear term arising from the resummation of fan diagrams. One can solve the
BK equation and obtain the distribution N at arbitrary rapidity ⌘ using the algorithm described below. However,
there exists no clear probability interpretation for the distribution N . The gluon branching constructed with N from
Monte Carlo simulation thus does not correspond to a real parton cascade. Furthermore, from the point of view of a
sensible description of exclusive quantities, it is not only the evolved gluon distribution that matters. In deriving the
BK equation, all the radiated gluons have been integrated out. In this way, all multiple-point correlation functions,
which show up in the intermediate steps of the derivation, eventually collapse into the two-point function. On the
other hand, one has to explicitly keep the four momenta of all radiated gluons in a parton shower generator. If the
emitted gluons were left unintegrated, the multiple-point correlation functions [37–42] beside the dipole one will enter
the evolution equation. One should use the JIMWLK equation to simulate the parton branching process instead.
Therefore, we conclude that the BK equation does not form a good basis for a parton shower generator.

Now let us turn to discuss the GLR equation. The GLR evolution equation introduced in Ref. [32] was one of the
first few attempts [32, 43] to tackle the BFKL unitarity problem by including a quadratic damping term resulting
from the 2 ! 1 gluon fusion process. It is directly expressed in terms of the unintegrated gluon distribution [32, 44],

@G(⌘, k?)

@⌘
=

↵̄s

⇡

"Z
d2l?
l2?

G(⌘, k?+l?)�

Z k?

0

d2l?
l2?

G(⌘, k?)

#
� gTPV

↵2
s

S?(8⇡)2
G2(⌘, k?), (3)

where S? denotes the transverse area of the target. gTPV is an e↵ective coupling constant resulting from the local
approximation of the triple pomeron vertex [44, 45]. By requiring the GLR equation and the BK equation to coincide
with each other in the dilute limit, we fix this e↵ective coupling constant to be gTPV = 8(2⇡)4. Di↵erent values of
gTPV could be derived depending on how one treats the triple pomeron vertex. G(⌘, k?) is the transverse momentum
dependent (TMD) gluon distribution describing the gluon number density for a given k? and ⌘. There are two
di↵erent types of gluon TMDs widely used in phenomenological studies [39, 46]: the dipole gluon distribution and
the Weizsacker-Williams (WW) gluon distribution. Their small-x evolutions are governed by the BK equation and
the Dominguez-Mueller-Munier-Xiao (DMMX) equation [47], respectively. In the moderate small x region where the
triple-pomeron-vertice contribution dominates over other higher-order e↵ects, the evolution of both gluon TMDs is
expected to be described by the GLR equation approximately.

To facilitate the following algebraic manipulations, we cast Eq. (3) into the following form with the replacement

N(⌘, k?) =
2↵s⇡

3

NcS?
G(⌘, k?),

@N(⌘, k?)

@⌘
=

↵̄s

⇡

"Z
d2l?
l2?

N(⌘, k?+l?)�

Z k?

0

d2l?
l2?

N(⌘, k?)

#
� ↵̄sN

2(⌘, k?). (4)

By making the identification N (⌘, k?) = N(⌘, k?) [33], the above equation is the same as the BK equation in Eq. (2).
However, we emphasize that this is nothing but merely a coincidence. Though the identification N (⌘, k?) = N(⌘, k?)
can be shown to be valid in the dilute region, there is no exact relation between them in the region where multiple
re-scattering and quantum evolution are important.

BK equation in momentum space
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1 BK equation in coordinate space

The impact parameter independent BK equation in coordinate space likes

@N (⌘, r?)

@ ln ⌘
=

↵̄s

2⇡

Z
d2r1?

r2?
r21?r

2
2?

[N (⌘, r1?) +N (⌘, r2?)�N (⌘, r?)�N (⌘, r1?)N (⌘, r2?)] (1)

and

N (⌘, r?) = 1�
1

Nc
hU†(0)U(r?)i (2)

with ⌘ = (x0/x) and ↵̄s = ↵sNc/⇡. Considering the running coupling e↵ect, this equation can be rewritten as

@N (r, x)

@ ln ⌘
=

Z
d2r1Krun(r, r1, r2) [N (r1, x) +N (r2, x)�N (r, x)�N (r1, x)N (r2, x)] , (3)

and the evolution kernel with running couple corrections contribution Krun(r, r1, r2) have three di↵erent pre-
scription.
The Balitsky prescription reads

KBAL(r, r1, r2) =
Nc↵s(r2)

2⇡2


r2

r21r
2
2

+
1

r21

✓
↵s(r21)

↵s(r22)
� 1

◆
+

1

r22

✓
↵s(r22)

↵s(r21)
� 1

◆�
, (4)

where r2 + r1 = r and x0 is the initial value of evolution. the parent dipole prescription give us

KPAR(r, r1, r2) =
Nc↵s(r2)

2⇡2
, (5)

and the minimum dipole prescription like

KMIN(r, r1, r2) =
Nc↵s(r2min)

2⇡2
, (6)

where rmin is the minimum dipole size between three di↵erent dipole (r1, r2 and r).
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Figure 1: Comparisons of three di↵erent prescriptions in coordinate space. The evolution speed of the Balitsky
prescription is the slowest curve, and the others prescriptions have the similar speed.
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1 BK equation in coordinate space

The impact parameter independent BK equation in coordinate space likes
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2⇡
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r21?r
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and

N (⌘, r?) = 1�
1

Nc
hU†(0)U(r?)i (2)

with ⌘ = (x0/x) and ↵̄s = ↵sNc/⇡. Considering the running coupling e↵ect, this equation can be rewritten as
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where r2 + r1 = r and x0 is the initial value of evolution. the parent dipole prescription give us
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and the minimum dipole prescription like

KMIN(r, r1, r2) =
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, (6)

where rmin is the minimum dipole size between three di↵erent dipole (r1, r2 and r).
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Figure 1: Comparisons of three di↵erent prescriptions in coordinate space. The evolution speed of the Balitsky
prescription is the slowest curve, and the others prescriptions have the similar speed.
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II. THE FOLDED AND THE UNFOLDED GLR EQUATION

Before discussing the Monte Carlo implementation of the GLR equation, let us first explain why it is di�cult
to build a BK-based parton shower generator. The BK equation describes the rapidity evolution of the two-point
correlation function which is also referred to as the dipole scattering amplitude. The BK equation in momentum
space is most conveniently expressed in terms of a Fourier transform of the dipole amplitude multiplying with the
factor 1/r2?,

N (⌘, k?) =

Z
d2r?
2⇡

e�ik?·r?

r2?


1�

1

Nc
hU†(0)U(r?)i

�
, (1)

where U(r?) = P exp
⇥
ig

R
dz�A+(z�, r?)

⇤
is a lightlike Wilson line in the fundamental representation. The rapidity

⌘ is defined as ⌘ = ln (x0/x) with x0 = 0.01. In terms of N , the BK equation reads [33, 34],
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with ↵̄s = ↵sNc/⇡. The first two linear terms in Eq. (2), which coincide with those in the BFKL kernel, correspond
to contributions from the real and virtual gluon emissions respectively. Here, we present the virtual correction in a
form [35, 36] that is di↵erent from the conventional expression. The equivalence between the two forms is shown in
Appendix A. The last term is the nonlinear term arising from the resummation of fan diagrams. One can solve the
BK equation and obtain the distribution N at arbitrary rapidity ⌘ using the algorithm described below. However,
there exists no clear probability interpretation for the distribution N . The gluon branching constructed with N from
Monte Carlo simulation thus does not correspond to a real parton cascade. Furthermore, from the point of view of a
sensible description of exclusive quantities, it is not only the evolved gluon distribution that matters. In deriving the
BK equation, all the radiated gluons have been integrated out. In this way, all multiple-point correlation functions,
which show up in the intermediate steps of the derivation, eventually collapse into the two-point function. On the
other hand, one has to explicitly keep the four momenta of all radiated gluons in a parton shower generator. If the
emitted gluons were left unintegrated, the multiple-point correlation functions [37–42] beside the dipole one will enter
the evolution equation. One should use the JIMWLK equation to simulate the parton branching process instead.
Therefore, we conclude that the BK equation does not form a good basis for a parton shower generator.

Now let us turn to discuss the GLR equation. The GLR evolution equation introduced in Ref. [32] was one of the
first few attempts [32, 43] to tackle the BFKL unitarity problem by including a quadratic damping term resulting
from the 2 ! 1 gluon fusion process. It is directly expressed in terms of the unintegrated gluon distribution [32, 44],

@G(⌘, k?)

@⌘
=

↵̄s

⇡

"Z
d2l?
l2?

G(⌘, k?+l?)�

Z k?

0

d2l?
l2?

G(⌘, k?)

#
� gTPV

↵2
s

S?(8⇡)2
G2(⌘, k?), (3)

where S? denotes the transverse area of the target. gTPV is an e↵ective coupling constant resulting from the local
approximation of the triple pomeron vertex [44, 45]. By requiring the GLR equation and the BK equation to coincide
with each other in the dilute limit, we fix this e↵ective coupling constant to be gTPV = 8(2⇡)4. Di↵erent values of
gTPV could be derived depending on how one treats the triple pomeron vertex. G(⌘, k?) is the transverse momentum
dependent (TMD) gluon distribution describing the gluon number density for a given k? and ⌘. There are two
di↵erent types of gluon TMDs widely used in phenomenological studies [39, 46]: the dipole gluon distribution and
the Weizsacker-Williams (WW) gluon distribution. Their small-x evolutions are governed by the BK equation and
the Dominguez-Mueller-Munier-Xiao (DMMX) equation [47], respectively. In the moderate small x region where the
triple-pomeron-vertice contribution dominates over other higher-order e↵ects, the evolution of both gluon TMDs is
expected to be described by the GLR equation approximately.

To facilitate the following algebraic manipulations, we cast Eq. (3) into the following form with the replacement
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By making the identification N (⌘, k?) = N(⌘, k?) [33], the above equation is the same as the BK equation in Eq. (2).
However, we emphasize that this is nothing but merely a coincidence. Though the identification N (⌘, k?) = N(⌘, k?)
can be shown to be valid in the dilute region, there is no exact relation between them in the region where multiple
re-scattering and quantum evolution are important.

• The impact parameter independent BK equation in momentum space is given as [Marquet, Soyez, NPA, 05]

Gluon fusion  ,  ,  …2 → 1 3 → 1 4 → 1

 with Weizsacker-Williams (WW) Dipole distribution
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• GLR equation is the non-linear evolution equation that describes the gluon diffusion process.
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• The impact parameter independent BK equation in coordinate space is given as
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Before discussing the Monte Carlo implementation of the GLR equation, let us first explain why it is di�cult
to build a BK-based parton shower generator. The BK equation describes the rapidity evolution of the two-point
correlation function which is also referred to as the dipole scattering amplitude. The BK equation in momentum
space is most conveniently expressed in terms of a Fourier transform of the dipole amplitude multiplying with the
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is a lightlike Wilson line in the fundamental representation. The rapidity

⌘ is defined as ⌘ = ln (x0/x) with x0 = 0.01. In terms of N , the BK equation reads [33, 34],
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with ↵̄s = ↵sNc/⇡. The first two linear terms in Eq. (2), which coincide with those in the BFKL kernel, correspond
to contributions from the real and virtual gluon emissions respectively. Here, we present the virtual correction in a
form [35, 36] that is di↵erent from the conventional expression. The equivalence between the two forms is shown in
Appendix A. The last term is the nonlinear term arising from the resummation of fan diagrams. One can solve the
BK equation and obtain the distribution N at arbitrary rapidity ⌘ using the algorithm described below. However,
there exists no clear probability interpretation for the distribution N . The gluon branching constructed with N from
Monte Carlo simulation thus does not correspond to a real parton cascade. Furthermore, from the point of view of a
sensible description of exclusive quantities, it is not only the evolved gluon distribution that matters. In deriving the
BK equation, all the radiated gluons have been integrated out. In this way, all multiple-point correlation functions,
which show up in the intermediate steps of the derivation, eventually collapse into the two-point function. On the
other hand, one has to explicitly keep the four momenta of all radiated gluons in a parton shower generator. If the
emitted gluons were left unintegrated, the multiple-point correlation functions [37–42] beside the dipole one will enter
the evolution equation. One should use the JIMWLK equation to simulate the parton branching process instead.
Therefore, we conclude that the BK equation does not form a good basis for a parton shower generator.

Now let us turn to discuss the GLR equation. The GLR evolution equation introduced in Ref. [32] was one of the
first few attempts [32, 43] to tackle the BFKL unitarity problem by including a quadratic damping term resulting
from the 2 ! 1 gluon fusion process. It is directly expressed in terms of the unintegrated gluon distribution [32, 44],
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where S? denotes the transverse area of the target. gTPV is an e↵ective coupling constant resulting from the local
approximation of the triple pomeron vertex [44, 45]. By requiring the GLR equation and the BK equation to coincide
with each other in the dilute limit, we fix this e↵ective coupling constant to be gTPV = 8(2⇡)4. Di↵erent values of
gTPV could be derived depending on how one treats the triple pomeron vertex. G(⌘, k?) is the transverse momentum
dependent (TMD) gluon distribution describing the gluon number density for a given k? and ⌘. There are two
di↵erent types of gluon TMDs widely used in phenomenological studies [39, 46]: the dipole gluon distribution and
the Weizsacker-Williams (WW) gluon distribution. Their small-x evolutions are governed by the BK equation and
the Dominguez-Mueller-Munier-Xiao (DMMX) equation [47], respectively. In the moderate small x region where the
triple-pomeron-vertice contribution dominates over other higher-order e↵ects, the evolution of both gluon TMDs is
expected to be described by the GLR equation approximately.

To facilitate the following algebraic manipulations, we cast Eq. (3) into the following form with the replacement
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By making the identification N (⌘, k?) = N(⌘, k?) [33], the above equation is the same as the BK equation in Eq. (2).
However, we emphasize that this is nothing but merely a coincidence. Though the identification N (⌘, k?) = N(⌘, k?)
can be shown to be valid in the dilute region, there is no exact relation between them in the region where multiple
re-scattering and quantum evolution are important.
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1 BK equation in coordinate space

The impact parameter independent BK equation in coordinate space likes
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with ⌘ = (x0/x) and ↵̄s = ↵sNc/⇡. Considering the running coupling e↵ect, this equation can be rewritten as
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and the evolution kernel with running couple corrections contribution Krun(r, r1, r2) have three di↵erent pre-
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The Balitsky prescription reads
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where r2 + r1 = r and x0 is the initial value of evolution. the parent dipole prescription give us

KPAR(r, r1, r2) =
Nc↵s(r2)

2⇡2
, (5)

and the minimum dipole prescription like

KMIN(r, r1, r2) =
Nc↵s(r2min)

2⇡2
, (6)

where rmin is the minimum dipole size between three di↵erent dipole (r1, r2 and r).
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Figure 1: Comparisons of three di↵erent prescriptions in coordinate space. The evolution speed of the Balitsky
prescription is the slowest curve, and the others prescriptions have the similar speed.
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II. THE FOLDED AND THE UNFOLDED GLR EQUATION

Before discussing the Monte Carlo implementation of the GLR equation, let us first explain why it is di�cult
to build a BK-based parton shower generator. The BK equation describes the rapidity evolution of the two-point
correlation function which is also referred to as the dipole scattering amplitude. The BK equation in momentum
space is most conveniently expressed in terms of a Fourier transform of the dipole amplitude multiplying with the
factor 1/r2?,

N (⌘, k?) =
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is a lightlike Wilson line in the fundamental representation. The rapidity

⌘ is defined as ⌘ = ln (x0/x) with x0 = 0.01. In terms of N , the BK equation reads [33, 34],
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with ↵̄s = ↵sNc/⇡. The first two linear terms in Eq. (2), which coincide with those in the BFKL kernel, correspond
to contributions from the real and virtual gluon emissions respectively. Here, we present the virtual correction in a
form [35, 36] that is di↵erent from the conventional expression. The equivalence between the two forms is shown in
Appendix A. The last term is the nonlinear term arising from the resummation of fan diagrams. One can solve the
BK equation and obtain the distribution N at arbitrary rapidity ⌘ using the algorithm described below. However,
there exists no clear probability interpretation for the distribution N . The gluon branching constructed with N from
Monte Carlo simulation thus does not correspond to a real parton cascade. Furthermore, from the point of view of a
sensible description of exclusive quantities, it is not only the evolved gluon distribution that matters. In deriving the
BK equation, all the radiated gluons have been integrated out. In this way, all multiple-point correlation functions,
which show up in the intermediate steps of the derivation, eventually collapse into the two-point function. On the
other hand, one has to explicitly keep the four momenta of all radiated gluons in a parton shower generator. If the
emitted gluons were left unintegrated, the multiple-point correlation functions [37–42] beside the dipole one will enter
the evolution equation. One should use the JIMWLK equation to simulate the parton branching process instead.
Therefore, we conclude that the BK equation does not form a good basis for a parton shower generator.

Now let us turn to discuss the GLR equation. The GLR evolution equation introduced in Ref. [32] was one of the
first few attempts [32, 43] to tackle the BFKL unitarity problem by including a quadratic damping term resulting
from the 2 ! 1 gluon fusion process. It is directly expressed in terms of the unintegrated gluon distribution [32, 44],
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where S? denotes the transverse area of the target. gTPV is an e↵ective coupling constant resulting from the local
approximation of the triple pomeron vertex [44, 45]. By requiring the GLR equation and the BK equation to coincide
with each other in the dilute limit, we fix this e↵ective coupling constant to be gTPV = 8(2⇡)4. Di↵erent values of
gTPV could be derived depending on how one treats the triple pomeron vertex. G(⌘, k?) is the transverse momentum
dependent (TMD) gluon distribution describing the gluon number density for a given k? and ⌘. There are two
di↵erent types of gluon TMDs widely used in phenomenological studies [39, 46]: the dipole gluon distribution and
the Weizsacker-Williams (WW) gluon distribution. Their small-x evolutions are governed by the BK equation and
the Dominguez-Mueller-Munier-Xiao (DMMX) equation [47], respectively. In the moderate small x region where the
triple-pomeron-vertice contribution dominates over other higher-order e↵ects, the evolution of both gluon TMDs is
expected to be described by the GLR equation approximately.

To facilitate the following algebraic manipulations, we cast Eq. (3) into the following form with the replacement
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By making the identification N (⌘, k?) = N(⌘, k?) [33], the above equation is the same as the BK equation in Eq. (2).
However, we emphasize that this is nothing but merely a coincidence. Though the identification N (⌘, k?) = N(⌘, k?)
can be shown to be valid in the dilute region, there is no exact relation between them in the region where multiple
re-scattering and quantum evolution are important.

• The impact parameter independent BK equation in coordinate space is given as [Marquet, Soyez, NPA, 05]

[ NPB 96; PRD 99]

Gluon fusion  ,  ,  …2 → 1 3 → 1 4 → 1

4&'�HYROXWLRQ�����

2

II. THE FOLDED AND THE UNFOLDED GLR EQUATION

Before discussing the Monte Carlo implementation of the GLR equation, let us first explain why it is di�cult
to build a BK-based parton shower generator. The BK equation describes the rapidity evolution of the two-point
correlation function which is also referred to as the dipole scattering amplitude. The BK equation in momentum
space is most conveniently expressed in terms of a Fourier transform of the dipole amplitude multiplying with the
factor 1/r2?,
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is a lightlike Wilson line in the fundamental representation. The rapidity

⌘ is defined as ⌘ = ln (x0/x) with x0 = 0.01. In terms of N , the BK equation reads [33, 34],
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with ↵̄s = ↵sNc/⇡. The first two linear terms in Eq. (2), which coincide with those in the BFKL kernel, correspond
to contributions from the real and virtual gluon emissions respectively. Here, we present the virtual correction in a
form [35, 36] that is di↵erent from the conventional expression. The equivalence between the two forms is shown in
Appendix A. The last term is the nonlinear term arising from the resummation of fan diagrams. One can solve the
BK equation and obtain the distribution N at arbitrary rapidity ⌘ using the algorithm described below. However,
there exists no clear probability interpretation for the distribution N . The gluon branching constructed with N from
Monte Carlo simulation thus does not correspond to a real parton cascade. Furthermore, from the point of view of a
sensible description of exclusive quantities, it is not only the evolved gluon distribution that matters. In deriving the
BK equation, all the radiated gluons have been integrated out. In this way, all multiple-point correlation functions,
which show up in the intermediate steps of the derivation, eventually collapse into the two-point function. On the
other hand, one has to explicitly keep the four momenta of all radiated gluons in a parton shower generator. If the
emitted gluons were left unintegrated, the multiple-point correlation functions [37–42] beside the dipole one will enter
the evolution equation. One should use the JIMWLK equation to simulate the parton branching process instead.
Therefore, we conclude that the BK equation does not form a good basis for a parton shower generator.

Now let us turn to discuss the GLR equation. The GLR evolution equation introduced in Ref. [32] was one of the
first few attempts [32, 43] to tackle the BFKL unitarity problem by including a quadratic damping term resulting
from the 2 ! 1 gluon fusion process. It is directly expressed in terms of the unintegrated gluon distribution [32, 44],
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where S? denotes the transverse area of the target. gTPV is an e↵ective coupling constant resulting from the local
approximation of the triple pomeron vertex [44, 45]. By requiring the GLR equation and the BK equation to coincide
with each other in the dilute limit, we fix this e↵ective coupling constant to be gTPV = 8(2⇡)4. Di↵erent values of
gTPV could be derived depending on how one treats the triple pomeron vertex. G(⌘, k?) is the transverse momentum
dependent (TMD) gluon distribution describing the gluon number density for a given k? and ⌘. There are two
di↵erent types of gluon TMDs widely used in phenomenological studies [39, 46]: the dipole gluon distribution and
the Weizsacker-Williams (WW) gluon distribution. Their small-x evolutions are governed by the BK equation and
the Dominguez-Mueller-Munier-Xiao (DMMX) equation [47], respectively. In the moderate small x region where the
triple-pomeron-vertice contribution dominates over other higher-order e↵ects, the evolution of both gluon TMDs is
expected to be described by the GLR equation approximately.

To facilitate the following algebraic manipulations, we cast Eq. (3) into the following form with the replacement
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By making the identification N (⌘, k?) = N(⌘, k?) [33], the above equation is the same as the BK equation in Eq. (2).
However, we emphasize that this is nothing but merely a coincidence. Though the identification N (⌘, k?) = N(⌘, k?)
can be shown to be valid in the dilute region, there is no exact relation between them in the region where multiple
re-scattering and quantum evolution are important.
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FIG. 18. Comparisons of the theoretical calculations for hadron yields with two boundary conditions at
p
sNN = 5.02 TeV in

pPb collisions[42, 43].

• Fixed boundary condition: By adopting this boundary condition, we set the k? dependent gluon distribution
to zero when xg > 0.01 since this region is beyond the applicable window of the CGC calculation. This
prescription is equivalent to removing all the events with xg > 0.01 in our calculation.

• Frozen boundary condition: In this case, to extend the dipole gluon distribution in the large xg region, we
freeze it at xg = 0.01. That is to say, when xg > 0.01, the input dipole scattering amplitude simply retains its
value at the initial condition at xg = 0.01.

In the first prescription, by removing all the events with large xg, we underestimate the gluon distribution in the
large-x region. In comparison, with the frozen boundary condition, we overestimate the dipole gluon distribution for
the region xg > 0.01. The numerical di↵erence of these two prescriptions starts to show up in the large pT region as
we see in Figs. 15-17, which can be viewed as the sign that the contribution from large xg regions starts to become
important. In the high pT region of Fig. 18, as compared with the LHC data measured in pPb collisions by both the
ATLAS and ALICE collaborations in the middle rapidity region, our results of these two prescriptions both start to
deviate from the data when pT > 15GeV. In this case, we believe that our NLO formalism based on the dilute-dense
factorization starts to breakdown, since both the projectile and the target are now rather dilute and the collinear
framework certainly becomes the more appropriate theory to describe the high pT data. Nevertheless, we see that in
the low pT region, these two boundary conditions give consistent descriptions of the data in the low pT region.
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The weight function is then determined by the ratio of Eq. 20 and Eq. 21,

Wkc(⌘i, ⌘i+1; k?) =

Rmin
h
P?,

p
(k?�l?)2 1�z

z

i

µ
d2l?
l2?

e
�↵̄s ln

k2
?

µ2 ln
(k?�l?)2

(k?�l?)2+l2?

R k?
µ

d2l?
l2?

(22)

where the wight function not only depends on k? but also z in this case. The values of |l?| and �l are chosen randomly
according to the distribution given in the integral of Eq. 20. The practical numerical calculation of the integrals would
be too time consuming, since it appears to be impossible to solve the integration analytically. We thus invoke a veto
algorithm in order to sample |l?| and �l e�ciently. Such a veto algorithm is described in more details in the appendix
B. Once |l?| and �l are generated, l and k?,i+1 then can be reconstructed subsequently. As displayed in the right
panel of Fig. 1, one can see that the designed algorithm successfully passed the test in reproducing the numerical
results from the kinematic constraint version of the BFKL equation.
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FIG. 2: Compassion of the gluon k? distributions obtained from the forward evolution approach with the numerical solutions
of the GLR equation at di↵erent rapidities. The left, middle and right plots show the results for the standard GLR evolution,
the running coupling case and the kinematic constraint case respectively.

Now we generalize the algorithm described above to the saturation case, i.e. the formulation of forward evolution
for the GLR equation . First, given ⌘i from the previous evolution step or the initial condition, the next ⌘i+1 can be
generated by solving the equation with the non-Sudakov factor incorporating the saturation term,

R = exp
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, (23)

where the numerical solutions of the BK equation are used as the input for the gluon distribution N(⌘0, k?,i). In the
practical simulation, we again employ a veto algorithm to speed up the generation of ⌘i+1, which is described in the
Appendix B. The weight function also needs to be modified accordingly for the saturation case,
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The rest recipes for the Monte Carlo implementation of both the fixed coupling and the running coupling GLR
equation are the same as these for the BFKL equation.

The kinematic constraint can be imposed in the GLR equation in a similar way. To implement it in the Monte Carlo
algorithm, one first needs to compute the fraction of gluons at [⌘i+1, ⌘i+1+ �⌘] that come form the branching between
⌘i+1 and ⌘i in the presence of saturation e↵ect. Here ⌘i+1 is still generated according to Eq. 23. The derivation closely
follows that presented in Eq. 19 and Eq. 20,
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The generated event has to be re-weighted
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0, k?) = 0; ii) the frozen boundary prescription, N(⌘ < 0, k?) = N(⌘ = 0, k?). The weighting functions are thus
di↵erent for di↵erent rapidity boundary prescriptions.

For the fixed boundary prescription, the re-weighting function is given by
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Here, the values of |l?| and �l can be generated by solving the following equation
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where R again is a random number and C is the normalization factor ensuring that the r.h.s. of Eq. 9 resides in the
region of [0, 1]. In the practical Monte Carlo implementation, a veto algorithm is used to be more e�cient. Once |l?|
and �l are generated, l and k?,i+1 then can be reconstructed subsequently. We repeat the procedure outlined above
until ⌘i+1 reach a minimal cut-o↵ value ⌘min. Once the whole cascade is generated, we are able to reconstruct the
gluon k? distribution at arbitrary rapidity.

For the frozen boundary case, the weighting factor has to be modified to
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and the radiated gluon transverse momentum l? is sampled solving the following equation
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where the normalization factor for this case is given by C = ↵̄s
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R P?
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. The k? distribution of the exchanged gluons

that directly attaches to the hard part can be reconstructed from the forward evolution algorithm described above.
Using the recipes described above, we are now ready to generate parton cascade. Following the conventional choice,

we use the MV model [49, 50] result as the initial condition at rapidity ⌘0 = 0. Since we are interested in simulating
events such as di-jet production in eA collisions, it is suitable to utilize the Weiszäke-Williams (WW) gluon distribution
as the initial condition [51]. It is given by
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with Q2
s0 = 1 GeV2 and ⇤ = 0.24 GeV. We explored the behavior of the parton cascade with the both fixed boundary

prescription and frozen boundary prescription. From Fig. 1, one can see that the k? distribution obtained from the
forward approach is in perfect agreement with the numerical solutions of the kinematic constrained GLR equation for
both boundary conditions.

B. Backward evolution

We now turn to discuss how to implement the kinematic constraint in the backward evolution which is far more
e�cient in generating initial state parton shower as compared to the forward approach. The rapidity ⌘i+1 of gluon
participating hard scattering is fixed by external kinematics. k?,i+1 at the rapidity ⌘i+1 can be sampled with the
distribution N(⌘i+1, k?,i+1), which has to be determined beforehand by numerically solving the evolution equation.
The next step is to generate ⌘i using a modified non-Sudakov form factor.
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0, k?) = 0; ii) the frozen boundary prescription, N(⌘ < 0, k?) = N(⌘ = 0, k?). The weighting functions are thus
di↵erent for di↵erent rapidity boundary prescriptions.
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Here, the values of |l?| and �l can be generated by solving the following equation
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where R again is a random number and C is the normalization factor ensuring that the r.h.s. of Eq. 9 resides in the
region of [0, 1]. In the practical Monte Carlo implementation, a veto algorithm is used to be more e�cient. Once |l?|
and �l are generated, l and k?,i+1 then can be reconstructed subsequently. We repeat the procedure outlined above
until ⌘i+1 reach a minimal cut-o↵ value ⌘min. Once the whole cascade is generated, we are able to reconstruct the
gluon k? distribution at arbitrary rapidity.

For the frozen boundary case, the weighting factor has to be modified to
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and the radiated gluon transverse momentum l? is sampled solving the following equation
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. The k? distribution of the exchanged gluons

that directly attaches to the hard part can be reconstructed from the forward evolution algorithm described above.
Using the recipes described above, we are now ready to generate parton cascade. Following the conventional choice,

we use the MV model [49, 50] result as the initial condition at rapidity ⌘0 = 0. Since we are interested in simulating
events such as di-jet production in eA collisions, it is suitable to utilize the Weiszäke-Williams (WW) gluon distribution
as the initial condition [51]. It is given by
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with Q2
s0 = 1 GeV2 and ⇤ = 0.24 GeV. We explored the behavior of the parton cascade with the both fixed boundary

prescription and frozen boundary prescription. From Fig. 1, one can see that the k? distribution obtained from the
forward approach is in perfect agreement with the numerical solutions of the kinematic constrained GLR equation for
both boundary conditions.

B. Backward evolution

We now turn to discuss how to implement the kinematic constraint in the backward evolution which is far more
e�cient in generating initial state parton shower as compared to the forward approach. The rapidity ⌘i+1 of gluon
participating hard scattering is fixed by external kinematics. k?,i+1 at the rapidity ⌘i+1 can be sampled with the
distribution N(⌘i+1, k?,i+1), which has to be determined beforehand by numerically solving the evolution equation.
The next step is to generate ⌘i using a modified non-Sudakov form factor.
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The weight function is then determined by the ratio of Eq. 20 and Eq. 21,
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where the wight function not only depends on k? but also z in this case. The values of |l?| and �l are chosen randomly
according to the distribution given in the integral of Eq. 20. The practical numerical calculation of the integrals would
be too time consuming, since it appears to be impossible to solve the integration analytically. We thus invoke a veto
algorithm in order to sample |l?| and �l e�ciently. Such a veto algorithm is described in more details in the appendix
B. Once |l?| and �l are generated, l and k?,i+1 then can be reconstructed subsequently. As displayed in the right
panel of Fig. 1, one can see that the designed algorithm successfully passed the test in reproducing the numerical
results from the kinematic constraint version of the BFKL equation.
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FIG. 2: Compassion of the gluon k? distributions obtained from the forward evolution approach with the numerical solutions
of the GLR equation at di↵erent rapidities. The left, middle and right plots show the results for the standard GLR evolution,
the running coupling case and the kinematic constraint case respectively.

Now we generalize the algorithm described above to the saturation case, i.e. the formulation of forward evolution
for the GLR equation . First, given ⌘i from the previous evolution step or the initial condition, the next ⌘i+1 can be
generated by solving the equation with the non-Sudakov factor incorporating the saturation term,

R = exp


�↵̄s

Z ⌘i+1

⌘i

d⌘0
✓
ln

k2?
µ2

+N(⌘0, k?)

◆�
, (23)

where the numerical solutions of the BK equation are used as the input for the gluon distribution N(⌘0, k?,i). In the
practical simulation, we again employ a veto algorithm to speed up the generation of ⌘i+1, which is described in the
Appendix B. The weight function also needs to be modified accordingly for the saturation case,

W(⌘i, ⌘i+1; k?) =
(⌘i+1 � ⌘i) ln

P 2
?

µ2

(⌘i+1 � ⌘i) ln
k2
?

µ2 +
R ⌘i+1

⌘i
d⌘N(⌘, k?)

. (24)

The rest recipes for the Monte Carlo implementation of both the fixed coupling and the running coupling GLR
equation are the same as these for the BFKL equation.

The kinematic constraint can be imposed in the GLR equation in a similar way. To implement it in the Monte Carlo
algorithm, one first needs to compute the fraction of gluons at [⌘i+1, ⌘i+1+ �⌘] that come form the branching between
⌘i+1 and ⌘i in the presence of saturation e↵ect. Here ⌘i+1 is still generated according to Eq. 23. The derivation closely
follows that presented in Eq. 19 and Eq. 20,

�⌘
@

@⌘i+1

"
↵̄s

⇡

Z ⌘i+1

⌘i

d⌘0
Z

µ

d2l?
l2?

e
�↵̄s

R ⌘0
⌘i

d⌘


ln

k2
?

µ2 +N(⌘,k?)

�

✓

✓
1� z0

z0
(k? � l?)

2
� l2?

◆#

= �⌘
↵̄s

⇡

Z min
h
P?,

p
(k?�l?)2 1�z

z

i

µ

d2l?
l2?

e
�↵̄s

R ⌘i+1+ln
(k?�l?)2

(k?�l?)2+l2?
⌘i

d⌘


ln

k2
?

µ2 +N(⌘,k?)

�

(25)
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With these derived folded evolution equations, we are now ready to introduce the Monte Carlo algorithm based on
the formulation of parton branching in terms of the non-Sudakov factor.

[36, 58, 59].

III. FORWARD EVOLUTION

To demonstrate the formulation of forward evolution for the GLR equation, we start with the simplest case, i.e.
the Monte Carlo implementation of the fixed coupling BFKL evolution. All essential elements of the algorithm will
be discussed in this simplest example. The first step is to sample the k? distribution at the initial rapidity ⌘0 = 0
using the MV model [30, 31] result as the input. Since we aim at building an event generator for eA collisions, it is
more appropriate to use the WW type gluon distribution as the initial condition, which is given by [36],

N(⌘ = 0, k?) =

Z
d2r?
2⇡

e�ik?·r? 1

r2?

✓
1� exp

⇥
�
1

4
Q2

s0r
2
? ln(e+

1

⇤r?
)
⇤◆

, (13)

with Q2
s0 = 1 GeV2 and ⇤ = 0.24 GeV. In order to e�ciently generate an event with this initial condition, we use a

veto algorithm (see Appendix B for more details). Since the evolution variable is the rapidity, the basic problem one
has to solve is that given (⌘i, k?,i) after some steps of the evolution, or given the initial condition, generating the
values (⌘i+1, k?,i+1) after the next step. The Monte Carlo implementation is laid out as in the following:

I): The first quantity to be generated by the algorithm is the value of ⌘i+1. One can read the probability of
evolving from ⌘i to ⌘i+1 without resolvable branching from the folded GLR/BFKL equation, which is given by
�(⌘i, ⌘0; k?,i)/�(⌘i+1, ⌘0; k?,i). Thus ⌘i+1 can be generated with the correct probability distribution by solving the
equation,

R1 = exp

"
�↵̄s

Z ⌘i+1

⌘i

d⌘0 ln
k2?,i

µ2

#
, (14)

after the saturation term is neglected for the BFKL case. R1 is a random number distributed uniformly in the interval
[0,1].

II): We now generate the value of radiated gluon’s transverse momentum with a probability distribution proportional

to ↵̄s

R
d2l?
l2?

which is the real part of the BFKL kernel. We can do this by solving the equation for |l?|,

R2

Z P?

µ

d2l0?
l02?

=

Z |l?|

µ

d2l0?
l02?

. (15)

where P? is a UV cut-o↵ for the emitted gluon’s transverse momentum.
III): The azimuthal angle of l? is sampled according to,

2⇡R3 = �l (16)

IV): The minus component of the radiated gluon’s momentum is obtained using the on-shell condition. The four
momentum of the next exchanged gluon is reconstructed according to ki+1 = ki � l.

V): The generated cascade needs to be re-weighted. The weighted factor is given by,

W(k?) =
ln(P

2
?

µ2 )

ln(
k2
?

µ2 )
(17)

such that the number of exchanged gluons increases after each splitting. This is because there exists a mismatching
between the phase space integration for the real and virtual corrections. For a given rapidity interval�⌘, the number of

gluons which vanish due to the virtual correction is proportional to �⌘↵̄s

R k?,i

µ
dl2?
l2?

exp
h
�↵̄s ln

k2
?,i

µ2 (⌘i � ⌘i+1)
i
, while

the number of gluons produced via the real correction is proportional to �⌘↵̄s

R P?
µ

d2l?
l2?

exp
h
�↵̄s ln

k2
?,i

µ2 (⌘i � ⌘i+1)
i

in the same rapidity interval. The weight function is given by the ratio of these two contributions.
We repeat the procedure outlined above until ⌘i+1 reach a minimal cut-o↵ value ⌘min. Once the whole cascade

is generated, we are ready to reconstruct the gluon k? distribution at arbitrary rapidity, and compared with the
numerical solutions of the BFKL equation. For a given ⌘, we select the event with the two adjacent splitting occur at

The generated event has to be re-weighted
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0, k?) = 0; ii) the frozen boundary prescription, N(⌘ < 0, k?) = N(⌘ = 0, k?). The weighting functions are thus
di↵erent for di↵erent rapidity boundary prescriptions.

For the fixed boundary prescription, the re-weighting function is given by

Wkc,1(⌘i, ⌘i+1; k?,i) =
(⌘i+1 � ⌘i)

Rmin
h
P?,

p
1�z
z (k?,i�l?)2

i

⇤cut

d2l?
l2?

e
�↵̄s

R ⌘i+1+ln
(k?,i�l?)2

(k?,i�l?)2+l2?
⌘i+1

d⌘


ln

k2
?,i

⇤2
cut

+N(⌘,k?,i)

�

(⌘i+1 � ⌘i) ln
k2
?,i

⇤2
cut

+
R ⌘i+1

⌘i
d⌘N(⌘, k?,i)

. (8)

Here, the values of |l?| and �l can be generated by solving the following equation

R =
1

C
↵̄s

⇡

Z l?

⇤cut

d2l0?
l02?

exp

8
<

:�↵̄s

Z ⌘i+1+ln
(k?,i�l0?)2

(k?,i�l0?)2+l02?

⌘i

d⌘

"
ln

k2?,i

⇤2
cut

+N(⌘, k?,i)

#9=

; , (9)

C =
↵̄s

⇡

Z min[P?,
p

(k?,i�l0?)2 1�z
z ]

⇤cut

d2l0?
l02?

exp

8
<

:�↵̄s

Z ⌘i+1+ln
(k?,i�l0?)2

(k?,i�l0?)2+l02?

⌘i

d⌘

"
ln

k2?,i

⇤2
cut

+N(⌘, k?,i)

#9=

; , (10)

where R again is a random number and C is the normalization factor ensuring that the r.h.s. of Eq. 9 resides in the
region of [0, 1]. In the practical Monte Carlo implementation, a veto algorithm is used to be more e�cient. Once |l?|
and �l are generated, l and k?,i+1 then can be reconstructed subsequently. We repeat the procedure outlined above
until ⌘i+1 reach a minimal cut-o↵ value ⌘min. Once the whole cascade is generated, we are able to reconstruct the
gluon k? distribution at arbitrary rapidity.

For the frozen boundary case, the weighting factor has to be modified to

Wkc,2(⌘i, ⌘i+1; k?,i, k?,i+1) =
(⌘i+1 � ⌘i) ln

P 2
?

⇤2
cut

(⌘i+1 � ⌘i) ln
k2
?,i

⇤2
cut

+
R ⌘i+1

⌘i
d⌘N(⌘, k?,i)

N(⌘i + ln
h

k2
?,i+1

k2
?,i+1+l2?

i
, k?,i)

N(⌘i, k?,i)
, (11)

and the radiated gluon transverse momentum l? is sampled solving the following equation

R =
1

C
↵̄s

⇡

Z l?

⇤cut

d2l0?
l02?

, (12)

where the normalization factor for this case is given by C = ↵̄s
⇡

R P?
⇤cut

d2l0?
l02?

. The k? distribution of the exchanged gluons

that directly attaches to the hard part can be reconstructed from the forward evolution algorithm described above.
Using the recipes described above, we are now ready to generate parton cascade. Following the conventional choice,

we use the MV model [49, 50] result as the initial condition at rapidity ⌘0 = 0. Since we are interested in simulating
events such as di-jet production in eA collisions, it is suitable to utilize the Weiszäke-Williams (WW) gluon distribution
as the initial condition [51]. It is given by

N(⌘0, k?) =

Z
d2r?
2⇡

e�ik?·r? 1

r2?

✓
1� exp

⇥
�1

4
Q2

s0r
2
? ln(e+

1

⇤r?
)
⇤◆

, (13)

with Q2
s0 = 1 GeV2 and ⇤ = 0.24 GeV. We explored the behavior of the parton cascade with the both fixed boundary

prescription and frozen boundary prescription. From Fig. 1, one can see that the k? distribution obtained from the
forward approach is in perfect agreement with the numerical solutions of the kinematic constrained GLR equation for
both boundary conditions.

B. Backward evolution

We now turn to discuss how to implement the kinematic constraint in the backward evolution which is far more
e�cient in generating initial state parton shower as compared to the forward approach. The rapidity ⌘i+1 of gluon
participating hard scattering is fixed by external kinematics. k?,i+1 at the rapidity ⌘i+1 can be sampled with the
distribution N(⌘i+1, k?,i+1), which has to be determined beforehand by numerically solving the evolution equation.
The next step is to generate ⌘i using a modified non-Sudakov form factor.



 40

First step: backward non-Sudakov form factor

Second step: Real splitting kernel

The generated event has to be re-weighted
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The modified non-Sudakov form factor, ⇧ns, can be related to the forward non-Sudakov form factor �ns and the
gluon distribution N as

⇧ns(⌘i+1, ⌘i; k?,i+1) =
�ns(⌘i+1, k?,i+1)N(⌘i, k?,i+1)

�ns(⌘i, k?,i+1)N(⌘i+1, k?,i+1)
, (14)

which looks similar to that derived in our previous work [27]. However, one has to keep in mind that the gluon
distributions appearing in the above formula are obtained by solving the GLR equation with the kinematic constraint.

On the other hand, the non-Sudakov factor can also be expressed as [27],

⇧ns(⌘i+1, ⌘i; k?,i+1) = exp

2

64�
↵̄s

⇡

Z ⌘i+1

⌘i

d⌘

Z P?

⇤cut

d2l?
l2?

N
⇣
⌘+ln

h
k2
?,i+1

k2
?,i+1+l2?

i
, k?,i+1 + l?

⌘

N(⌘, k?,i+1)

3

75 . (15)

Both non-Sudakov form factors can be equally well used to generate ⌘i for a given ⌘i+1 by solving the following
equation,

R = ⇧ns(⌘i+1, ⌘i; k?,i+1). (16)

The transverse momentum of the radiated gluon l? can be generated according to

R =
1

C
↵̄s

⇡

Z l?

⇤cut

d2l0?
l02?

N

 
⌘i+1 + ln

"
k2?,i+1

k2?,i+1 + l02?

#
, k?,i+1 + l0?

!
, (17)

C =
↵̄s

⇡

Z P?

⇤cut

d2l0?
l02?

N

 
⌘i+1 + ln

"
k2?,i+1

k2?,i+1 + l02?

#
, k?,i+1 + l0?

!
. (18)

Once again, R is a random number, C is the normalization factor and a veto algorithm is employed in our practical
implementation to make this sampling procedure more e�cient. Similar to the forward evolution case, the generated
event has to be re-weighted after each branching in the backward evolution method as well. It is important to notice
that the GLR equation with the kinematic constraint is a non-local evolution equation when deriving the weighting
factor. The weighting factor associated with backward evolution is the ratio of the fraction of gluons that appear

from branching at the rapidity ⌘i + ln
k2
?,i+1

k2
?,i+1+l2?

and the fraction of gluons that vanish at the rapidity ⌘i due to the

virtual correction and the fusion process. It reads,

Wkc,back(⌘i+1, ⌘i; k?,i+1) =
(⌘i+1 � ⌘i) ln

k2
?,i

⇤2
cut

+
R ⌘i+1

⌘i
d⌘N(⌘, k?,i)

(⌘i+1 � ⌘i) ln
P 2

?
⇤2

cut

N(⌘i, k?,i)

N(⌘i + ln
h

k2
?,i+1

k2
?,i+1+l2?

i
, k?,i)

. (19)

The procedure outlined above is repeated until ⌘i is smaller than ⌘0. The last step of the simulation is to construct
four momenta of the radiated gluons. Note that the minus component of the t-channel gluon’s four momentum can
only be reconstructed after the full cascade has been generated. By going from the last t-channel gluon (closest
to the nucleus), which has the vanishing minus component, forward in the cascade to the hard scattering process,
the true minus component of the t-channel gluons are constructed. In Fig. 2, we compare gluon k? distribution
at di↵erent rapidities generated from backward evolution to the numerical solutions of the GLR equation with the
kinematic constraint. The perfect match between gluon k? distributions obtained from the backward approach and
by numerically solving the kinematic constrained GLR has been found.

III. kt RESUMMATION IN THE SMALL x LIMIT

Our ultimate goal is to build a parton shower generator for simulating events in eA collisions at EIC. The hard
scattering processes occurring in eA collisions often involve multiple scales. For instance, loosely speaking, there are
three well separated scales in the back-to-back di-jet production: the center mass of energy

p
s, the invariant mass

of the di-jet Q, and the total transverse momentum of the di-jet system k?. To improve the convergence of the
pertubative series, the two type large logarithms ↵s ln

�
s/Q2

�
and ↵s ln

2 �Q2/k2?
�
arise in the high order calculations

of the di-jet production cross section have to be summed to all orders. The summation of the logarithm contribution
↵s ln

�
s/Q2

�
is achieved by solving the small x evolution equation, while the logarithm contribution ↵s ln

2 �Q2/k2?
�

The small-x parton shower algorithm Yu Shi

In the following calculations, for the fixed coupling, we set ↵̄s =
↵sNc

⇡ = 0.3.

1 Four momentum conservation in the cascade

In the case of backward evolution, we only know that the radiated gluons are on-shell and the small-x gluons
are o↵-shell. We can apply the high-energy limit and make an assumption that the minus momentum of the
initial small-x gluon is zero. Therefore, we need to sample this cascade first. Since we understand that the
minus momentum of the initial small-x gluon is zero and the radiated gluon is on-shell, so we can backtrack
and determine the four-momentum of the small-x gluon cascade utilizing momentum conservation.

Firstly, we need to sample this small-x gluon cascade via backward evolution. In the process of backward
evolution, the momentum fraction of the small-x gluon evolves from x0 to xn, where x0 represents the momentum
fraction of the small-x gluon involved in collisions, and xn represents the momentum fraction of the initial small-x
gluon. The four-momentum of the initial small-x gluon, kn, is defined as

kµn = (0, xnp
+, k? +

nX

i

li?), (1)

The four-momentum of the first radiated gluon, ln, is on-shell and is defined as

lµn = (
l2n

2(xn � xn�1)p�
, (xn � xn�1)p

�, ln). (2)

By leveraging momentum conservation, we can determine that the four-momentum of the second small-x gluon,
kn�1, is given by

kµn�1 = (� l2n
2(xn � xn�1)p�

, xn�1p
�, k? +

n�1X

i

li?). (3)

Following the same logic, the four-momentum of the third small-x gluon, kn�2, can be expressed as

kµn�2 = (� l2n
2(xn � xn�1)p�

�
l2n�1

2(xn�1 � xn�2)p�
, xn�2p

�, k? +
n�2X

i

li?). (4)

Finally, we can derive the four-momentum of the small-x gluon involved in collisions as

kµ0 = (�
nX

i=1

l2i
2(xi � xi�1)p�

, x0p
�, k?) (5)

2 Color transfer in the cascade

Wbackward =
1

Wforward
(6)

3 Dijet cross-section in eA collisions

For the dijet production, the cross-section likes

d��⇤A!qq̄X

dy1dy2d2P?d2q?
=

S?Nc↵eme2q
3⇡2

� (1� x�)
z(1� z)

⇣
P 2
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⌘4

⇥�
z2 + (1� z)2

�
(P 4

? + ✏4f ) + 8z(1� z)P 2
?✏

2
f

⇤
N(xg, q?)

(7)
If we take the virtuality of photon is zero, the cross-section can be simplified as

d��⇤A!qq̄X

dy1dy2d2P?d2q?
=

S?Nc↵eme2q
3⇡2

� (1� x�)
z(1� z)

P 4
?

�
z2 + (1� z)2

�
N(xg, q?). (8)

d��⇤A!qq̄X

dy1dy2d2P?d2q?
=

S?Nc↵eme2q
3⇡2

x�f�(x� , µ)
z(1� z)

P 4
?

�
z2 + (1� z)2

�
N(xg, q?). (9)

The kinematic variables are defined as

xg =
P?p
s
(e�y1 + e�y2), x� =

P?p
s
(ey1 + ey2), (10)

1
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The modified non-Sudakov form factor, ⇧ns, can be related to the forward non-Sudakov form factor �ns and the
gluon distribution N as

⇧ns(⌘i+1, ⌘i; k?,i+1) =
�ns(⌘i+1, k?,i+1)N(⌘i, k?,i+1)

�ns(⌘i, k?,i+1)N(⌘i+1, k?,i+1)
, (14)

which looks similar to that derived in our previous work [27]. However, one has to keep in mind that the gluon
distributions appearing in the above formula are obtained by solving the GLR equation with the kinematic constraint.

On the other hand, the non-Sudakov factor can also be expressed as [27],

⇧ns(⌘i+1, ⌘i; k?,i+1) = exp

2

64�
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⇡
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⇤cut
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75 . (15)

Both non-Sudakov form factors can be equally well used to generate ⌘i for a given ⌘i+1 by solving the following
equation,

R = ⇧ns(⌘i+1, ⌘i; k?,i+1). (16)

The transverse momentum of the radiated gluon l? can be generated according to

R =
1

C
↵̄s

⇡

Z l?

⇤cut

d2l0?
l02?

N

 
⌘i+1 + ln

"
k2?,i+1

k2?,i+1 + l02?

#
, k?,i+1 + l0?

!
, (17)

C =
↵̄s

⇡

Z P?

⇤cut

d2l0?
l02?

N

 
⌘i+1 + ln

"
k2?,i+1

k2?,i+1 + l02?

#
, k?,i+1 + l0?

!
. (18)

Once again, R is a random number, C is the normalization factor and a veto algorithm is employed in our practical
implementation to make this sampling procedure more e�cient. Similar to the forward evolution case, the generated
event has to be re-weighted after each branching in the backward evolution method as well. It is important to notice
that the GLR equation with the kinematic constraint is a non-local evolution equation when deriving the weighting
factor. The weighting factor associated with backward evolution is the ratio of the fraction of gluons that appear

from branching at the rapidity ⌘i + ln
k2
?,i+1

k2
?,i+1+l2?

and the fraction of gluons that vanish at the rapidity ⌘i due to the

virtual correction and the fusion process. It reads,

Wkc,back(⌘i+1, ⌘i; k?,i+1) =
(⌘i+1 � ⌘i) ln

k2
?,i

⇤2
cut

+
R ⌘i+1

⌘i
d⌘N(⌘, k?,i)

(⌘i+1 � ⌘i) ln
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?
⇤2

cut

N(⌘i, k?,i)

N(⌘i + ln
h

k2
?,i+1

k2
?,i+1+l2?

i
, k?,i)

. (19)

The procedure outlined above is repeated until ⌘i is smaller than ⌘0. The last step of the simulation is to construct
four momenta of the radiated gluons. Note that the minus component of the t-channel gluon’s four momentum can
only be reconstructed after the full cascade has been generated. By going from the last t-channel gluon (closest
to the nucleus), which has the vanishing minus component, forward in the cascade to the hard scattering process,
the true minus component of the t-channel gluons are constructed. In Fig. 2, we compare gluon k? distribution
at di↵erent rapidities generated from backward evolution to the numerical solutions of the GLR equation with the
kinematic constraint. The perfect match between gluon k? distributions obtained from the backward approach and
by numerically solving the kinematic constrained GLR has been found.

III. kt RESUMMATION IN THE SMALL x LIMIT

Our ultimate goal is to build a parton shower generator for simulating events in eA collisions at EIC. The hard
scattering processes occurring in eA collisions often involve multiple scales. For instance, loosely speaking, there are
three well separated scales in the back-to-back di-jet production: the center mass of energy

p
s, the invariant mass

of the di-jet Q, and the total transverse momentum of the di-jet system k?. To improve the convergence of the
pertubative series, the two type large logarithms ↵s ln

�
s/Q2

�
and ↵s ln

2 �Q2/k2?
�
arise in the high order calculations

of the di-jet production cross section have to be summed to all orders. The summation of the logarithm contribution
↵s ln

�
s/Q2

�
is achieved by solving the small x evolution equation, while the logarithm contribution ↵s ln

2 �Q2/k2?
�
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where N(Q2, ⌘, k?) ⌘ N(µ2 = Q2, ⇣2 = Q2, ⌘, k?). Following the standard procedure, the above evolution equation
can be cast into a folded equation,

@

@ lnQ2

N(Q2, ⌘, k?)

�s(Q2)
=

↵̄s

2⇡

Z Q

⇤cut

d2l?
l2?

N(Q2, ⌘, k? + l?)

�s(Q2)
, (23)

with the Sudakov form factor being given by,

�s(Q
2) = exp

"
�
Z Q2

Q2
0

dt

t

↵̄s(t)

2

✓
ln

t

⇤2
cut

� 2�0

◆#
. (24)

The Sudakov form factor is simply the probability of evolving from Q0 to Q without branching. Eq. 23 can be
integrated to give an integral equation for N(Q2, ⌘, k?) in terms of the gluon TMD at the initial scale Q0:

N(Q2, ⌘, k?) = N(Q2
0, ⌘, k?)�s(Q

2) +

Z Q2

Q2
0

dt

t

�s(Q2)

�s(t)

↵̄s(t)

2⇡

Z Q

⇤cut

d2l?
l2?

N(t, ⌘, k? + l?). (25)

With the derived folded CS and renormalization group equation, we are ready to introduce the Monte Carlo imple-
mentation of the kt resummation formulated in the framework of the CGC e↵ective theory.

A. Forward evolution

To have a consistency check, we first present the formulation of the forward evolution scheme. The combined
CS and renormalization group equation can be solved using the forward evolution approach. We lay out the main
procedures in the following.

For a given virtuality scale Qi, either after several steps of evolution or at the initial condition, we first generate
the value of a higher virtuality scale Qi+1, where the next branching occurs. Following the conventional method, this
can be achieved by solving the following equation,

R = exp

"
�
Z Q2

i+1

Q2
i

dt

t
↵̄s(t)

✓
1

2
ln

t

⇤2
cut

� �0

◆#
. (26)

where the argument of the running coupling ↵s is simply chosen to be the virtual mass squared.
Once Qi+1 is generated, the transverse momentum of the radiated gluon, l?,i+1, can be determined according to

the following equation

R =
1

C

Z l?,i+1

⇤cut

d2l0?
l02?

, (27)

where the normalization factor reads C =
R Qi+1

⇤cut

d2l0?
l02?

. The four momenta of the radiated gluon and the t-channel gluon

can be determined from the momentum conservation and the on-shell condition. We will discuss the reconstruction
of kinematics in more details in the next subsection.

The generated cascade needs to be re-weighted. This is because that the unitary is no longer preserved beyond the
leading double logarithm approximation. We have included the leading single logarithm contribution in the algorithm
employed here, which leads to the increase of gluon number density after each splitting. The weighting factor is given
by,

WCS(Q
2
i+1, Q

2
i ) =

R Q2
i+1

Q2
i

dt
t ↵s(t) ln

t
⇤2

cut

R Q2
i+1

Q2
i

dt
t ↵s(t)

h
ln t

⇤2
cut

� 2�0

i . (28)

If the single logarithm contribution associated with the �0 term in the denominator is neglected, the weighting factor
reduces to 1. With these re-weighted parton cascades, one can reconstruct the t-channel gluon k? distribution at
di↵erent scales and compare with the analytical and numerical solutions of Eq. 22.

It is straightforward to numerically solve Eq. 22, while the analytical solution of Eq. 22 can also be easily obtained
in the impact parameter space. After Fourier transforming back to the momentum space, the evolved gloun TMD
distribution reads,

N(Q2, ⌘, k?) =

Z
d2b?
(2⇡)2

eik?·b?e�S(µ2
b ,Q

2)

Z
d2l?e

�il?·b?N(⌘, l?), (29)

6

The factorization scale dependence of the gluon TMD is described by the renormalization group equation [48],

@N(µ2, ⇣2, ⌘, k?)

@ lnµ2
= ↵̄s


�0

6
� ln

⇣2

µ2

�
N(µ2, ⇣2, ⌘, k?) . (19)

with �0 = 11
12 � Nf

6Nc
. Combining these two equations, one obtains,

@N(Q2, ⌘, k?)

@ lnQ2
=

↵̄s

2⇡

Z Q

0

d2l?
l2?

⇥
N(Q2, ⌘, k? + l?)�N(Q2, ⌘, k?)

⇤
+ ↵̄s

�0

6
N(Q2, ⌘, k?) . (20)

where N(Q2, ⌘, k?) ⌘ N(µ2 = Q2, ⇣2 = Q2, ⌘, k?)
which can be cast into a folded version,

@

@ lnQ2

N(Q2, ⌘, k?)

�s(Q2, k?)
=

↵̄s

2⇡

Z Q

⇤cut

d2l?
l2?

N(Q2, ⌘, k? + l?)

�s(Q2, k?)
(21)

with

�s(Q
2, k?) = exp

"
� ↵̄s

2

Z Q2

Q2
0

dt

t

✓
ln

t

⇤2
cut

� 2�0

◆#
(22)

Based on the folded Collins-Soper evolution equation, it is easy to get an integral equation for Collins-Soper evolution
equation. It likes

N(Q2, ⌘, k?) = N(Q2
0, ⌘, k?)�s(Q

2, k?) +
↵̄s

2⇡

Z lnQ02

lnQ2
0

d lnQ02 �s(Q2, k?)

�s(Q02, k?)

Z Q

⇤cut

d2l?
l2?

N(Q02, ⌘, k? + l?). (23)

A. Forward evolution

For the forward evolution of Collins-Soper evolution equation, it is easy to get the next factorization scale Qi+1

according to the following equation

R1 = exp

"
� ↵̄s

2

Z Q2
i+1

Q2
i

dt

t

✓
ln

t

⇤2
cut

� 2�0

◆#
. (24)

We can get the radiated gluon transverse momentum by solve the following equation

Z Qi+1

⇤cut

d2l0?
l02?

= R2

Z |l?|

⇤cut

d2l0?
l02?

. (25)

The reweighting factor likes

Ws,for(Q
2
i+1, Q

2
i , k?,i+1, k?,i) =

↵s(k?,i+1)

↵s(k?,i)

R Q2
i+1

Q2
i

dt
t

h
1
2 ln

t
⇤2

cut
� �0

i

1
2

R Q2
i+1

Q2
i

dt
t ln t

⇤2
cut

=
↵s(k?,i+1)

↵s(k?,i)

log
Q2

iQ
2
i+1

⇤4
cut

� 4�

log
Q2

iQ
2
i+1

⇤4
cut

. (26)

B. Backward evolution

In the subsection, we will now outline the essential steps of the backward evolution Monte Carlo implementation
based on the folded Collins-Soper evolution equation. Similarly to our previous work [34], it is easy to obtain the
following non-Sudakov form factor of the backward evolution. It describes the probability for gluon distribution
evolution without branching in the factorization scale from Qi+1 to Qi, an it reads

⇧s(Qi+1, Qi; k?,i+1) =
�s(Q2

i+1, k?,i+1)N(Q2
i , ⌘, k?,i+1)

�s(Q2
i , k?,i+1)N(Q2

i+1, ⌘, k?,i+1)
, (27)

7

where N(Q2, ⌘, k?) ⌘ N(µ2 = Q2, ⇣2 = Q2, ⌘, k?). Following the standard procedure, the above evolution equation
can be cast into a folded equation,

@

@ lnQ2

N(Q2, ⌘, k?)

�s(Q2)
=

↵̄s

2⇡

Z Q

⇤cut

d2l?
l2?

N(Q2, ⌘, k? + l?)

�s(Q2)
, (23)

with the Sudakov form factor being given by,

�s(Q
2) = exp

"
�
Z Q2

Q2
0

dt

t

↵̄s(t)

2

✓
ln

t

⇤2
cut

� 2�0

◆#
. (24)

The Sudakov form factor is simply the probability of evolving from Q0 to Q without branching. Eq. 23 can be
integrated to give an integral equation for N(Q2, ⌘, k?) in terms of the gluon TMD at the initial scale Q0:

N(Q2, ⌘, k?) = N(Q2
0, ⌘, k?)�s(Q

2) +

Z Q2

Q2
0

dt

t

�s(Q2)

�s(t)

↵̄s(t)

2⇡

Z Q

⇤cut

d2l?
l2?

N(t, ⌘, k? + l?). (25)

With the derived folded CS and renormalization group equation, we are ready to introduce the Monte Carlo imple-
mentation of the kt resummation formulated in the framework of the CGC e↵ective theory.

A. Forward evolution

To have a consistency check, we first present the formulation of the forward evolution scheme. The combined
CS and renormalization group equation can be solved using the forward evolution approach. We lay out the main
procedures in the following.

For a given virtuality scale Qi, either after several steps of evolution or at the initial condition, we first generate
the value of a higher virtuality scale Qi+1, where the next branching occurs. Following the conventional method, this
can be achieved by solving the following equation,

R = exp

"
�
Z Q2

i+1

Q2
i

dt

t
↵̄s(t)

✓
1

2
ln

t

⇤2
cut

� �0

◆#
. (26)

where the argument of the running coupling ↵s is simply chosen to be the virtual mass squared.
Once Qi+1 is generated, the transverse momentum of the radiated gluon, l?,i+1, can be determined according to

the following equation

R =
1

C

Z l?,i+1

⇤cut

d2l0?
l02?

, (27)

where the normalization factor reads C =
R Qi+1

⇤cut

d2l0?
l02?

. The four momenta of the radiated gluon and the t-channel gluon

can be determined from the momentum conservation and the on-shell condition. We will discuss the reconstruction
of kinematics in more details in the next subsection.

The generated cascade needs to be re-weighted. This is because that the unitary is no longer preserved beyond the
leading double logarithm approximation. We have included the leading single logarithm contribution in the algorithm
employed here, which leads to the increase of gluon number density after each splitting. The weighting factor is given
by,

WCS(Q
2
i+1, Q

2
i ) =

R Q2
i+1

Q2
i

dt
t ↵s(t) ln

t
⇤2

cut

R Q2
i+1

Q2
i

dt
t ↵s(t)

h
ln t

⇤2
cut

� 2�0

i . (28)

If the single logarithm contribution associated with the �0 term in the denominator is neglected, the weighting factor
reduces to 1. With these re-weighted parton cascades, one can reconstruct the t-channel gluon k? distribution at
di↵erent scales and compare with the analytical and numerical solutions of Eq. 22.

It is straightforward to numerically solve Eq. 22, while the analytical solution of Eq. 22 can also be easily obtained
in the impact parameter space. After Fourier transforming back to the momentum space, the evolved gloun TMD
distribution reads,

N(Q2, ⌘, k?) =

Z
d2b?
(2⇡)2

eik?·b?e�S(µ2
b ,Q

2)

Z
d2l?e

�il?·b?N(⌘, l?), (29)

Ignoring the single log, the event is unitary.

• The integral equation (folded one)
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where N(Q2, ⌘, k?) ⌘ N(µ2 = Q2, ⇣2 = Q2, ⌘, k?). Following the standard procedure, the above evolution equation
can be cast into a folded equation,

@

@ lnQ2

N(Q2, ⌘, k?)

�s(Q2)
=

↵̄s

2⇡

Z Q

⇤cut

d2l?
l2?

N(Q2, ⌘, k? + l?)

�s(Q2)
, (23)

with the Sudakov form factor being given by,

�s(Q
2) = exp

"
�
Z Q2

Q2
0

dt

t

↵̄s(t)

2

✓
ln

t

⇤2
cut

� 2�0

◆#
. (24)

The Sudakov form factor is simply the probability of evolving from Q0 to Q without branching. Eq. 23 can be
integrated to give an integral equation for N(Q2, ⌘, k?) in terms of the gluon TMD at the initial scale Q0:

N(Q2, ⌘, k?) = N(Q2
0, ⌘, k?)�s(Q

2) +

Z Q2

Q2
0

dt

t

�s(Q2)

�s(t)

↵̄s(t)

2⇡

Z Q

⇤cut

d2l?
l2?

N(t, ⌘, k? + l?). (25)

With the derived folded CS and renormalization group equation, we are ready to introduce the Monte Carlo imple-
mentation of the kt resummation formulated in the framework of the CGC e↵ective theory.

A. Forward evolution

To have a consistency check, we first present the formulation of the forward evolution scheme. The combined
CS and renormalization group equation can be solved using the forward evolution approach. We lay out the main
procedures in the following.

For a given virtuality scale Qi, either after several steps of evolution or at the initial condition, we first generate
the value of a higher virtuality scale Qi+1, where the next branching occurs. Following the conventional method, this
can be achieved by solving the following equation,

R = exp

"
�
Z Q2

i+1

Q2
i

dt

t
↵̄s(t)

✓
1

2
ln

t

⇤2
cut

� �0

◆#
. (26)

where the argument of the running coupling ↵s is simply chosen to be the virtual mass squared.
Once Qi+1 is generated, the transverse momentum of the radiated gluon, l?,i+1, can be determined according to

the following equation

R =
1

C

Z l?,i+1

⇤cut

d2l0?
l02?

, (27)

where the normalization factor reads C =
R Qi+1

⇤cut

d2l0?
l02?

. The four momenta of the radiated gluon and the t-channel gluon

can be determined from the momentum conservation and the on-shell condition. We will discuss the reconstruction
of kinematics in more details in the next subsection.

The generated cascade needs to be re-weighted. This is because that the unitary is no longer preserved beyond the
leading double logarithm approximation. We have included the leading single logarithm contribution in the algorithm
employed here, which leads to the increase of gluon number density after each splitting. The weighting factor is given
by,

WCS(Q
2
i+1, Q

2
i ) =

R Q2
i+1

Q2
i

dt
t ↵s(t) ln

t
⇤2

cut

R Q2
i+1

Q2
i

dt
t ↵s(t)

h
ln t

⇤2
cut

� 2�0

i . (28)

If the single logarithm contribution associated with the �0 term in the denominator is neglected, the weighting factor
reduces to 1. With these re-weighted parton cascades, one can reconstruct the t-channel gluon k? distribution at
di↵erent scales and compare with the analytical and numerical solutions of Eq. 22.

It is straightforward to numerically solve Eq. 22, while the analytical solution of Eq. 22 can also be easily obtained
in the impact parameter space. After Fourier transforming back to the momentum space, the evolved gloun TMD
distribution reads,

N(Q2, ⌘, k?) =

Z
d2b?
(2⇡)2

eik?·b?e�S(µ2
b ,Q

2)

Z
d2l?e

�il?·b?N(⌘, l?), (29)

7

where N(Q2, ⌘, k?) ⌘ N(µ2 = Q2, ⇣2 = Q2, ⌘, k?). Following the standard procedure, the above evolution equation
can be cast into a folded equation,

@

@ lnQ2

N(Q2, ⌘, k?)

�s(Q2)
=

↵̄s

2⇡

Z Q

⇤cut

d2l?
l2?

N(Q2, ⌘, k? + l?)

�s(Q2)
, (23)

with the Sudakov form factor being given by,

�s(Q
2) = exp

"
�
Z Q2

Q2
0

dt

t

↵̄s(t)

2

✓
ln

t

⇤2
cut

� 2�0

◆#
. (24)

The Sudakov form factor is simply the probability of evolving from Q0 to Q without branching. Eq. 23 can be
integrated to give an integral equation for N(Q2, ⌘, k?) in terms of the gluon TMD at the initial scale Q0:

N(Q2, ⌘, k?) = N(Q2
0, ⌘, k?)�s(Q

2) +

Z Q2

Q2
0

dt

t

�s(Q2)

�s(t)

↵̄s(t)

2⇡

Z Q

⇤cut

d2l?
l2?

N(t, ⌘, k? + l?). (25)

With the derived folded CS and renormalization group equation, we are ready to introduce the Monte Carlo imple-
mentation of the kt resummation formulated in the framework of the CGC e↵ective theory.

A. Forward evolution

To have a consistency check, we first present the formulation of the forward evolution scheme. The combined
CS and renormalization group equation can be solved using the forward evolution approach. We lay out the main
procedures in the following.

For a given virtuality scale Qi, either after several steps of evolution or at the initial condition, we first generate
the value of a higher virtuality scale Qi+1, where the next branching occurs. Following the conventional method, this
can be achieved by solving the following equation,

R = exp

"
�
Z Q2

i+1

Q2
i

dt

t
↵̄s(t)

✓
1

2
ln

t

⇤2
cut

� �0

◆#
. (26)

where the argument of the running coupling ↵s is simply chosen to be the virtual mass squared.
Once Qi+1 is generated, the transverse momentum of the radiated gluon, l?,i+1, can be determined according to

the following equation

R =
1

C

Z l?,i+1

⇤cut

d2l0?
l02?

, (27)

where the normalization factor reads C =
R Qi+1

⇤cut

d2l0?
l02?

. The four momenta of the radiated gluon and the t-channel gluon

can be determined from the momentum conservation and the on-shell condition. We will discuss the reconstruction
of kinematics in more details in the next subsection.

The generated cascade needs to be re-weighted. This is because that the unitary is no longer preserved beyond the
leading double logarithm approximation. We have included the leading single logarithm contribution in the algorithm
employed here, which leads to the increase of gluon number density after each splitting. The weighting factor is given
by,

WCS(Q
2
i+1, Q

2
i ) =

R Q2
i+1

Q2
i

dt
t ↵s(t) ln

t
⇤2

cut

R Q2
i+1

Q2
i

dt
t ↵s(t)

h
ln t

⇤2
cut

� 2�0

i . (28)

If the single logarithm contribution associated with the �0 term in the denominator is neglected, the weighting factor
reduces to 1. With these re-weighted parton cascades, one can reconstruct the t-channel gluon k? distribution at
di↵erent scales and compare with the analytical and numerical solutions of Eq. 22.

It is straightforward to numerically solve Eq. 22, while the analytical solution of Eq. 22 can also be easily obtained
in the impact parameter space. After Fourier transforming back to the momentum space, the evolved gloun TMD
distribution reads,

N(Q2, ⌘, k?) =

Z
d2b?
(2⇡)2

eik?·b?e�S(µ2
b ,Q

2)

Z
d2l?e

�il?·b?N(⌘, l?), (29)

With Sudakov form factor
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and equivalently,

�s(Q2
i+1)N(Q2

i , ⌘, k?,i+1)

�s(Q2
i )N(Q2

i+1, ⌘, k?,i+1)
= exp

"
� ↵̄s

2⇡

Z Q2
i+1

Q2
i

dt

t

Z p
t

⇤cut

d2l?
l2?

N(t, ⌘, k?,i+1 + l?)

N(t, ⌘, k?,i+1)

#
. (33)

which describes the probability for gluon evolving backward from Qi+1 to Qi without branching. The transverse
momentum dependent gluon distribution appears in Eq. 32 and Eq. 33 has to be per-generated by numerically solving
the combined CS-renormalization group equation.

The backward evolution starts from the t channel gluon with the highest virtual mass Qi. The hard scale of the
partonic scattering process is denoted as Qi+1. We first have to sample k?,i+1 according to the distribution,

R
Z Qi+1

⇤cut

d2k0?N(Q2
i+1, ⌘, k

0
?) =

Z k?,i+1

⇤cut

d2k0?N(Q2
i+1, ⌘, k

0
?) (34)

The rapidity ⌘ or xg is fixed by the external kinematics. The next quantity to be generated by the parton cascade
algorithm is the value of virtuality Qi. Following the standard backward evolution strategy, Qi is obtained using the
backward type Sudakov factor,

⇧s(Qi+1, Qi; k?,i+1) = R (35)

As the virtual mass of (i + 1)th t channel gluon, Qi also serves as the hard probe scale at which the ith t channel
gluon’s transverse momentum is measured. The radiated gluon’s transverse momentum l?,i is thus sampled according
to the distribution,

R
Z Qi

⇤cut

d2l0?
l02?

N(Q2
i , ⌘, k?,i+1 + l0?) =

Z l?,i

⇤cut

d2l0?
l02?

N(Q2
i , ⌘, k?,i+1 + l0?) (36)

The longitudinal momentum fraction of the radiated gluon is determined through the on-shell condition,

|Q2
i | ⇡

zil2?,i

1� zi
+ |k2?,i+1| (37)

which is valid in the strong ordering region |Q2
i�1| ⌧ |Q2

i | ⌧ |Q2
i+1|. The minus component of the emitted gluon

can be fixed accordingly. The ith t channel gluon’s transverse momentum is trivially obtained: k?,i = k?,i+1 � l?,i.
The virtual mass Qi�1 of the ith t channel gluon is computed with Eq. 35. However, t channel gluons’ four momenta
can be determined only after the whole cascade is generated. The minus component of the t channel gluon that is
directly attached to nuclear target is set to be 0. From this initial condition, the four momenta of t channel gluons
are retrospectively reconstructed by momentum conservation. As argued in the previous subsection, the generated
event has to be re-weighted after each branching since the unitary is not preserved in the single leading logarithm
accuracy level. For the fixed coupling case, the weighting factor in the backward approach is given by,

Ws,back(Q
2
i+1, Q

2
i , ) =

1
2

R Q2
i+1

Q2
i

dt
t ln t

⇤2
cut

R Q2
i+1

Q2
i

dt
t

h
1
2 ln

t
⇤2

cut
� �0

i =
log

Q2
iQ

2
i+1

⇤4
cut

log
Q2

iQ
2
i+1

⇤4
cut

� 4�0

. (38)

We now turn to discuss the running coupling case. The most common choice for the argument of the running
coupling constant is the virtual mass-squared of the t channel gluon. The Sudakov factor for the backward evolution
then takes the form,

⇧s,rc(Qi+1, Qi; k?,i+1) =
�s(Q2

i+1, k?,i+1)N(Q2
i , ⌘, k?,i+1)

�s(Q2
i , k?,i+1)N(Q2

i+1, ⌘, k?,i+1)

= exp

"
�
Z Q2

i+1

Q2
i

dt

t

↵̄s(t)

2⇡

Z p
t

⇤cut

d2l?
l2?

N(t, ⌘, k?,i+1 + l?)

N(t, ⌘, k?,i+1)

#
(39)

where the transverse momentum dependent gluon distribution are pre-generated by numerically solving the running
coupling CS-renormalization group equation. The weighting factor has to be modified accordingly,

Ws,back,rc(Q
2
i+1, Q

2
i ) =

1
2

R Q2
i+1

Q2
i

dt
t ↵s(t) ln

t
⇤2

cut

R Q2
i+1

Q2
i

dt
t ↵s(t)

h
1
2 ln

t
⇤2

cut
� �0

i . (40)

First step: Sudakov form factor

Second step: Real splitting
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The weight function is then determined by the ratio of Eq. 20 and Eq. 21,

Wkc(⌘i, ⌘i+1; k?) =

Rmin
h
P?,

p
(k?�l?)2 1�z

z

i

µ
d2l?
l2?

e
�↵̄s ln

k2
?

µ2 ln
(k?�l?)2

(k?�l?)2+l2?

R k?
µ

d2l?
l2?

(22)

where the wight function not only depends on k? but also z in this case. The values of |l?| and �l are chosen randomly
according to the distribution given in the integral of Eq. 20. The practical numerical calculation of the integrals would
be too time consuming, since it appears to be impossible to solve the integration analytically. We thus invoke a veto
algorithm in order to sample |l?| and �l e�ciently. Such a veto algorithm is described in more details in the appendix
B. Once |l?| and �l are generated, l and k?,i+1 then can be reconstructed subsequently. As displayed in the right
panel of Fig. 1, one can see that the designed algorithm successfully passed the test in reproducing the numerical
results from the kinematic constraint version of the BFKL equation.
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FIG. 2: Compassion of the gluon k? distributions obtained from the forward evolution approach with the numerical solutions
of the GLR equation at di↵erent rapidities. The left, middle and right plots show the results for the standard GLR evolution,
the running coupling case and the kinematic constraint case respectively.

Now we generalize the algorithm described above to the saturation case, i.e. the formulation of forward evolution
for the GLR equation . First, given ⌘i from the previous evolution step or the initial condition, the next ⌘i+1 can be
generated by solving the equation with the non-Sudakov factor incorporating the saturation term,

R = exp


�↵̄s

Z ⌘i+1

⌘i

d⌘0
✓
ln

k2?
µ2

+N(⌘0, k?)

◆�
, (23)

where the numerical solutions of the BK equation are used as the input for the gluon distribution N(⌘0, k?,i). In the
practical simulation, we again employ a veto algorithm to speed up the generation of ⌘i+1, which is described in the
Appendix B. The weight function also needs to be modified accordingly for the saturation case,

W(⌘i, ⌘i+1; k?) =
(⌘i+1 � ⌘i) ln

P 2
?

µ2

(⌘i+1 � ⌘i) ln
k2
?

µ2 +
R ⌘i+1

⌘i
d⌘N(⌘, k?)

. (24)

The rest recipes for the Monte Carlo implementation of both the fixed coupling and the running coupling GLR
equation are the same as these for the BFKL equation.

The kinematic constraint can be imposed in the GLR equation in a similar way. To implement it in the Monte Carlo
algorithm, one first needs to compute the fraction of gluons at [⌘i+1, ⌘i+1+ �⌘] that come form the branching between
⌘i+1 and ⌘i in the presence of saturation e↵ect. Here ⌘i+1 is still generated according to Eq. 23. The derivation closely
follows that presented in Eq. 19 and Eq. 20,

�⌘
@

@⌘i+1

"
↵̄s

⇡

Z ⌘i+1

⌘i

d⌘0
Z

µ
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l2?

e
�↵̄s

R ⌘0
⌘i

d⌘


ln

k2
?

µ2 +N(⌘,k?)

�

✓

✓
1� z0

z0
(k? � l?)

2
� l2?

◆#

= �⌘
↵̄s

⇡

Z min
h
P?,

p
(k?�l?)2 1�z

z

i

µ

d2l?
l2?

e
�↵̄s

R ⌘i+1+ln
(k?�l?)2

(k?�l?)2+l2?
⌘i

d⌘


ln

k2
?

µ2 +N(⌘,k?)

�

(25)
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re-weighting function reads

WCS,back(Q
2
i+1, Q

2
i ) =

R Q2
i+1

Q2
i

dt
t ↵s(t)

h
ln t

⇤2
cut

� 2�0

i

R Q2
i+1

Q2
i

dt
t ↵s(t) ln

t
⇤2

cut

. (40)

We repeat the procedure outlined above until Q2
i reach a minimal cut-o↵ scale at which TMD evolution stops.

The TMD evolution is driven by the soft gluon radiations which carry the vanishing longitudinal momentum fraction
1 � zi ! 0. In the practical Monte Carlo implementation, the cut-o↵ is chosen to be |Q2

i | > |l2?,i| + |k2?,i+1|,
or equivalently zi > 0.5. Meanwhile, |Q2

i | is also required to be larger than the satuartion scale Q2
s. If these two

conditions can not be met simultaneously, we terminate the TMD evolution, and start the backward small x evolution.
We test the backward evolution algorithm against the numerical method as shown in Fig. 4. The MV model

result is applied at the initial scale Q0=3 GeV. The gluon k? distribution at high scale Q = 13 GeV is obtained
by numerically solving the combined CS-renormalization group equation. The cascade is generated starting from
the scale Q = 13 GeV and evolve down to the initial scale with the backward approach. The t-channel gluon k?
distribution reconstructed from the cascade is compared with the numerical results at di↵erent scales. Gluon k?
distributions are presented in the left panel of Fig. 4 for the fixed coupling case, and in the right panel of Fig. 4 for
the running coupling case. It is evident that the k? distributions obtained from the Monte Carlo method is the same
as the numerical results. We conclude that the backward evolution algorithm pass this consistency check as expected.
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FIG. 4: Comparison of the gluon k? distributions obtained from the backward approach with the numerical solutions of the
CS-renormalzation group equation at di↵erent scales (Color online).

IV. CONCLUSION

In this work, we extended the small x initial state parton branching algorithm developed in the previous paper to
include the kinematic constraint e↵ect. In the small x limit, the kinematic constraint leads to stronger suppression
of soft gluon emissions than that caused by the angular ordering along the chain. The coherent branching e↵ect is
thus e↵ectively implemented in the parton branching algorithm once the kinematic constraint is imposed. This is
a nontrivial extension in the sense that the weighting factor and the way of sampling radiated gluon’s transverse
momenta are drastically altered. The t-channel gluon k? distributions constructed from both the forward scheme and
the backward scheme are shown to reproduce the numerical solutions of the kinematic constrained GLR equation.

We also formulated a parton branching algorithm that enables us to resum large kt logarithms at small x logarithms
following a two-step evolution picture. The cascade first develops by radiating soft gluons that carry vanishing
longitudinal momentum fractions in the backward approach description. At this first stage of the evolution, the
parton branching is simulated with the Sudakov factor which we obtained from the folded CS equation and the
renormalization group equation. The transverse momentum-dependent gluon distribution instead of gluon PDF is
used to guide the evolution path toward the most populated regions of (Q2, k?). When the virtual mass of the
t-channel gluon is dominated by its transverse momentum or is of the order of saturation scale, the parton branching
starts being generated according to the non-Sudakov form factor derived from the small x evolution equation. The

The generated event has to be re-weighted
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where N(⌘, l?) is the gluon distribution evolved with the GLR equation, or the initial condition computed in the MV
model. The Sudakov factor at one loop level in the impact parameter (b?) space consists of a perturbative part and
a non-perturbative part. It is given by

S(µ2
b , Q

2) = Spert(µ
2
b⇤, Q

2) + SNP (b
2
?, Q

2). (30)

The perturbative Sudakov factor reads

Spert(µ
2
b⇤, Q

2) =
Nc

2⇡

Z Q2

µ2
b⇤

dµ2

µ2
↵s(µ)


ln

Q2

µ2
� 2�0

�
, (31)

where µ2
b⇤ is defined as µ2

b⇤ = 4e�2�E/b2?⇤, with b?⇤ = b?p
1+b2?/b2max

and bmax = 1.5 GeV�1. To compare with the

Monte Carlo result on the same footing, we simply neglect the non-perturbative Sudakov factor SNP in the numerical
calculation. The behaviour at large b? is regulated by N(⌘, b?) which is the Fourier transform of N(⌘, l?). In this
work, we use the one-loop running coupling which reads

↵s(µ
2) =

1

�0
Nc
⇡ ln(µ2/⇤2

QCD)
, (32)

with ⇤2
QCD = 0.0578 GeV2.

We present the t-channel gluon k? distribution constructed from the generated parton cascade and compare it with
the numerical solution of the CS-renormalization group equation for the fixed coupling case in the left panel of Fig. 3.
In our estimation, the MV model is employed to provide with the gluon distribution at the initial scale Q0 =3 GeV.
In the formulation of TMD evolution, all soft-radiated gluons carry exactly zero longitudinal momentum fraction. In
contrast, all radiated soft gluons carry finite longitudinal momentum fraction in the parton branching algorithm. This
presents an important advantage of the Monte Carlo method comparing with the conventional analytical approach.
Keeping longitudinal momentum conservation exactly in parton splitting process is often crucial to correctly account
for phenomenology near the threshold region [41]. However, to make the comparisons in a consistent way, we didn’t
change the longitudinal momentum fraction of the t-channel gluon after each branching in our algorithm. In the
right panel of Fig. 3, we compare the Monte Carlo simulation result with both the numerical solution of the CS-
renormalization equation and the analytical solution for the running coupling case at the scale Q = 13 GeV. It
is clear to see from the right panel of Fig. 3 that our algorithm yields the same k? distribution as the numerical
result. On the other hand, it di↵ers from the analytical approach result. Such discrepancy is expected because the
non-perturbative part of the CS kernel is treated di↵erently in the analytical approach. In addition, the argument of
the running coupling used in the parton branching algorithm and the numerical solution is the hard scale Q, whereas
the scale of running coupling is µb in the analytical approach. Since the analytical result can describe the relevant
phenomenology very well, one should use it as guidance to model the non-perturbative part of the Sudakov factor
which will be introduced in the Monte Carlo algorithm in the future work. Alternatively, one could also use a relatively
large infrared cuto↵ value ⇤cut to mimic the e↵ect of the non-perturbative Sudakov factor. We leave this for a future
study.

B. Backward evolution

In this subsection, we will outline the essential steps of Monte Carlo implementation for the backward evolution based
on the folded CS-renormalization group evolution equation. Unlike the forward evolution which can be considered
as a way of solving the evolution equation, the evolved parton distributions have to be pre-generated and are used
to guide the backward evolution. In the most parton branching algorithm, the kt resummation is achieved by using
the modified Sudakov factor incorporating the collinear Parton Distributions Functions (PDFs). However, in the
saturation regime, the kt resummation has to be formulated in terms of the unintegrated gluon distribution. The
main procedures are summarized as follows.

The modified Sudakov factor in the backward evolution approach is di↵erent from that in the forward evolution
approach. It reads

⇧s(Qi+1, Qi; k?,i+1) =
�s(Q2

i+1)N(Q2
i , ⌘, k?,i+1)

�s(Q2
i )N(Q2

i+1, ⌘, k?,i+1)
. (33)

An alternative way to compute the modified Sudakov factor is given by

⇧s(Qi+1, Qi; k?,i+1) = exp

"
�
Z Q2

i+1

Q2
i

dt

t

↵̄s(t)

2⇡

Z p
t

⇤cut

d2l?
l2?

N(t, ⌘, k?,i+1 + l?)

N(t, ⌘, k?,i+1)

#
. (34)
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