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• DY: the LHC standard candle


• Large cross section and clean 
signature due to hard charged 
lepton(s) in the final state


• Allows experimental measurements 
and theoretical predictions of the 
highest precision

Drell-Yan at the LHC 
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Drell-Yan at the LHC

• Fixed-order DY computations reliable only for large values of 


• Large soft/collinear  arising when 


• All-order resummation of  needed

pT ∼ M

log(pT /M) pT ≪ M

log(pT /M)
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V = W, Z
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Outline

• State-of-the-art  resummation in QCD


• Inclusion of EW effects in  resummation


• Implications for  determination

pT

pT

mW
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• State-of-the-art  resummation in QCD


• Inclusion of EW effects in  resummation


• Implications for  determination

pT

pT

mW



 resummation in Drell-YanpT

• Variety of frameworks to perform  resummation: -space / momentum space, QCD / SCET, TMD


• Nowadays full N3LL’ QCD accuracy, i.e.  and      


• Ingredients known for N4LL in QCD, i.e. , included in some of the frameworks

pT b

αn
s log(pT /M)n−2 αn

s log(pT /M)2n−6

αn
s log(pT /M)n−3

[Artemide: Scimemi, Vladimirov

Cute+MCFM: Becher, Campbell, Neumann, et al.

DYTurbo: Camarda, Catani, Cieri, Ferrera, Grazzini, et al.

NangaParbat: Bacchetta, Bertone, Bozzi, et al.

RadISH: Monni, Re, Rottoli, PT

Resbos: Isaacson, Yuan, et al.

reSolve: Coradeschi, Cridge

SCETlib: Billis, Ebert, Michel, Tackmann, et al.

…]
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 spectrum in Drell-Yan at the LHCpT
Comparison to LHC data

22

All implementations except Artemide include      results from MCFM 

ATLAS-CONF-2023-013 [ATLAS-CONF-2023-013]

pT(Z)

•  comparison at N3LL’ / approx N4LL QCD 
against ATLAS 8 TeV data


• A success for the community: remarkable 
agreement with data and few-% QCD residual 
uncertainty in the resummation region 


• Impact of aN3LO PDFs to be carefully assessed


• Non-perturbative developments important to 
improve description below 5 GeV

pT(Z)

pT(Z) ≪ mZ
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No non-perturbative

modelling in RadISH
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Measuring the strong coupling

23

Predictions obtained with DYturbo

Two-parameter non-perturbative model

One of the most precise determinations of 

ATLAS-CONF-2023-015

[Collins Rogers 1412.3820]

[Camarda Cieri Ferrera 2303.12781]

•  precisely extracted from resummed  spectrum by ATLAS


• Uses aN3LO MSHT20 PDFs [MSHT 2207.04739]


• Studies on correlation of  with PDFs and non-perturbative modelling important to 
build confidence in the quoted uncertainty
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Figure 2: Transverse-momentum distribution of / bosons predicted with DYTurbo [31] at different values of Us (</ ),
using the MSHT20 PDF set [32].

range |[ | < 2.5. It consists of silicon pixel, silicon microstrip, and transition radiation tracking detectors.
Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements
with high granularity. A steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range
(|[ | < 1.7). The endcap and forward regions are instrumented with LAr calorimeters for both the EM and
hadronic energy measurements up to |[ | = 4.9. The muon spectrometer surrounds the calorimeters and is
based on three large superconducting air-core toroidal magnets with eight coils each. The field integral of
the toroids ranges between 2.0 and 6.0 T m across most of the detector. The muon spectrometer includes a
system of precision tracking chambers and fast detectors for triggering. A three-level trigger system is
used to select events. The first-level trigger is implemented in hardware and uses a subset of the detector
information to accept events at a rate of at most 75 kHz. This is followed by two software-based trigger
levels that together reduce the accepted event rate to 400 Hz on average depending on the data-taking
conditions during 2012. An extensive software suite [44] is used in data simulation, in the reconstruction
and analysis of real and simulated data, in detector operations, and in the trigger and data acquisition
systems of the experiment. The data were collected by the ATLAS detector in 2012 at a centre-of-mass
energy of

p
B = 8 TeV, and correspond to an integrated luminosity of 20.2 fb�1. The mean number of

additional ?? interactions per bunch crossing (pile-up events) in the data set is approximately 20.

3 Cross-section measurement

The /-boson transverse-momentum distribution is measured in the electron and muon decay channels,
which provide a clear signature with low background rates and a high precision measurement of the
momentum, as presented in Ref. [45]. The double-differential cross sections as functions of transverse
momentum and rapidity (H) of the / boson are measured in the pole region, defined as 80 < <✓✓ < 100 GeV,
where <✓✓ is the invariant mass of the dilepton system. The combination of 6.2 million electron and

4

[ATLAS-CONF-2023-015]

 from resummed  in Drell-Yanαs pT(Z)
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 resummation for differential distributionspT

for the kinematical distributions of the final-state leptons.
A particularly relevant distribution is the leptonic trans-
verse momentum, which plays a central role in the precise
extraction of the W-boson mass at the LHC [2,6]. Figure 3
shows the differential distribution of the negatively charged
lepton at three different orders, for our default value
pcut
T ¼ 0.81 GeV. Unlike for the fiducial cross section,

the inclusion of pll
T resummation in this observable is

crucial to cure local (integrable) divergences in the spec-
trum due to the presence of a Sudakov shoulder [120] at
pl−
T ∼mll=2. The figure shows an excellent convergence

of the perturbative prediction, with residual uncertainties at
N3LOþ N3LL of the order of a few percent across the
entire range.
Conclusions.—In this Letter, we have presented state-of-

the-art predictions for the fiducial cross section and differ-
ential distributions in the Drell-Yan process at the LHC,
through both N3LO and N3LOþ N3LL in QCD. These new
predictions are obtained through the combination of an
accurate NNLO calculation for the production of a Drell-
Yan pair in association with one jet, and the N3LL
resummation of logarithmic corrections arising at small
pll
T . The high quality of these results allowed us to carry

out a thorough study of the performance of the computa-
tional method adopted, reaching an excellent control over
all systematic uncertainties involved. We presented pre-
dictions for two different definitions of the fiducial vol-
umes, relying either on symmetric cuts Eq. (2a) on the
transverse momentum of the leptons, or on a recently
proposed product cuts Eq. (2b) which is shown to improve
the stability of the perturbative series. Our results display
residual theoretical uncertainties at the Oð1%Þ level in the

fiducial cross section, and at the few-percent level in
differential distributions. These predictions will play an
important role in the comparison of experimental data with
an accurate theoretical description of the Drell-Yan process
at the LHC.
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[RadISH+NNLOJET, 2203.01565]

ATLAS symmetric cuts:

 > 27 GeV, | | < 2.5


66 GeV <  < 116 GeV
pℓ

T ηℓ

Mℓℓ

neutral DY

pℓ
T
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• Some crucial leptonic observables for DY 
phenomenology cannot be described at fixed order


• Lepton transverse momentum: at  jacobian 
peak sensitive to multiple IR radiation beyond LO [Catani, 
Webber, 9710333]: integrable singularity at fixed order


• Physical behaviour recovered resumming linear power 
corrections through kinematical recoil [Catani et al. 
1507.06937, Ebert et al. 2006.11382]


•  subtraction formula [Catani, Grazzini, 0703012] with recoil 

pℓ
T ∼ mZ /2

qT

dσN3LO+N3LL
DY = ℋN3LL+recoil

DY ⊗ dσLO
DY + dσNNLO

DY+1 jet − [dσN3LL+recoil
DY ]𝒪(α3

s )
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• State-of-the-art  resummation in QCD


• Inclusion of EW effects in  resummation


• Implications for  determination

pT

pT

mW
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EW effects on precision DY observables
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Figure 7. Upper plots: lepton-pair transverse mass (left plots) and lepton transverse momentum
(right plots) distributions in di↵erent approximations: without QCD corrections (Horace LO and
Horace with QED FSR PS) and with QCD corrections (Powheg-v2 NLO QCD + QCD PS
and Powheg-v2 NLO QCD + QCD PS interfaced to Photos) for the decay W

+
! µ

+
⌫ at the

LHC 14 TeV, with acceptance cuts as in table 11. Lower plots: relative contribution of QED FSR
normalized to the LO predictions and of QED FSR + mixed QCD-QED corrections normalized to
the Powheg-v2 NLO QCD + QCD PS predictions.

LO predictions (blue dots); we then consider the predictions in QCDNLOPS⇥QEDPS ap-

proximation and take the ratio with purely QCD corrected distributions (red dots). With

this ratio we express the impact of QED FSR corrections together with the one of mixed

QCD-QED terms present in a tool based on a factorized ansatz for the combination of

QCD and QED terms, removing exactly the e↵ect of pure QCD corrections. The QED

FSR corrections are common to the blue and red dots and the di↵erence between the two

sets of points is induced by the mixed QCD-QED corrections. As it can be seen from

figure 7, the shape and size of the QED FSR corrections to the transverse mass distribu-

tion is largely maintained after the inclusion of QCD corrections; the mixed QCD-QED

contributions are moderate but not negligible, with an e↵ect at the few per mille level. On

the contrary, the lepton pT distribution is strongly modified by mixed QCD-QED e↵ects,

which amount to some per cent and, more importantly, smear the varying shape of the

– 22 –

charged DY

• Sizeable impact of QED radiation from final-state 
leptons and mixed QCD-EW corrections on precision 
DY observables


• Resummation of EW effects at the level of fiducial 
leptons obtained with dedicated codes [Horace, Photos], 
up to NLO+PS with POWHEG-EW [Bernaciak, Wakeroth, 
1201.4804, Barzè et al., 1202.0465, 1302.4606, …]


• NLL QED and mixed QCD-EW effects for inclusive 
on-shell  and  production in [Cieri et al. 1805.11948, 
Autieri et al. 2302.05403]

W Z
[Carloni-Calame et al., 1612.02841]
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pℓ
T
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Accurate resummation of QED and mixed 
QCD-EW effects with RadISH [Buonocore, Rottoli, PT, 2404.15112]

Schematic RadISH resummation differential over leptons phase space (massive bare muons)

Paolo Torrielli 9

• Inclusion of QED and mixed QCD-EW effects in RadISH at NLL, i.e.  + subleadingO(αn
s αmLn+m)

dσ(pT)
dΦB

= ∫
dkt1

kt1
ℒ(kt1) e−R(kt1) ℱ(pT, ΦB, kt1)
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Accurate resummation of QED and mixed 
QCD-EW effects with RadISH

Luminosity  including  and  corrections 
to coefficient functions, hard function:


                             +      DGLAP  and  


                    

ℒ(kt1) = |ℳB |2
cd [Cci ⊗ fi(kt1)] [Cdj ⊗ fj(kt1)] H(μR) O(α) O(αsα)

Cab = C QCD
ab +

α
2π

C′ (1)
ab +

αs

2π
α
2π

C(1,1)
ab P′ (1)

ab P(1,1)
ab

H = H QCD +
α
2π

H′ (1) +
α
2π

F′ (1)(ΦB) +
αs

2π
α
2π

H(1,1)

[Buonocore, Rottoli, PT, 2404.15112]

Schematic RadISH resummation differential over leptons phase space (massive bare muons)
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dσ(pT)
dΦB

= ∫
dkt1

kt1
ℒ(kt1) e−R(kt1) ℱ(pT, ΦB, kt1)

• Inclusion of QED and mixed QCD-EW effects in RadISH at NLL, i.e.  + subleadingO(αn
s αmLn+m)
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dσ(sing)

dQ2dYdqTdΩ = 1
S ∑

c

dσ(0)
cc̄,ℓℓ̄

dΩ ∫ db
(2π)2 eib⋅qTSc(Q, b, Φb) ∑

a1,a2
∫

1

x1

dz1
z1 ∫

1

x2

dz2
z2

[Hℓℓ̄C1C2]cc̄;a1a2
fa1/h1

(x1, b2
0 /b2)fa2/h2

(x2, b2
0 /b2)

11

Expansion in two parameters 

A = ∑
k>0

( αS

π )
k

A(k,0) + ∑
k>0

( α
π )

k

A(0,k) + ∑
j>0,k>0

( αS

π )
j

( α
π )

k

A( j,k)

Notice that they are additive at the exponent of the 
Sudakov form factor, so there is a multiplicative 
interplay when expanded at fixed order 

The QED and mixed QCD-QED coefficients can be 
obtained by the corresponding pure QCD ones 
(Abelianisation)

ABELIANISATION (only real emission of photons!) 

-resummation QCD-QED(EW): massive final stateqT

ℓ

ℓ̄

photons

ℓ

ℓ̄

Accurate resummation of QED and mixed 
QCD-EW effects with RadISH

Sudakov radiator  including QED NLL , QED 
(QCD) running of QCD (QED) coupling , and soft wide-
angle QED radiation from leptons (  dependence)


              

R(kt1) L g1(αL) + g2(αL)
g11(αsL, αL)

ΦB

R = RQCD + RQED(ΦB) + RMIX +
αs

2π
α
2π

B(1,1)L

[Buonocore, Rottoli, PT, 2404.15112]

Schematic RadISH resummation differential over leptons phase space (massive bare muons)
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dσ(pT)
dΦB

= ∫
dkt1

kt1
ℒ(kt1) e−R(kt1) ℱ(pT, ΦB, kt1)

• Inclusion of QED and mixed QCD-EW effects in RadISH at NLL, i.e.  + subleadingO(αn
s αmLn+m)
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[Buonocore, Rottoli, PT, 2404.15112]

First pheno results with QED and mixed 
QCD-EW effects in RadISH

• Large EW effects at small  and around jacobian peak of  and , mostly driven by QED FSR


• Towards accurate comparison with data without subtraction of EW effects from the latter (‘Born’ leptons)


• Mixed  terms from fixed order not included in these plots
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Figure 3. Matched spectra for the di-lepton transverse momentum in neutral-current DY. Left panel:
perturbative progression including QCD and EW effects. Right panel: effect of EW corrections on top of
the QCD baseline.

4.1 Neutral-current Drell Yan

We start by displaying in Fig. 3 the transverse momentum p
µµ

t
of the di-muon system in NCDY. In

the left panel we compare matched predictions with different accuracy. The purple band features
NLO+NLL0 accuracy both in the QCD and in the EW coupling. We recall that this amounts to
excluding all quantities with label “(1,1)” from eqs. (2.15) to (2.17). Green and orange bands both
include nNLL0

MIX
EW effects (i.e. “(1,1)” quantities in eqs. (2.15) to (2.17)), as well as NNLOQCD,

with the orange (green) attaining N3LL0 (NNLL0) logarithmic QCD accuracy. At medium-large
p
µµ

t
the inclusion of NNLOQCD contributions has the effect of significantly hardening the tail, and

reducing the uncertainty band to the 10-15% level. In the p
µµ

t
! 0 resummation region, nNLL0

MIX

and especially NNLL0
QCD

logarithmic terms lower the spectrum (green vs purple), a trend which
is maintained after inclusion of N3LL0

QCD
contributions (orange vs green). We notice that in this

region the uncertainty band is significantly reduced upon adding logarithmic effects, down to the
few-% level below 20 GeV for our most accurate prediction (orange). Predictions with higher formal
accuracy are well contained within the uncertainty bands of lower orders in that region, which is a
sign of good perturbative convergence.

In the right panel of Fig. 3 we assess the importance of including EW effects (orange) on top
of the QCD NNLO+N3LL0 baseline (light blue). The orange band is identical to the one in the left
panel, which will be the case as well for the next figures in this section. The two predictions differ by
their perturbative content, as well as by the PDF adopted, where a LUXqed photon PDF (together
with its DGLAP evolution) is active only for the former. EW effects induce a visible distortion in
the spectrum at small pµµ

t
, lowering the prediction by as much as 10-15% for p

µµ

t
. 10 GeV. We

have checked that, as one might expect, EW corrections largely factorise from QCD in the small-pµµ
t

region, namely similar shape distortions as those in the right panel of Fig. 3 can be observed when
including EW effects on top of lower-order QCD predictions. The same considerations apply for
all observables considered below. We also note that at small pµµ

t
the uncertainty bands of the two

predictions are comparatively small, at the level of few %, and do not overlap. The latter feature
is not surprising, since EW corrections are genuinely new physical effects, whose magnitude is not
supposed to be meaningfully estimated by pure-QCD scale variations. This consideration highlights
the relevance of an accurate description of EW effects in DY production for a successful precision-
physics programme at the LHC. The effect of all-order EW corrections becomes more and more
marginal for p

µµ

t
& 30 GeV (except for a slight increase in the uncertainty band in the matching

– 11 –

 > 27 GeV, | | < 2.5,

66 GeV <  < 116 GeV
pℓ

T ηℓ

Mℓℓ

pT(Z)

neutral DY

102

103

104

d
�

/
d

m
µ

µ
t

[p
b
/
G

e
V

]

NNPDF3.1 LUXqed (NNLO)

13 TeV, pp � Z/��(� µ+µ�) + X

unc. with µR, µF, Q variations

R
a
d
IS

H
+

M
A
T

R
IX

NLOQCD+NLOEW+NLL�
QCD

+NLL�
EW

NNLOQCD+NLOEW+NNLL�
QCD

+NLL�
EW

+nNLL�
MIX

NNLOQCD+NLOEW+N3LL�
QCD

+NLL�
EW

+nNLL�
MIX

60 65 70 75 80 85 90 95 100 105
mµµ

t
[GeV]

0.8

0.9

1.0

1.1

1.2

1.3

R
a
t
io

t
o

N
3
L
L

�

102

103

104

d
�

/
d

m
µ

µ
t

[p
b
/
G

e
V

]

NNPDF3.1/NNPDF3.1 LUXqed (NNLO)

13 TeV, pp � Z/��(� µ+µ�) + X

unc. with µR, µF, Q variations

R
a
d
IS

H
+

M
A
T

R
IX

NNLOQCD+N3LL�
QCD

NNLOQCD+NLOEW+N3LL�
QCD

+NLL�
EW

+nNLL�
MIX

60 65 70 75 80 85 90 95 100 105
mµµ

t
[GeV]

0.8

0.9

1.0

1.1

1.2

1.3

R
a
t
io

t
o

Q
C

D
+

E
W

Figure 5. Matched spectra for the di-muon transverse mass in neutral-current DY. Left panel: perturbative
progression including QCD and EW effects. Right panel: effect of EW corrections on top of the QCD
baseline.

both below and especially above the jacobian peak at m
µµ

t
' mZ . Perturbative corrections are

relatively flat upon including EW effects, at the level of up to 5% comparing purple and orange
predictions. Uncertainty bands are significantly shrunk by the inclusion of subleading perturbative
effects, again reaching ±2% (±4%) below (above) peak. The right panel shows that EW effects
have moderate impact below the transverse-mass peak, with shape distortions at the ±3% level for
m

µµ

t
. 85 GeV. In the peak region and in the high-mµµ

t
tail the distortion reaches the 15-20% level,

with EW contributions consistently lowering the prediction.

In Fig. 6 we show the same observables that were considered in Figs. 3 to 5, comparing
RadISH+MATRIX predictions against POWHEGQCD+EW [115, 116] results. The latter tool
performs an NLO + parton shower (PS) matching including NLO QCD and NLO EW effects at
the level of matrix elements, as well as the resummation of QED and QCD initial-state radiation
(ISR) by means of Pythia8 [106] (version 8.245), and the resummation of QED final-state radi-
ation (FSR) by means of Photos [103]. In order for the comparison with RadISH+MATRIX
to be sensible, we do not consider hadronisation and multi-particle interactions at the end of the
Pythia8 showering phase. We adopt the AZNLO tune [169], that was fit to precise Drell-Yan
p
``

t
and �

⇤
⌘

data. Moreover, we activate the POWHEGQCD+EW flag lepaslight=0, in order to
treat the final-state muons as massive. POWHEGQCD+EW contains QCD and EW ingredients
entering our NLO+NLL0 results2. As such, POWHEGQCD+EW predictions (pink curves in Fig. 6)
are expected to be fairly compatible with the RadISH+MATRIX ones at NLO+NLL0 accuracy
(purple lines) within their respective uncertainties. Both are confronted to our best predictions
(orange lines) to assess the numerical impact, with respect to the current state of the art, of the
terms included in the present article for the first time. For clarity, we stress that the purple and
orange RadISH+MATRIX predictions are the same (with identical colour code) as displayed in
the left panels of Figs. 3 to 5.

Starting with the di-muon transverse momentum p
µµ

t
in the upper-left panel of Fig. 6, we note

that the RadISH+MATRIX (purple) and POWHEGQCD+EW (pink) central predictions are in
reasonable shape agreement in the resummation region p

µµ

t
. 20 GeV. As far as the hard p

µµ

t
tail is

concerned, we instead observe a different shape between the two generators. We have checked that

2
We note that the photon-induced process �� ! µ+µ�

at LO is not available in the current version of the NCDY

POWHEGQCD+EW generator Z_ew-BMNNPV revision 4056.
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Figure 8. Matched spectra for the muon transverse momentum in charged-current DY. Left panel: per-
turbative progression including QCD and EW effects. Right panel: effect of EW corrections on top of the
QCD baseline.
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Figure 9. Matched spectra for the muon-neutrino transverse mass in charged-current DY. Left panel:
perturbative progression including QCD and EW effects. Right panel: effect of EW corrections on top of
the QCD baseline.

Figs. 8 and 9 show predictions for the muon transverse momentum p
µ

+

t
and for the muon-

neutrino transverse mass mµ⌫

t
. These distributions are central for the determination of fundamental

SM parameters such as the W -boson mass, serving as inputs for template-fitting techniques [1–5], or
for the definition of new observables [119, 120] based on their perturbative prediction. By and large,
the same comments expressed for the analogous NCDY observables apply in CCDY as well, with
a remarkable perturbative stability displayed by all predictions including EW effects (left panels of
Figs. 8 and 9), and visible shape distortions induced by the latter on top of pure-QCD predictions
(right panels of Figs. 8 and 9). From the quantitative point of view, the effect of EW corrections is
slightly smaller than for NCDY, consistently with what noticed for pµ⌫

t
in the right panel of Fig. 7.

The trend is also very similar to what found in Fig. 24 of [168], both for p
µ

+

t
and for m

µ⌫

t
.

As for the comparison with POWHEGQCD+EW in CCDY, in Fig. 10 we show predictions for
the muon-neutrino transverse momentum, the muon transverse momentum, and the muon-neutrino
transverse mass, with the same pattern used in Fig. 6. The features of the comparison are very
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Impact of matching at O(αsα)

• We work with massive bare muons:  terms enhanced by large  in the resummation, 
largely absorbed by matching to fixed order


• Expected numerical impact of matching on precision observables. After matching, residual  
dependence should be under control


• Interest in developing formalism to resum all  terms (soft wide-angle + quasi-collinear)

O(αsα) log(mμ/M)

mμ

log(mμ)
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Non-singular  terms are enhanced by logarithms of the lepton mass! 

There is no apriori argument to believe that they are captured by standard procedures of error estimate (aka scale 
variation) 

They are needed to “match” what injected in the resummed component

Personal thought:  complete matching at  corrections should be sufficient for the moment  
(but very interesting to think about a refinement of the formalism to perform a joint resummation of lepton mass 
logarithms) 
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Caveat: impact of higher-order  matching !(αsα)
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• State-of-the-art  resummation in QCD


• Inclusion of EW effects in  resummation


• Implications for  determination

pT

pT

mW



Experimental determination of mW

[ATLAS-CONF-2023-004]

mW

• Current experimental procedure for  is 
to fit template  and  distributions to 
data in charged DY


• Templates are generated with (quite low 
accuracy) parton shower, after crucial 
calibration (tuning) to  neutral DY 


• Transfer of information from neutral to 
charged DY: subtle to assess systematics

mW
pℓ

T mT

pT(Z)
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Template fitting and tuning

The template fitting procedure is acceptable if the data are described by the theoretical distribution with high quality
Template fitting: description of the single lepton transverse momentum distribution

Scale variation of the N3LO+N3LL prediction for ptlep  
provides a set of equally good templates 
but the width of the uncertainty band is at the few percent level 
a factor 10 larger than the naive estimate would require !

for the kinematical distributions of the final-state leptons.
A particularly relevant distribution is the leptonic trans-
verse momentum, which plays a central role in the precise
extraction of the W-boson mass at the LHC [2,6]. Figure 3
shows the differential distribution of the negatively charged
lepton at three different orders, for our default value
pcut
T ¼ 0.81 GeV. Unlike for the fiducial cross section,

the inclusion of pll
T resummation in this observable is

crucial to cure local (integrable) divergences in the spec-
trum due to the presence of a Sudakov shoulder [120] at
pl−
T ∼mll=2. The figure shows an excellent convergence

of the perturbative prediction, with residual uncertainties at
N3LOþ N3LL of the order of a few percent across the
entire range.
Conclusions.—In this Letter, we have presented state-of-

the-art predictions for the fiducial cross section and differ-
ential distributions in the Drell-Yan process at the LHC,
through both N3LO and N3LOþ N3LL in QCD. These new
predictions are obtained through the combination of an
accurate NNLO calculation for the production of a Drell-
Yan pair in association with one jet, and the N3LL
resummation of logarithmic corrections arising at small
pll
T . The high quality of these results allowed us to carry

out a thorough study of the performance of the computa-
tional method adopted, reaching an excellent control over
all systematic uncertainties involved. We presented pre-
dictions for two different definitions of the fiducial vol-
umes, relying either on symmetric cuts Eq. (2a) on the
transverse momentum of the leptons, or on a recently
proposed product cuts Eq. (2b) which is shown to improve
the stability of the perturbative series. Our results display
residual theoretical uncertainties at the Oð1%Þ level in the

fiducial cross section, and at the few-percent level in
differential distributions. These predictions will play an
important role in the comparison of experimental data with
an accurate theoretical description of the Drell-Yan process
at the LHC.
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Ⱦ data driven approach
     a Monte Carlo event generator is tuned to the data in NCDY ( )
                                                    ȿ
     the same parameters are then used to prepare the CCDY templates
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FIG. S36: Differences between the data and simulation, divided by the expected statistical uncertainty, for the mT

distributions in the muon (left) and electron (right) channels.
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distributions in the muon (left) and electron (right) channels.
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inputs, χ2/dof and the probability of obtaining a χ2/dof at least as large, are summarized in Table S9.

B. Consistency checks

We compare the electron and muon p!T fit results obtained from subsamples of the data chosen to enhance possible
residual instrumental effects (Table S10). The uncertainty on the difference between the W+ → µ+ν and W− → µ−ν
fits includes the uncertainty due to the COT alignment (the uncertainty in the intercept of the linear fit in Fig. S6),
which contributes to this mass splitting. The mass fit differences for the electron channel are shown with and without
applying an E/p-based calibration from the corresponding subsample. The stability of the momentum and energy
scales is verified by performing Z-boson mass fits in subsamples separated in chronological time (indicated by run
number in Table S10).

We additionally test the stability of the mass fits as the fit ranges are varied. The variations of the fitted mass values
relative to the nominal results are consistent with expected statistical fluctuations, as shown in Figs. S39-S41 [107].

CDF collaboration, Scince 376, 170-176 (2022)     Eur.Phys.J.C 78 (2018) 2, 110, Eur.Phys.J.C 78 (2018) 11, 898 (erratum) 
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Template fitting procedure requires that the theoretical distribution can describe the data with high quality  

Data-driven approach: 
Monte Carlo event 
generators tuned with NCDY 
data exploiting astonishing 

precision of  spectrum  pℓℓ
⊥

Templates prepared for CCDY using the same tuned parameters
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Figure 7: Distributions of pZT (left) before and (right) after the fit for the di↵erent candidate
models of the unpolarised cross-sections. The fit only considers the region pZT < 30GeV, indicated
by the dashed vertical line. In the lower panels the ratios with respect to the POWHEGPythia
model are shown.

Table 2: Results of fits of di↵erent models to the pZT distribution. The uncertainties quoted are
statistical, and the �2 comparison of the di↵erent models to the data is evaluated considering
only statistical uncertainties. The right-hand column lists the fit values of the kintrT parameter
or, for DYTurbo, the analogous g parameter. The fit with DYTurbo has one more degree
of freedom than the fits with the other models since only one tuning parameter (g) is used for
DYTurbo.

Program �2/ndf ↵s

DYTurbo 208.1/13 0.1180 g = 0.523± 0.047GeV2

POWHEGPythia 30.3/12 0.1248± 0.0004 kintr
T = 1.470± 0.130GeV

POWHEGHerwig 55.6/12 0.1361± 0.0001 kintr
T = 0.802± 0.053GeV

Herwig 41.8/12 0.1352± 0.0002 kintr
T = 0.753± 0.052GeV

Pythia, CT09MCS 69.0/12 0.1287± 0.0004 kintr
T = 2.113± 0.032GeV

Pythia, NNPDF31 62.1/12 0.1289± 0.0004 kintr
T = 2.109± 0.032GeV

importance of A3 can be understood by inspection of Eq. 2: an increase in A3 enhances
the cross-section for events with large sin# and cos'. The contribution to the muon
pT from the W boson mass scales with sin# while the contribution from the transverse
momentum of the W boson scales with ± cos' for W± boson production. By allowing
a single A3 scaling factor, which is shared between the W+ and W� processes, to vary
freely in the mW fit the angular coe�cient uncertainty is reduced by roughly a factor
of three, to 10MeV. E↵ectively the resulting model only depends on DYTurbo for the
kinematic dependence of A3, while all other coe�cients are fully modelled by DYTurbo.

7.4 Parametric correction at high transverse momentum

While POWHEGPythia is shown in Sect. 7 to describe the pZT distribution in the region
below 30GeV, it systematically underestimates the cross-section at higher pZT. This is
expected due to the missing matrix elements for the production of a weak boson and more
than one jet. Figure 8 compares the pZT distribution in the data with the model prediction
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Table 2: Results of fits of di↵erent models to the pZT distribution. The uncertainties quoted are
statistical, and the �2 comparison of the di↵erent models to the data is evaluated considering
only statistical uncertainties. The right-hand column lists the fit values of the kintrT parameter
or, for DYTurbo, the analogous g parameter. The fit with DYTurbo has one more degree
of freedom than the fits with the other models since only one tuning parameter (g) is used for
DYTurbo.

Program �2/ndf ↵s

DYTurbo 208.1/13 0.1180 g = 0.523± 0.047GeV2

POWHEGPythia 30.3/12 0.1248± 0.0004 kintr
T = 1.470± 0.130GeV

POWHEGHerwig 55.6/12 0.1361± 0.0001 kintr
T = 0.802± 0.053GeV

Herwig 41.8/12 0.1352± 0.0002 kintr
T = 0.753± 0.052GeV

Pythia, CT09MCS 69.0/12 0.1287± 0.0004 kintr
T = 2.113± 0.032GeV

Pythia, NNPDF31 62.1/12 0.1289± 0.0004 kintr
T = 2.109± 0.032GeV

importance of A3 can be understood by inspection of Eq. 2: an increase in A3 enhances
the cross-section for events with large sin# and cos'. The contribution to the muon
pT from the W boson mass scales with sin# while the contribution from the transverse
momentum of the W boson scales with ± cos' for W± boson production. By allowing
a single A3 scaling factor, which is shared between the W+ and W� processes, to vary
freely in the mW fit the angular coe�cient uncertainty is reduced by roughly a factor
of three, to 10MeV. E↵ectively the resulting model only depends on DYTurbo for the
kinematic dependence of A3, while all other coe�cients are fully modelled by DYTurbo.

7.4 Parametric correction at high transverse momentum

While POWHEGPythia is shown in Sect. 7 to describe the pZT distribution in the region
below 30GeV, it systematically underestimates the cross-section at higher pZT. This is
expected due to the missing matrix elements for the production of a weak boson and more
than one jet. Figure 8 compares the pZT distribution in the data with the model prediction

15

Procedure heavily relies on the 
similarities between NC and CC DY, 
and assumes that the information 
obtained from the data is fully 
correlated between the two processes

LAP! Seminars, 16 Feb 20237

Template fitting and tuning

The template fitting procedure is acceptable if the data are described by the theoretical distribution with high quality
Template fitting: description of the single lepton transverse momentum distribution

Scale variation of the N3LO+N3LL prediction for ptlep  
provides a set of equally good templates 
but the width of the uncertainty band is at the few percent level 
a factor 10 larger than the naive estimate would require !

for the kinematical distributions of the final-state leptons.
A particularly relevant distribution is the leptonic trans-
verse momentum, which plays a central role in the precise
extraction of the W-boson mass at the LHC [2,6]. Figure 3
shows the differential distribution of the negatively charged
lepton at three different orders, for our default value
pcut
T ¼ 0.81 GeV. Unlike for the fiducial cross section,

the inclusion of pll
T resummation in this observable is

crucial to cure local (integrable) divergences in the spec-
trum due to the presence of a Sudakov shoulder [120] at
pl−
T ∼mll=2. The figure shows an excellent convergence

of the perturbative prediction, with residual uncertainties at
N3LOþ N3LL of the order of a few percent across the
entire range.
Conclusions.—In this Letter, we have presented state-of-

the-art predictions for the fiducial cross section and differ-
ential distributions in the Drell-Yan process at the LHC,
through both N3LO and N3LOþ N3LL in QCD. These new
predictions are obtained through the combination of an
accurate NNLO calculation for the production of a Drell-
Yan pair in association with one jet, and the N3LL
resummation of logarithmic corrections arising at small
pll
T . The high quality of these results allowed us to carry

out a thorough study of the performance of the computa-
tional method adopted, reaching an excellent control over
all systematic uncertainties involved. We presented pre-
dictions for two different definitions of the fiducial vol-
umes, relying either on symmetric cuts Eq. (2a) on the
transverse momentum of the leptons, or on a recently
proposed product cuts Eq. (2b) which is shown to improve
the stability of the perturbative series. Our results display
residual theoretical uncertainties at the Oð1%Þ level in the

fiducial cross section, and at the few-percent level in
differential distributions. These predictions will play an
important role in the comparison of experimental data with
an accurate theoretical description of the Drell-Yan process
at the LHC.
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Ⱦ data driven approach
     a Monte Carlo event generator is tuned to the data in NCDY ( )
                                                    ȿ
     the same parameters are then used to prepare the CCDY templates
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distributions in the muon (left) and electron (right) channels.
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inputs, χ2/dof and the probability of obtaining a χ2/dof at least as large, are summarized in Table S9.

B. Consistency checks

We compare the electron and muon p!T fit results obtained from subsamples of the data chosen to enhance possible
residual instrumental effects (Table S10). The uncertainty on the difference between the W+ → µ+ν and W− → µ−ν
fits includes the uncertainty due to the COT alignment (the uncertainty in the intercept of the linear fit in Fig. S6),
which contributes to this mass splitting. The mass fit differences for the electron channel are shown with and without
applying an E/p-based calibration from the corresponding subsample. The stability of the momentum and energy
scales is verified by performing Z-boson mass fits in subsamples separated in chronological time (indicated by run
number in Table S10).

We additionally test the stability of the mass fits as the fit ranges are varied. The variations of the fitted mass values
relative to the nominal results are consistent with expected statistical fluctuations, as shown in Figs. S39-S41 [107].

CDF collaboration, Scince 376, 170-176 (2022)     Eur.Phys.J.C 78 (2018) 2, 110, Eur.Phys.J.C 78 (2018) 11, 898 (erratum) 
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Template fitting procedure requires that the theoretical distribution can describe the data with high quality  

Data-driven approach: 
Monte Carlo event 
generators tuned with NCDY 
data exploiting astonishing 

precision of  spectrum  pℓℓ
⊥

Templates prepared for CCDY using the same tuned parameters
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Figure 7: Distributions of pZT (left) before and (right) after the fit for the di↵erent candidate
models of the unpolarised cross-sections. The fit only considers the region pZT < 30GeV, indicated
by the dashed vertical line. In the lower panels the ratios with respect to the POWHEGPythia
model are shown.

Table 2: Results of fits of di↵erent models to the pZT distribution. The uncertainties quoted are
statistical, and the �2 comparison of the di↵erent models to the data is evaluated considering
only statistical uncertainties. The right-hand column lists the fit values of the kintrT parameter
or, for DYTurbo, the analogous g parameter. The fit with DYTurbo has one more degree
of freedom than the fits with the other models since only one tuning parameter (g) is used for
DYTurbo.

Program �2/ndf ↵s

DYTurbo 208.1/13 0.1180 g = 0.523± 0.047GeV2

POWHEGPythia 30.3/12 0.1248± 0.0004 kintr
T = 1.470± 0.130GeV

POWHEGHerwig 55.6/12 0.1361± 0.0001 kintr
T = 0.802± 0.053GeV

Herwig 41.8/12 0.1352± 0.0002 kintr
T = 0.753± 0.052GeV

Pythia, CT09MCS 69.0/12 0.1287± 0.0004 kintr
T = 2.113± 0.032GeV

Pythia, NNPDF31 62.1/12 0.1289± 0.0004 kintr
T = 2.109± 0.032GeV

importance of A3 can be understood by inspection of Eq. 2: an increase in A3 enhances
the cross-section for events with large sin# and cos'. The contribution to the muon
pT from the W boson mass scales with sin# while the contribution from the transverse
momentum of the W boson scales with ± cos' for W± boson production. By allowing
a single A3 scaling factor, which is shared between the W+ and W� processes, to vary
freely in the mW fit the angular coe�cient uncertainty is reduced by roughly a factor
of three, to 10MeV. E↵ectively the resulting model only depends on DYTurbo for the
kinematic dependence of A3, while all other coe�cients are fully modelled by DYTurbo.

7.4 Parametric correction at high transverse momentum

While POWHEGPythia is shown in Sect. 7 to describe the pZT distribution in the region
below 30GeV, it systematically underestimates the cross-section at higher pZT. This is
expected due to the missing matrix elements for the production of a weak boson and more
than one jet. Figure 8 compares the pZT distribution in the data with the model prediction
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models of the unpolarised cross-sections. The fit only considers the region pZT < 30GeV, indicated
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model are shown.

Table 2: Results of fits of di↵erent models to the pZT distribution. The uncertainties quoted are
statistical, and the �2 comparison of the di↵erent models to the data is evaluated considering
only statistical uncertainties. The right-hand column lists the fit values of the kintrT parameter
or, for DYTurbo, the analogous g parameter. The fit with DYTurbo has one more degree
of freedom than the fits with the other models since only one tuning parameter (g) is used for
DYTurbo.

Program �2/ndf ↵s

DYTurbo 208.1/13 0.1180 g = 0.523± 0.047GeV2

POWHEGPythia 30.3/12 0.1248± 0.0004 kintr
T = 1.470± 0.130GeV

POWHEGHerwig 55.6/12 0.1361± 0.0001 kintr
T = 0.802± 0.053GeV

Herwig 41.8/12 0.1352± 0.0002 kintr
T = 0.753± 0.052GeV

Pythia, CT09MCS 69.0/12 0.1287± 0.0004 kintr
T = 2.113± 0.032GeV

Pythia, NNPDF31 62.1/12 0.1289± 0.0004 kintr
T = 2.109± 0.032GeV

importance of A3 can be understood by inspection of Eq. 2: an increase in A3 enhances
the cross-section for events with large sin# and cos'. The contribution to the muon
pT from the W boson mass scales with sin# while the contribution from the transverse
momentum of the W boson scales with ± cos' for W± boson production. By allowing
a single A3 scaling factor, which is shared between the W+ and W� processes, to vary
freely in the mW fit the angular coe�cient uncertainty is reduced by roughly a factor
of three, to 10MeV. E↵ectively the resulting model only depends on DYTurbo for the
kinematic dependence of A3, while all other coe�cients are fully modelled by DYTurbo.

7.4 Parametric correction at high transverse momentum

While POWHEGPythia is shown in Sect. 7 to describe the pZT distribution in the region
below 30GeV, it systematically underestimates the cross-section at higher pZT. This is
expected due to the missing matrix elements for the production of a weak boson and more
than one jet. Figure 8 compares the pZT distribution in the data with the model prediction
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New variable for  determinationmW [Rottoli, PT, Vicini, 2301.04059]

•  jacobian peak at ~ 


• Sensitivity to  of  bins  through the covariance 
matrix:                                  

 = average over different  values


• Eigenvalues of  yield eigenvectors’ sensitivity to 

pℓ
T mW /2

mW pℓ
T σi

Cij = ⟨σi σj⟩ − ⟨σi⟩ ⟨σj⟩
⟨ . . ⟩ mW

Cij mW
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pret the extracted mW as the fundamental SM parame-
ter; on the other hand, the observable displays excellent
perturbative convergence, which enables a robust study
of the associated perturbative-QCD (pQCD) uncertain-
ties, and its theoretical description is systematically im-
provable by adding subleading QCD and EW e↵ects. The
simple dependence of the observable uponmW in turn al-
lows a plain study of the impact of non-perturbative QCD
(npQCD) e↵ects, as well as a consistent propagation of
their uncertainties in the prediction.

Lepton transverse momentum and sensitivity to mW .
The modelling of p`

? in CCDY requires a precise descrip-
tion of the QCD contributions to the transverse and lon-
gitudinal degrees of freedom of the final state [77]. At
leading order (LO) the charged lepton and the neutrino
are back-to-back, p`⌫

? = 0, thus, neglecting lepton masses
and the W -boson decay width �W , the p`

? distribution
has a sharp kinematical endpoint at p`

? = mW /2, which
is the origin of its sensitivity to the W -boson mass (see
also [78, 79]). Beyond LO in QCD, the region around the
endpoint develops a sensitivity to soft radiation, which in
turn generates an integrable singularity [80] in the fixed-
order di↵erential p`

? spectrum. The all-order treatment
of soft and collinear initial-state QCD radiation, achieved
by a resummation of enhanced logarithms log(p`⌫

? /mW ),
is therefore a central ingredient for a reliable descrip-
tion of p`

?. Such a resummation nowadays reaches next-
to-next-to-next-to-leading-logarithmic (N3LL) accuracy,
matched with the next-to-next-to-leading-order (NNLO)
predictions for the transverse-momentum spectrum [27].

In the following, we consider the p`
? distribution at the

Large Hadron Collider (LHC) with centre-of-mass energyp
S = 13 TeV and acceptance cuts p`

? > 20 GeV, M `⌫
? >

27 GeV, |⌘`| < 2.5, 66 GeV < M `⌫ < 116 GeV (⌘` and
M `⌫ being the charged-lepton rapidity and the lepton-
pair invariant mass, respectively), using the central
replica of the NNPDF4.0 NNLO proton PDF set [81] with
strong coupling constant ↵s(mZ) = 0.118 through the
LHAPDF interface [82]. We give predictions for three dif-
ferent QCD approximations, NLO+NLL, NNLO+NNLL
and NNLO+N3LL [83], using the RadISH [31, 84–86] code
for p`⌫

? resummation, with a fixed-order prediction pro-
vided by MCFM [87]. We match the two results using the
qT -subtraction formalism [88], with a technical slicing
cuto↵ qcut

T = 0.81 GeV in the MCFM calculation. Linear
fiducial power corrections are included in the RadISH pre-
diction through transverse recoil [28, 89] using the pre-
scription described in [90, 91]. We consider 21 values
of mW between 80.329 GeV and 80.429 GeV, in steps
of 5 MeV. Renormalisation, factorisation and resumma-

tion scales are chosen as µR,F = ⇠R,F

q
(M `⌫)2 + (p`⌫

? )2,

and µQ = ⇠Q M `⌫ , respectively. We estimate pQCD un-
certainties by varying ⇠R and ⇠F independently in the
range (1/2, 1, 2), excluding ⇠R,F /⇠F,R = 4, while keeping
⇠Q = 1/2 (7 variations). In addition, we consider the 2
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Figure 1. Upper panel: charged-lepton transverse-
momentum distribution in CCDY, computed with di↵erent
QCD approximations and referencemW = 80.379 GeV. Lower
panel: ratio of p`? distributions computed with two mW val-
ues di↵ering by 20 MeV.

variations of ⇠Q in (1/4, 1) at central values ⇠R = ⇠F = 1,
thereby obtaining a total envelope of 9 variations.

The upper panel of Figure 1 displays the perturbative
convergence of the p`

? distribution, for a given value of
mW = 80.379 GeV: one can notice how the inclusion
of higher-order pQCD e↵ects in resummed predictions
translates into a significant reduction of theoretical sys-
tematics. The lower panel of Figure 1 shows the impact
on the p`

? distribution of a 20-MeV shift of the reference
mW value. As evinced by the plot, such a shift induces
a shape distortion at the 0.5%-level around the jacobian
peak, an e↵ect which is clearly resolvable beyond the the-
oretical uncertainty. We also note that, starting from
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[Rottoli, PT, Vicini, 2301.04059]

• First eigenvalue is ~ 99% of the  trace


• Sensitivity to  in a single bin combination:  just causes  spectrum to shift by 


• Define a new observable as a proxy for the dominant  eigenvector: jacobian asymmetry

Cij

mW ΔmW pℓ
T ΔmW /2

Cij
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New variable for  determinationmW
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• L / U sum bins below / above ~ 37GeV with + / — sign, mimicking dominant  eigenvectorCij

Jacobian asymmetry
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2

pret the extracted mW as the fundamental SM parame-
ter; on the other hand, the observable displays excellent
perturbative convergence, which enables a robust study
of the associated perturbative-QCD (pQCD) uncertain-
ties, and its theoretical description is systematically im-
provable by adding subleading QCD and EW e↵ects. The
simple dependence of the observable uponmW in turn al-
lows a plain study of the impact of non-perturbative QCD
(npQCD) e↵ects, as well as a consistent propagation of
their uncertainties in the prediction.

Lepton transverse momentum and sensitivity to mW .
The modelling of p`

? in CCDY requires a precise descrip-
tion of the QCD contributions to the transverse and lon-
gitudinal degrees of freedom of the final state [77]. At
leading order (LO) the charged lepton and the neutrino
are back-to-back, p`⌫

? = 0, thus, neglecting lepton masses
and the W -boson decay width �W , the p`

? distribution
has a sharp kinematical endpoint at p`

? = mW /2, which
is the origin of its sensitivity to the W -boson mass (see
also [78, 79]). Beyond LO in QCD, the region around the
endpoint develops a sensitivity to soft radiation, which in
turn generates an integrable singularity [80] in the fixed-
order di↵erential p`

? spectrum. The all-order treatment
of soft and collinear initial-state QCD radiation, achieved
by a resummation of enhanced logarithms log(p`⌫

? /mW ),
is therefore a central ingredient for a reliable descrip-
tion of p`

?. Such a resummation nowadays reaches next-
to-next-to-next-to-leading-logarithmic (N3LL) accuracy,
matched with the next-to-next-to-leading-order (NNLO)
predictions for the transverse-momentum spectrum [27].

In the following, we consider the p`
? distribution at the

Large Hadron Collider (LHC) with centre-of-mass energyp
S = 13 TeV and acceptance cuts p`

? > 20 GeV, M `⌫
? >

27 GeV, |⌘`| < 2.5, 66 GeV < M `⌫ < 116 GeV (⌘` and
M `⌫ being the charged-lepton rapidity and the lepton-
pair invariant mass, respectively), using the central
replica of the NNPDF4.0 NNLO proton PDF set [81] with
strong coupling constant ↵s(mZ) = 0.118 through the
LHAPDF interface [82]. We give predictions for three dif-
ferent QCD approximations, NLO+NLL, NNLO+NNLL
and NNLO+N3LL [83], using the RadISH [31, 84–86] code
for p`⌫

? resummation, with a fixed-order prediction pro-
vided by MCFM [87]. We match the two results using the
qT -subtraction formalism [88], with a technical slicing
cuto↵ qcut

T = 0.81 GeV in the MCFM calculation. Linear
fiducial power corrections are included in the RadISH pre-
diction through transverse recoil [28, 89] using the pre-
scription described in [90, 91]. We consider 21 values
of mW between 80.329 GeV and 80.429 GeV, in steps
of 5 MeV. Renormalisation, factorisation and resumma-

tion scales are chosen as µR,F = ⇠R,F

q
(M `⌫)2 + (p`⌫

? )2,

and µQ = ⇠Q M `⌫ , respectively. We estimate pQCD un-
certainties by varying ⇠R and ⇠F independently in the
range (1/2, 1, 2), excluding ⇠R,F /⇠F,R = 4, while keeping
⇠Q = 1/2 (7 variations). In addition, we consider the 2
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Figure 1. Upper panel: charged-lepton transverse-
momentum distribution in CCDY, computed with di↵erent
QCD approximations and referencemW = 80.379 GeV. Lower
panel: ratio of p`? distributions computed with two mW val-
ues di↵ering by 20 MeV.

variations of ⇠Q in (1/4, 1) at central values ⇠R = ⇠F = 1,
thereby obtaining a total envelope of 9 variations.

The upper panel of Figure 1 displays the perturbative
convergence of the p`

? distribution, for a given value of
mW = 80.379 GeV: one can notice how the inclusion
of higher-order pQCD e↵ects in resummed predictions
translates into a significant reduction of theoretical sys-
tematics. The lower panel of Figure 1 shows the impact
on the p`

? distribution of a 20-MeV shift of the reference
mW value. As evinced by the plot, such a shift induces
a shape distortion at the 0.5%-level around the jacobian
peak, an e↵ect which is clearly resolvable beyond the the-
oretical uncertainty. We also note that, starting from
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Jacobian asymmetry in perturbative QCD
• Excellent perturbative QCD convergence


• Simple combination of fiducial  rates integrated in wide 
bins: small systematic/statistical experimental error, viability 
to unfold detector effects


• Naive estimate:  15 MeV experimental (syst.),          
 5 MeV in perturbative QCD


•  determined as the intersection of theo. / expt. straight 
lines, with their error bands


• Calculated from charged DY: minimal reliance on neutral DY 
(only via non-perturbative QCD model, when included)

pℓ
T

ΔmW ∼ ±
ΔmW ∼ ±

mW

Paolo Torrielli 16

[Rottoli, PT, Vicini, 2301.04059]

Slope independent of QCD approx / 
scale choice: QCD ISR factorised from 

-sensitive propagation / decaymW

4
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Figure 2. The asymmetry Ap`
?

as a function of mW , in

di↵erent QCD approximations.

Figure 3. The range of mW values obtained comparing the
band of theoretical predictions at di↵erent orders in pQCD,
with the central experimental value of Ap`

?
. Di↵erent choices

of [p`,min
? , p`,mid

? , p`,max
? ] are considered.

proxy. The pattern of convergence against variations
of [p`,min

? , p`,mid
? , p`,max

? ] largely reflects our considerations
below Eq. (2). We also remark the need of N3LL resum-
mation for a sizeable reduction of theoretical uncertainty,
and a precise mW determination.

Discussion. The asymmetry Ap`
?

defined in Eq. (2)
o↵ers some interesting features, compared to a template
fit of the whole p`

? distribution. First, it is defined in

terms of inclusive rates integrated over relatively wide
phase-space regions: this allows to obtain a fairly stable
QCD prediction on the theoretical side, and an excellent
statistical precision and the possibility to unfold detec-
tor e↵ects on the experimental side. Second, the asym-
metry enables a determination of mW based on CCDY
data which, upon including state-of-the-art pQCD pre-
dictions, is not dominated by the tuning of model param-
eters on NCDY measurements. Third, through its linear
dependence on mW , the asymmetry o↵ers the possibil-
ity to cleanly disentangle the impact on mW determina-
tion of all e↵ects contributing to the p`

? spectrum. On
top of the pQCD predictions scrutinised in this paper,
which constitute a robust starting point, it is conceptu-
ally straightforward to include final-state QED radiation,
as well as EW and mixed QCD-EW perturbative correc-
tions. All of these additional e↵ects induce modifications
to Ap`

?
that can be separately assessed and systemati-

cally refined. E↵ects of npQCD origin, relevant for a fully
realistic description, can also be included as a separate
component to the prediction of Ap`

?
, but as opposed to

template-fitting, their inclusion is not instrumental for
the whole mW -extraction procedure. As they involve
initial-state QCD radiation, their inclusion is expected
to simply induce a vertical o↵set to Ap`

?
without altering

its slope, i.e. its sensitivity to mW . This o↵set in turn
yields a shift of the preferred mW value, which can be
easily estimated thanks to the linear mW -dependence of
Ap`

?
. The underlying npQCD model can be constrained

via the simultaneous analysis of more observables, other
than Ap`

?
: the improvement in the accuracy of this model

is thus a problem fully decoupled from mW determina-
tion.
To illustrate how npQCD contributions can be consis-

tently studied through the asymmetry Ap`
?
, we consider

e↵ects on mW coming from collinear proton PDFs and
from the modelling of an intrinsic transverse momentum
k? of partons in the proton (further details on the results
of this study can be found in the Appendix). The un-
certainty on collinear PDFs enters transverse kinematics
indirectly, through the finite lepton-rapidity acceptance,
while intrinsic k? directly shifts leptonic momenta.
As for the e↵ect of collinear PDFs, predictions for

Ap`
?
(32GeV, 37GeV, 47GeV) obtained using all 100

replicas of the NNPDF4.0 set yield a PDF uncer-
tainty of ±11.5 MeV. More conservatively, we also
consider the central replicas of the CT18NNLO [93],
MSHT20nnlo [94], and NNPDF3.1 [95] PDF sets. The
corresponding spread of mW values is of ⇠ 30 MeV. A
reduction of PDF uncertainty can be achieved by profil-
ing PDF replicas through the simultaneous inclusion of
additional information, such as data in di↵erent rapid-
ity regions [68, 69], all bins of the p`

? distribution [73],
di↵erent W charges at the LHC [2].

Turning to the intrinsic k? of partons in the proton,
it can be precisely modelled studying the p`+`�

? distribu-

𝒜pℓ
T

charged DY

pure QCD
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Jacobian asymmetry: expected impact of 
EW and non-perturbative

•  allows to disentangle the impact of non-pert. QCD 
and of EW effects on  extraction


• Non-pert. QCD expected to have a moderate impact 
on  values without affecting slope


• EW effects (mainly QED FSR) expected to significantly 
affect  value (O (100 MeV)) and, less so, its slope

𝒜pℓ
T

mW

𝒜pℓ
T

𝒜pℓ
T
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𝒜pℓ
T

mW

sketch of non pert. impact on 𝒜pℓ
T

𝒜pℓ
T

mW

sketch of EW impact on 𝒜pℓ
T

pp ! W
+,

p
s = 14 TeV MW shifts (MeV)

Templates accuracy: LO W
+
! µ

+
⌫ W

+
! e

+
⌫

Pseudo–data accuracy MT p
`

T
MT p

`

T

1 Horace only FSR-LL at O(↵) -94±1 -104±1 -204±1 -230±2

2 Horace FSR-LL -89±1 -97±1 -179±1 -195±1

3 Horace NLO-EW with QED shower -90±1 -94±1 -177±1 -190±2

4 Horace FSR-LL + Pairs -94±1 -102±1 -182±2 -199±1

5 Photos FSR-LL -92±1 -100±2 -182±1 -199±2

Table 3. W mass shifts (in MeV) due to di↵erent QED/EW contributions and lepton-pair radi-
ation, for muons and bare electrons at 14 TeV LHC. The templates are computed at LO without
any shower correction, the pseudodata with the accuracy and the QED e↵ects as indicated in the
table.

determination of the W mass are in practice independent of the nominal c.m. energy. This

feature follows from the fact that these theoretical contributions are driven by logarithmic

terms of the form LQED = ln(ŝ/m2
`
), where m` is the mass of the radiating particle.

Independently of the accelerator energy, the configurations with ŝ ' M
2
W
, theW resonance,

dominate the cross section and the kinematical distributions relevant for the determination

of MW .

Comparing the di↵erent lines of table 3, it can be noticed that:

• 1 vs. 2: the contribution due to multiple photon emission, beyond O(↵), dominated

by two-photon radiation terms, amounts to some MeV for muons and to about 20

- 30 MeV for bare electrons, because of the very di↵erent impact of lepton-mass

dependent collinear logarithms LQED. This is in agreement with previous studies

at Tevatron energies, where the contribution of multiple FSR is taken into account

using Photos.

• 2 vs. 3: the contribution of non-logarithmic NLO EW corrections is a small e↵ect,

at a few MeV level, for both muons and electrons, and independent of the considered

observable. This result emphasizes the dominant rôle played by QED FSR at LL

level within the full set of NLO EW corrections.

• 2 vs. 4: the O(↵2) contribution due to lepton-pair radiation induces a shift of MW

of about 5±1 MeV for muons and 3±1 MeV for electrons, when considering the fits

to the transverse mass distribution. It is a not negligible e↵ect given the present

accuracy of the measurement at the Tevatron, where it is presently treated as a

contribution to the QED uncertainty, because the Photos version included in the

Tevatron analyses did not simulate pair radiation‡‡. For W decays into muons, the

shift is of the same order of the one induced by multiple photon emission, whereas

‡‡
At present a version of Photos including the e↵ects of light-pair radiation is available, as described in

ref. [79].
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pp̄ ! W
+,

p
s = 1.96 TeV MW shifts (MeV)

Templates accuracy: NLO-QCD+QCDPS W
+
! µ

+
⌫ W

+
! e

+
⌫(dres)

Pseudodata accuracy QED FSR MT p
`
T MT p

`
T

1 NLO-QCD+(QCD+QED)PS Pythia -91±1 -308±4 -37±1 -116±4

2 NLO-QCD+(QCD+QED)PS Photos -83±1 -282±4 -36±1 -114±3

3 NLO-(QCD+EW)-two-rad+(QCD+QED)PS Pythia -86±1 -291±3 -38±1 -115±3

4 NLO-(QCD+EW)-two-rad+(QCD+QED)PS Photos -85±1 -290±4 -37±2 -113±3

Table 10. W mass determination for muons and dressed electrons at the Tevatron. MW shifts
(in MeV) due to multiple QED FSR and mixed QCD-EW corrections, computed with Pythia-qed
and Photos as tools for the simulation of QED FSR e↵ects. Pythia-qed and Photos have been
interfaced to Powheg-v2 with only QCD corrections (lines 1 and 2) or matched to Powheg-v2
two-rad with NLO (QCD+EW) accuracy (lines 3 and 4). The templates have been computed with
Powheg-v2 with only QCD corrections. The results are based on MC samples with 1⇥108 events.

constant given by ↵(0), no pair radiation and negligible e↵ect of QED ISR in Pythia-

qed).

• 3 vs. 4: the shifts induced by mixed O(↵↵s) corrections are independent of the QED

radiation model, or, in other words, the e↵ect of QED terms subleading in an expan-

sions in powers of LQED is negligible. In fact the shifts of lines 3 and 4 agree at the

level of 1 MeV, within the statistical error, both for MT and p
l

T
in the case of muons

and dressed electrons. This can be understood by the fact that the hardest QED

final state photon is described, in both approaches, with NLO matrix element accu-

racy and the QED LL shower simulates only higher-order e↵ects. As a consequence,

the di↵erences stemming from di↵erent QED simulations between Pythia-qed and

Photos start from O(↵2). The di↵erences for both lepton-pair transverse mass and

lepton transverse momentum distributions are at the 0.1% level, as shown in figure 10

(blue dots) and flat around the jacobian peak, yielding di↵erences in the MW shifts

below the 1 MeV target uncertainty.

• 1 vs. 3 and 2 vs. 4: the di↵erence between these theoretical options provides an

estimate of the contribution of mixed O(↵↵s) corrections, that are not included in

the stand-alone tools that simulate QED FSR and that become available only after

matching these tools with an exact NLO EW calculation.

We note that the estimate of the mixed O(↵↵s) corrections depends on the tool used

to simulate QED FSR. In particular, the estimate of these e↵ects with FSR simulated

with Pythia-qed amounts to a ⇠ 5±1 MeV shift for the lepton-pair transverse mass

and to a shift of the order of ⇠ 17± 5 MeV for the lepton transverse momentum, in

the case of muons; for recombined electrons the shifts are of the size of ⇠ 1± 1 MeV

and ⇠ 1 ± 5 MeV for MT and p
l

T
, respectively. When simulating QED FSR with

Photos the e↵ects amount to a ⇠ 2± 1 MeV shift for the transverse mass and to a

shift of the order of ⇠ 8 ± 5 MeV for the lepton transverse momentum, in the case

– 34 –
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Outlook

•  resummation at N3LL’ / approx. N4LL in perturbative QCD, accurate comparison with data.      
Non pert. and PDF advances important for  and for  measurement from 


• Importance of EW effects for leptonic DY observables.                                                                     
High accuracy resummation of QCD+EW effects at the level of fiducial leptons in RadISH


• Jacobian asymmetry for  determination.                                                                                       
Minimal reliance on neutral DY (i.e. no tuning), clean disentangling of different effects contributing to 

 dependence

pT
pT(Z) → 0 αs pT(Z)

mW

mW

Thank you for your attention
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k3 Born matrix element at pT = 0

NLP resummation in DY via transverse recoil
• Leading-power  resummationpT

• Including next-to-leading power: recoil prescription [Catani et al., 1507.06937]


• generate  by QCD initial-state radiation


• boost Born kinematics from  rest frame to frame with that 

• apply fiducial cuts on boosted Born kinematics

pT

V pT

• Sufficient to resum all linear fiducial power corrections in  in the QCD corrections to DY [Ebert et al., 2006.11382]pT
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[Buonocore, Rottoli, PT, 2404.15112]RadISH vs POWHEG-EW

• POWHEG-EW ([Barzè et al., 1202.0465, 1302.4606, …], pink) at approx. NLL’+NLO QCD+EW. General agreement 
with RadISH but some shape distortion at the jacobian peak  and no matching systematics


• Ratio observable (crucial for ): nice perturbative stability from RadISH, similar to POWHEGBOX+QED 
shower (brown), while POWHEG-EW displays more significant discrepancy

pℓ
T ∼ mW /2

mW

21

Comparison with PWGEW+PY8+PHOTOS / 

PWGEW+PY8+PHOTOS: uncertainty bands only scale variations ( no estimate of resummation uncertainties) 

Good agreement for Born observables with some shape distortion at the Jacobian peak of 

Relative good agreement at small transverse momentum, large differences in the transition region; delayed 
matching to fixed order result for PWGEW+PY8+PHOTOS (accidentally closer to the higher-order result) 

NLL′ QCD + NLOQCD + NLL′ EW + NLOEW

pμ+

T

102

103

104

d
æ

/
d

m
µ

µ
t

[p
b
/
G

e
V

]

NNPDF3.1 LUXqed (NNLO)

13 TeV, pp ! Z/∞§(! µ+µ°) + X

unc. with µR, µF, Q variations

R
a
d
IS

H
+

M
A
T

R
IX

POWHEGQCD+EW+PY8QCD+QEDISR
+PHOTOSQEDFSR

NLOQCD+NLOEW+NLL0
QCD

+NLL0
EW

NNLOQCD+NLOEW+N3LL0
QCD

+NLL0
EW

+nNLL0
MIX

60 65 70 75 80 85 90 95 100 105
mµµ

t
[GeV]

0.8

0.9

1.0

1.1

1.2

1.3

R
a
t
io

t
o

Q
C

D
+

E
W

102

103

104

105

106

d
æ

/
d

p
µ

µ
t

[p
b
/
G

e
V

]

NNPDF3.1 LUXqed (NNLO)

13 TeV, pp ! Z/∞§(! µ+µ°) + X

unc. with µR, µF, Q, pt0 variations

R
a
d
IS

H
+

M
A
T

R
IX

POWHEGQCD+EW+PY8QCD+QEDISR
+PHOTOSQEDFSR

NLOQCD+NLOEW+NLL0
QCD

+NLL0
EW

NNLOQCD+NLOEW+N3LL0
QCD

+NLL0
EW

+nNLL0
MIX

0 20 40 60 80 100
pµµ

t
[GeV]

0.8

1.0

1.2

1.4

R
a
t
io

t
o

Q
C

D
+

E
W

0

10000

20000

30000

40000

50000

60000

d
æ

/
d

p
µ

+

t
[p

b
/
G

e
V

]

NNPDF3.1 LUXqed (NNLO)

13 TeV, pp ! Z/∞§(! µ+µ°) + X

unc. with µR, µF, Q variations

R
a
d
IS

H
+

M
A
T

R
IX

POWHEGQCD+EW+PY8QCD+QEDISR
+PHOTOSQEDFSR

NLOQCD+NLOEW+NLL0
QCD

+NLL0
EW

NNLOQCD+NLOEW+N3LL0
QCD

+NLL0
EW

+nNLL0
MIX

30 35 40 45 50 55 60
pµ+

t
[GeV]

0.8

0.9

1.0

1.1

1.2

1.3

R
a
t
io

t
o

Q
C

D
+

E
W

Phenomenology impact on NC DY

pT(Z)

neutral DY

103

104

105

106

d
�

/
d

p
µ

�
t

[p
b
/
G

e
V

]

NNPDF3.1 LUXqed (NNLO)

13 TeV, pp � W +(� µ+�µ) + X

unc. with µR, µF, Q, pt0 variations

R
a
d
IS

H
+

M
A
T

R
IX

POWHEGQCD+EW+PY8QCD+QEDISR
+PHOTOSQEDFSR

NLOQCD+NLOEW+NLL�
QCD

+NLL�
EW

NNLOQCD+NLOEW+N3LL�
QCD

+NLL�
EW

+nNLL�
MIX

0 20 40 60 80 100
pµ�

t
[GeV]

0.8

1.0

1.2

1.4

R
a
t
io

t
o

Q
C

D
+

E
W

0

50000

100000

150000

200000

250000

300000

350000

400000

450000

d
�

/
d

p
µ

+

t
[p

b
/
G

e
V

]

NNPDF3.1 LUXqed (NNLO)

13 TeV, pp � W +(� µ+�µ) + X

unc. with µR, µF, Q variations

R
a
d
IS

H
+

M
A
T

R
IX

POWHEGQCD+EW+PY8QCD+QEDISR
+PHOTOSQEDFSR

NLOQCD+NLOEW+NLL�
QCD

+NLL�
EW

NNLOQCD+NLOEW+N3LL�
QCD

+NLL�
EW

+nNLL�
MIX

30.0 32.5 35.0 37.5 40.0 42.5 45.0 47.5 50.0
pµ+

t
[GeV]

0.8

0.9

1.0

1.1

1.2

R
a
t
io

t
o

Q
C

D
+

E
W

102

103

104

105

d
�

/
d

m
µ

�
t

[p
b
/
G

e
V

]

NNPDF3.1 LUXqed (NNLO)

13 TeV, pp � W +(� µ+�µ) + X

unc. with µR, µF, Q variations

R
a
d
IS

H
+

M
A
T

R
IX

POWHEGQCD+EW+PY8QCD+QEDISR
+PHOTOSQEDFSR

NLOQCD+NLOEW+NLL�
QCD

+NLL�
EW

NNLOQCD+NLOEW+N3LL�
QCD

+NLL�
EW

+nNLL�
MIX

60 65 70 75 80 85 90 95 100
mµ�

t
[GeV]

0.8

0.9

1.0

1.1

1.2

R
a
t
io

t
o

Q
C

D
+

E
W

Figure 10. Comparison of matched RadISH+MATRIX spectra (purple and orange) against
POWHEGQCD+EW predictions (pink) for the muon-neutrino transverse momentum, the muon transverse
momentum, and the muon-neutrino transverse mass in charged-current Drell Yan.

similar, both qualitatively and quantitatively, to the ones already exposed in detail for NCDY, thus
we refrain from further commenting on them. Given the high phenomenological relevance for these
observables, we are confident that our new RadISH+MATRIX predictions with highest accuracy
(orange curves) will have an impact on the precise determination of the W -boson mass and the EW
mixing angle at the LHC.

4.3 Comparison between neutral- and charged-current Drell Yan

We conclude the section of phenomenological results by showing the normalised ratio of the CCDY to
NCDY di-lepton transverse momentum p

``

t
. This is a crucial control observable in the experimental

strategy for W -boson mass extraction at the LHC [2]. The differential spectra are normalised to
the fiducial cross sections in the range p

``

t
2 [0, 30] GeV.

In Fig. 11, using the same pattern as in the previous figures, we display RadISH+MATRIX
predictions for the ratio observable. We do not consider variations of the matching scheme, i.e. we
set Z(p``

t
) = 1 in eq. (4.2). Uncertainty bands are obtained with a fully correlated variation of the

three perturbative scales µR, µF , and Q in the numerator and in the denominator. From the left
panel of Fig. 11 we observe a robust perturbative progression in presence of EW effects, with higher-
order corrections stably contained into uncertainty bands of lower orders. There is a significant
uncertainty reduction (green vs purple) upon inclusion of NNLO+NNLL0 QCD corrections and
nNLL0

MIX
effects, while the further addition of N3LL0 QCD resummation (orange vs green) yields a
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Figure 2. The asymmetry Ap`
?

as a function of mW , in

di↵erent QCD approximations.
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Figure 3. The range of mW values obtained comparing the
band of theoretical predictions at di↵erent orders in pQCD,
with the central experimental value of Ap`

?
. Di↵erent choices

of [p`,min
? , p`,mid

? , p`,max
? ] are considered.

proxy. The pattern of convergence against variations
of [p`,min

? , p`,mid
? , p`,max

? ] largely reflects our considerations
below Eq. (2). We also remark the need of N3LL resum-
mation for a sizeable reduction of theoretical uncertainty,
and a precise mW determination.

Discussion. The asymmetry Ap`
?

defined in Eq. (2)
o↵ers some interesting features, compared to a template
fit of the whole p`

? distribution. First, it is defined in

terms of inclusive rates integrated over relatively wide
phase-space regions: this allows to obtain a fairly stable
QCD prediction on the theoretical side, and an excellent
statistical precision and the possibility to unfold detec-
tor e↵ects on the experimental side. Second, the asym-
metry enables a determination of mW based on CCDY
data which, upon including state-of-the-art pQCD pre-
dictions, is not dominated by the tuning of model param-
eters on NCDY measurements. Third, through its linear
dependence on mW , the asymmetry o↵ers the possibil-
ity to cleanly disentangle the impact on mW determina-
tion of all e↵ects contributing to the p`

? spectrum. On
top of the pQCD predictions scrutinised in this paper,
which constitute a robust starting point, it is conceptu-
ally straightforward to include final-state QED radiation,
as well as EW and mixed QCD-EW perturbative correc-
tions. All of these additional e↵ects induce modifications
to Ap`

?
that can be separately assessed and systemati-

cally refined. E↵ects of npQCD origin, relevant for a fully
realistic description, can also be included as a separate
component to the prediction of Ap`

?
, but as opposed to

template-fitting, their inclusion is not instrumental for
the whole mW -extraction procedure. As they involve
initial-state QCD radiation, their inclusion is expected
to simply induce a vertical o↵set to Ap`

?
without altering

its slope, i.e. its sensitivity to mW . This o↵set in turn
yields a shift of the preferred mW value, which can be
easily estimated thanks to the linear mW -dependence of
Ap`

?
. The underlying npQCD model can be constrained

via the simultaneous analysis of more observables, other
than Ap`

?
: the improvement in the accuracy of this model

is thus a problem fully decoupled from mW determina-
tion.
To illustrate how npQCD contributions can be consis-

tently studied through the asymmetry Ap`
?
, we consider

e↵ects on mW coming from collinear proton PDFs and
from the modelling of an intrinsic transverse momentum
k? of partons in the proton (further details on the results
of this study can be found in the Appendix). The un-
certainty on collinear PDFs enters transverse kinematics
indirectly, through the finite lepton-rapidity acceptance,
while intrinsic k? directly shifts leptonic momenta.
As for the e↵ect of collinear PDFs, predictions for

Ap`
?
(32GeV, 37GeV, 47GeV) obtained using all 100

replicas of the NNPDF4.0 set yield a PDF uncer-
tainty of ±11.5 MeV. More conservatively, we also
consider the central replicas of the CT18NNLO [93],
MSHT20nnlo [94], and NNPDF3.1 [95] PDF sets. The
corresponding spread of mW values is of ⇠ 30 MeV. A
reduction of PDF uncertainty can be achieved by profil-
ing PDF replicas through the simultaneous inclusion of
additional information, such as data in di↵erent rapid-
ity regions [68, 69], all bins of the p`

? distribution [73],
di↵erent W charges at the LHC [2].

Turning to the intrinsic k? of partons in the proton,
it can be precisely modelled studying the p`+`�

? distribu-
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• Very good perturbative QCD convergence across 
different bin-edge choices


• Importance of N3LL resummation to establish 
perturbative convergence beyond mere scale 
variations


• Trade-off between sensitivity (improving at higher 
 ) and perturbative convergence (improving 

at lower  )
pℓ,mid

⊥
pℓ,mid

⊥

Jacobian asymmetry: dependence on bin edges
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• Variations from 100 NNPDF4.0 NNLO replicas on NLL+NLO result: 12 MeV                   
Spread from 3 other NNLO PDF sets (central replica) on N3LL+NNLO:  30 MeV


• Asymmetry slope unaffected: factorisation of initial-state effects from  propagation / decay


• PDF spread can be reduced to few MeV using additional  bins, anti-correlation of different rapidity 
windows [Bozzi, Citelli, Vesterinen, Vicini, 2015; Bagnaschi, Vicini 2019], combination of 

ΔmW ∼ ±
ΔmW ∼

W

pℓ
T

W+ / W−

Jacobian asymmetry: dependence on PDFs

Paolo Torrielli 4
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PDF uncertainties

  • the PDF uncertainties on  are evaluated in a conservative way
     using the 100 replicae of the NNPDF4.0 - NLO set
     Ⱦ 

  • the spread of the central values of CT18NNLO, MSHTnnlo, NNPDF4.0
     if of  

  • this size of the uncertainty is expected:
         is one single observable,   particularly sensitive to PDF variations

     Ⱦ more information is needed to mitigate this problem

mW

δmPDF
W = ± 11 MeV

∼ 30 MeV

"pℓ
⊥

  1) in situ profiling 
      (e.g. use additional bins of the  distribution)

  2) combination of results in different rapidity acceptance regions
       (e.g. LHCb combined with ATLAS/CMS)

  3) combination of results for  and 

pℓ
⊥

W+ W−
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Jacobian asymmetry: toy non perturbative study

Paolo Torrielli 5

Toy study on effect of NP modelling
I From NNLO+NNLL NCDY predictions, compute pZ

t

reweighing factors to match NCDY ‘data’ (NNLO+N3LL
central) ! mimic tuning. One factor per scale choice.

I Apply rewgeighing factors to NNLO+NNLL CCDY p`⌫
t

spectrum; compare with CCDY ‘data’ (NNLO+N3LL
central).

I p`⌫
t

and p`
t

distribution after reweighing agree better with
CCDY ‘data’, but maintain some shape difference.

I QCD uncertainty on reweighting robustly estimated only
using one reweighing factor per scale choice.

I Uncertainty on MW of same size (or larger) as that of the
starting NNLO+NNLL distribution, not of the target
NNLO+N3LL ‘data’: importance of accurate perturbative
starting point for assessing NP effects.

I NP = additional effect to precisely calculate asymmetry
value (slope unaffected), not the central ingredient of MW

extraction, as for template fitting.
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Information transfer from NCDY to CCDY :    a validation exercise

  • NNLO+N3LL with central scales is our MC truth = pseudodata
      both for NCDY and CCDY
  • we take NNLO+NNLL as theory model

 - for different scale choices we compute the reweighing functions 
   from NNLO+NNLL to the  pseudodata
 - we then use the same reweighing functions in CCDY at NNLO+NNLL
 - we compare the reweighed results and the CCDY pseudo data

  • the  and  distributions obtained with reweighing 
    show an improvement (get very close to the CCDY pseudodata),
    but still maintain some shape differences

  • the pQCD uncertainty on 
    estimated with or without reweighing is of similar size 
    (in our case the NNLO+NNLL QCD uncertainty)

  Ⱦ usage of the highest available perturbative order is recommended
       to minimize the systematics in the transfer from Z to W

pZ�

pW� p��

mW
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•  K-factors from NNLL (templates) to N3LL (pseudo-
data): mimic tuning. One K-factor per scale variation


• Reweigh NNLL  templates with those K-factors and 
compare with N3LL  pseudo-data


• Uncertainty on  is not reduced after reweighing


• Importance of accurate perturbative starting point to 
assess impact of tuning on  extraction


• Asymmetry allows to study non-pert. impact separately 
from other sources (e.g. EW). Slope unaffected

pT(Z)

pT(W)
pT(W)

mW

mW
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