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Probabilistic	
vs. unknown

When	tossing	a	coin	in	the	Trevi
fountain,	we	do	not	know	if	it	
will	fall	on	the	head	or	on	the	tail	
side	

→we	do	not	have	control	on	all	
the	conditions	affecting	the	
outcome	of	the	toss
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Different	is	the	case	with	
Quantum	Mechanics	in	the	
Copenaghen interpretation	

→ the	outcome	is	probabilistic
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Probabilistic	
vs. unknown

Particle	source
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From	causes	to	effects

True	value	(cause)

Observed	
values	
(effect)

De
du
ct
io
n

Induction
Inference

Induction:	process	of	learning	from	empirical	observations

(Probabilistic)	deduction:	going	from	causes	to	effects
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Example	of	random	variables

1. What	is	the	real	weight	of	the	grapes,	having	
observed	certain	values	on	the	scale?

2. We	bought	1kg	of	grapes:	what	number	will	
appear	on	the	scale?

→	There	are	measurement	errors

→	The	link	between	observations	and	
theory	is	alwasy	of	probabilistic	nature

From	causes	to	effects
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The	Likelihood

It	represents	the	joint	probability	of	the	observed	data	as	a	function	of	the	parameters	of	a	
given	model.

ℒ 𝜗|𝑥 →	probability	of	observing	the	data	𝑥	assuming	the	value	𝜗	for	a	given	parameter.

𝜗	is	chosen	so	to	maximize	the	likelihood.
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The	Likelihood

It	represents	the	joint	probability	of	the	observed	data	as	a	function	of	the	parameters	of	a	
given	model.

ℒ 𝜗|𝑥 →	probability	of	observing	the	data	𝑥	assuming	the	value	𝜗	for	a	given	parameter.

𝜗	is	chosen	so	to	maximize	the	likelihood.

Example:	I	toss	a	fair	coin	and	obtain	4	consecutive	times	head
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The	Likelihood

It	represents	the	joint	probability	of	the	observed	data	as	a	function	of	the	parameters	of	a	
given	model.

ℒ 𝜗|𝑥 →	probability	of	observing	the	data	𝑥	assuming	the	value	𝜗	for	a	given	parameter.

𝜗	is	chosen	so	to	maximize	the	likelihood.

Example:	I	toss	a	fair	coin	and	obtain	4	consecutive	times	head
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The	Gaussian
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Learning	from	data

We	do	n	independent	measurements	𝑥!	of	an	observable	X	(with	n	high	enough)	→	what	we	learn	about	X?

What	is	X	true	value	𝜇?

𝜇 = 	 𝑥̅ ± '𝜎 𝑛
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Learning	from	data

We	do	n	independent	measurements	𝑥!	of	an	observable	X	(with	n	high	enough)	→	what	we	learn	about	X?

What	is	X	true	value	𝜇?

𝜇 = 	 𝑥̅ ± '𝜎 𝑛

We	would	highly	tempted	to	interpret	it	as

𝑃 𝑥̅ − '𝜎 𝑛 < 𝜇 < 𝑥̅ + '𝜎 𝑛 = 68%
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Learning	from	data

We	do	n	independent	measurements	𝑥!	of	an	observable	X	(with	n	high	enough)	→	what	we	learn	about	X?

What	is	X	true	value	𝜇?

𝜇 = 	 𝑥̅ ± '𝜎 𝑛

We	would	highly	tempted	to	interpret	it	as

𝑃 𝑥̅ − '𝜎 𝑛 < 𝜇 < 𝑥̅ + '𝜎 𝑛 = 68%

while	it	actually	means

𝑃 𝜇 − '𝜎 𝑛 < 𝑥̅ < 𝜇 + '𝜎 𝑛 = 68%
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Learning	from	data

We	do	n	independent	measurements	𝑥!	of	an	observable	X	(with	n	high	enough)	→	what	we	learn	about	X?

What	is	X	true	value	𝜇?

𝜇 = 	 𝑥̅ ± '𝜎 𝑛

We	would	highly	tempted	to	interpret	it	as

𝑃 𝑥̅ − '𝜎 𝑛 < 𝜇 < 𝑥̅ + '𝜎 𝑛 = 68%

while	it	actually	means

𝑃 𝜇 − '𝜎 𝑛 < 𝑥̅ < 𝜇 + '𝜎 𝑛 = 68%

𝜇	is	a	constant	of	unknown	value	→	it	cannot	be	
interpreted	probabilistically

However,	what	is	in	the	upper	formula	is	exactly	what	
we	want:	having	observed	the	effect	E	(x)	what	can	
we	say	about	the	cause	H	(𝝁)?
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Probability	of	the	causes

What	we	really	want	to	know	is	the	probability	of	the	causes,	but	we	only	have	the	probability	of	the	
data.
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Probability	of	the	causes

What	we	really	want	to	know	is	the	probability	of	the	causes,	but	we	only	have	the	probability	of	the	
data.

…at	least	through	standard	statistical	tools



To	be(t)	or	not	to	be(t) 16

Probability	of	the	causes

What	we	really	want	to	know	is	the	probability	of	the	causes,	but	we	only	have	the	probability	of	the	
data.

P 𝐻|	𝒅𝒂𝒕𝒂 →	probability	of	the	hypothesis	H	having	observed	the	data	(«Is	this	track	a	𝜋"	or	a	𝐾"? »)

P 𝒅𝒂𝒕𝒂|𝐻 →	probability	of	the	data	under	the	hypothesis	that	H	is	true	(«What	is	the	probability	of	two	
consecutive	heads	when	𝑡𝑜𝑠𝑠𝑖𝑛𝑔	𝑎	𝒓𝒆𝒈𝒖𝒍𝒂𝒓	𝑐𝑜𝑖𝑛? »)

→	The	likelihood	ℒ 𝜗|𝑥
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Conditional	probability

P 𝐸|𝐻 = ! "∩$
!($)

The	probability	that	E	will	occur	under	the	hypothesis	that	H	has	occurred

Assessment	of	the	probability	of	E,	under	the	condition	that	H	is	true	→	it	
must	be	independent	on	the	probability	of	H!

P(E)	is	practically	always	P(E|something)!	E.g.,	when	throwing	a	dice	we	
assume	it	is	regular

What	would	P(E|Ω	=	whatever	happens)	mean?
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Conditional	probability

P 𝐸|𝐻 = ! "∩$
!($)

The	probability	that	E	will	occur	under	the	hypothesis	that	H	has	occurred

Assessment	of	the	probability	of	E,	under	the	condition	that	H	is	true	→	it	
must	be	independent	on	the	probability	of	H!

P(E)	is	practically	always	P(E|something)!	E.g.,	when	throwing	a	dice	we	
assume	it	is	regular

What	would	P(E|Ω	=	whatever	happens)	mean?

Example:	«perfectly»	efficient	detector	
looking	for	a	rare	event
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Conditional	probability

P 𝐸|𝐻 = ! "∩$
!($)

The	probability	that	E	will	occur	under	the	hypothesis	that	H	has	occurred

Assessment	of	the	probability	of	E,	under	the	condition	that	H	is	true	→	it	
must	be	independent	on	the	probability	of	H!

P(E)	is	practically	always	P(E|something)!	E.g.,	when	throwing	a	dice	we	
assume	it	is	regular

What	would	P(E|Ω	=	whatever	happens)	mean?

𝑃 𝐸|𝑈 ≠ 𝑃 𝐸 ∩ 𝑈 ,	the	probability	that	
both	events	occur.

𝑃 𝐸 ∩ 𝑈 	can	be	very	small,	while	
𝑃 𝐸|𝑈 	is	very	high

Think	of	the	limiting	case	𝑃 𝐻 ≡ 𝑃 𝐻 ∩ 𝐻 ≤ 𝑃 𝐻|𝐻 = 1



Inversion	of	probability:	hypothesis	tests
To	be(t)	or	not	to	be(t) 20
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𝑃 positive|plague 	~	1	

𝑃 positive|plague = 0.2%	

		What	if	the	test	turns	out	to	be	positive?
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The	missing	ingredient
𝑃 positive|plague 	~	1	

𝑃 positive|plague = 0.2%	

		What	if	the	test	turns	out	to	be	positive?
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The	missing	ingredient
𝑃 positive|plague 	~	1	

𝑃 positive|plague = 0.2%	

		What	if	the	test	turns	out	to	be	positive?

P 𝒅𝒂𝒕𝒂|𝐻 ≡ 𝑃 positive|plague →	probability	of	the	data	under	the	hypothesis	that	H	is	true	(«What	
is	the	probability	that	I	have	a	positive	test	result	not	having	the	plague? »)

P 𝐻|	𝒅𝒂𝒕𝒂 ≡ 𝑃 plague|positive →	probability	of	the	hypothesis	H	having	observed	the	data	(«What	
is	the	probability	that	I	do	not	have	the	plague	if	I	have	a	positive	test	result»)
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The	missing	ingredient
𝑃 positive|plague 	~	1	

𝑃 positive|plague = 0.2%	

		What	if	the	test	turns	out	to	be	positive?

The	prior	P 𝐻
𝐴	priori	probability	of	the	hypothesis	H

P 𝒅𝒂𝒕𝒂|𝐻 ≡ 𝑃 positive|plague →	probability	of	the	data	under	the	hypothesis	that	H	is	true	(«What	
is	the	probability	that	I	have	a	positive	test	result	not	having	the	plague? »)

P 𝐻|	𝒅𝒂𝒕𝒂 ≡ 𝑃 plague|positive →	probability	of	the	hypothesis	H	having	observed	the	data	(«What	
is	the	probability	that	I	do	not	have	the	plague	if	I	have	a	positive	test	result»)
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The	HERA	excess
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The	HERA	excess



To	be(t)	or	not	to	be(t) 27

The	HERA	excess

P 𝒅𝒂𝒕𝒂|𝑆𝑀 ≲ 1%
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The	HERA	excess

P 𝒅𝒂𝒕𝒂|𝑆𝑀 ≲ 1%

Official	statement:

P 𝑺𝑴|𝒅𝒂𝒕𝒂 	≲ 1%
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The	HERA	excess

P 𝒅𝒂𝒕𝒂|𝑆𝑀 ≲ 1%

Official	statement:

P 𝑺𝑴|𝒅𝒂𝒕𝒂 	≲ 1%
Media	statement:

P 𝑆𝑀|𝒅𝒂𝒕𝒂 	≲ 99%
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The	HERA	excess

P 𝒅𝒂𝒕𝒂|𝑆𝑀 ≲ 1%

Official	statement:

P 𝑺𝑴|𝒅𝒂𝒕𝒂 	≲ 1%
Media	statement:

P 𝑆𝑀|𝒅𝒂𝒕𝒂 	≲ 99%



The	Bayes	
theorem
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𝑃 𝐻|𝐸 =
𝑃 𝐸|𝐻 𝑃 𝐻

𝑃 𝐸
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Probability.	A	deeper	look	at	the	coin

1. The	ratio	between	the	number	of	favorable	cases	to	the	number	of	all	cases	(classical	or	combinatorial)

2. The	ratio	of	the	number	of	times	an	event	occurred	in	a	test	series	to	the	total	number	of	trials	(frequentistic).
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Probability.	A	deeper	look	at	the	coin

1. The	ratio	between	the	number	of	favorable	cases	to	the	number	of	all	cases	(classical	or	combinatorial)
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Subjective	probability

A measure of the degree of belief that an event will occur
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Subjective	probability

A measure of the degree of belief that an event will occur

1.	No	issues	with	circularity	of	the	
definition

2.	No	issues	with	equiprobability	of	the	
possible	outcomes

3.	No	issues	with	the	number	of	
repetitions	to	be	perform

4.	Odds	in	betting.	The higher the degree of 
belief that an event will occur, the higher the 
amount of money A that someone ("a rational 
better") is ready to pay in order to receive a 
sum of money B if the event occurs.

5.	P(E)	is	not	an	intrinsic	
characteristic	of	the	event	E,	but	
depends	on	the	state	of	information	
available	to	whoever	evaluates	P(E).
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Subjective	probability

A measure of the degree of belief that an event will occur

1.	No	issues	with	circularity	of	the	
definition

2.	No	issues	with	equiprobability	of	the	
possible	outcomes

3.	No	issues	with	the	number	of	
repetitions	to	be	perform

4.	Odds	in	betting.	The higher the degree of 
belief that an event will occur, the higher the 
amount of money A that someone ("a rational 
better") is ready to pay in order to receive a 
sum of money B if the event occurs.

5.	P(E)	is	not	an	intrinsic	
characteristic	of	the	event	E,	but	
depends	on	the	state	of	information	
available	to	whoever	evaluates	P(E).

does	not	exist
Bruno	de	Finetti



Inspecting	the	
Bayes	theorem
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𝑃 𝐻|𝐸 = 𝑃 𝐸|𝐻 𝑃 𝐻

It	explicitly	shows	how	the	probability	of	a	certain	hypothesis	
is	updated	when	the	state	of	information	changes

𝑃 𝐻 →	The	prior,	i.e.	the	probability	of	this	hypothesis	with	
the	state	of	information	available	'before'	the	knowledge	
that	E	has	occurred

𝑃 𝐸|𝐻 →	The	likelihood,	i.e.	the	likelihood	that	a	cause	will	
produce	a	given	effect

𝑃 𝐻|𝐸 →	The	posterior,	i.e.	the	final,	or	'a	posteriori’,	
probability	of	Hi	'after'	the	new	information
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https://pdg.lbl.gov/2022/reviews/rpp2022-rev-passage-particles-matter.pdf

Formulating	the	experimental	question
…in	terms	of	the	Bayes	theorem

𝐸:	observed	event
𝐻!:	mutually	exclusive	hypothesis	that	
could	condition	the	event	𝐸

What	is	the	probability	of	𝑯𝒊	under	the	
hypothesis	that	E	has	occurred?

Example:	𝐸 →	energy	loss	observed	in	a	
detector
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Formulating	the	experimental	question
…in	terms	of	the	Bayes	theorem

𝐸:	observed	event
𝐻!:	mutually	exclusive	hypothesis	that	
could	condition	the	event	𝐸

What	is	the	probability	of	𝑯𝒊	under	the	
hypothesis	that	E	has	occurred?

Example:	𝐸 →	energy	loss	observed	in	a	
detector

𝐻!:	particle	hypothesis,	i.e.	𝜋,	K,	p
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Application	to	real	life	measurements
Particle	identification

Identification	efficiencies

𝜖$ = 95%
𝜖%→$ = 2%

The	trigger	accepts	the	event	if	the	
particle	is	identified	as	a	𝜇Beam	=	90%	𝜋	+	10%	𝜇
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Application	to	real	life	measurements
Particle	identification

Identification	efficiencies

𝜖$ = 95%
𝜖%→$ = 2%

The	trigger	accepts	the	event	if	the	
particle	is	identified	as	a	𝜇Beam	=	90%	𝜋	+	10%	𝜇

What	is	the	probability	that	the	trigger	is	fired	by	a	𝝁?

The	event	E	is	«The	trigger	is	fired»,	the	hypotheses	are	«𝜇»	or	«𝜋»

𝑃 𝜇|𝑇 =
𝑃 𝑇|𝜇 𝑃' 𝜇

𝑃 𝑇|𝜇 𝑃' 𝜇 + 𝑃 𝑇|𝜋 𝑃' 𝜋
=

0.95×0.1
0.95×0.1 + 0.02×0.9

= 0.84
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Application	to	real	life	measurements
Particle	identification

Identification	efficiencies

𝜖$ = 95%
𝜖%→$ = 2%

The	trigger	accepts	the	event	if	the	
particle	is	identified	as	a	𝜇Beam	=	90%	𝜋	+	10%	𝜇

What	is	the	ratio	 ⁄𝑺 𝑵?

The	event	E	is	«The	trigger	is	fired»,	the	hypotheses	are	«𝜇»	or	«𝜋»

𝑆
𝑁
=
𝑃 𝜇|𝑇
𝑃 𝜋|𝑇

=
𝑃 𝑆|𝐸
𝑃 𝑁|𝐸

=
𝑃 𝐸|𝑆
𝑃 𝐸|𝑁

𝑃' 𝑆
𝑃' 𝑁
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Application	to	real	life	measurements
Particle	identification

Identification	efficiencies

𝜖$ = 95%
𝜖%→$ = 2%

The	trigger	accepts	the	event	if	the	
particle	is	identified	as	a	𝜇Beam	=	90%	𝜋	+	10%	𝜇

What	is	the	ratio	 ⁄𝑺 𝑵?

The	event	E	is	«The	trigger	is	fired»,	the	hypotheses	are	«𝜇»	or	«𝜋»

𝑆
𝑁
=
𝑃 𝜇|𝑇
𝑃 𝜋|𝑇

=
𝑃 𝑆|𝐸
𝑃 𝑁|𝐸

=
𝑃 𝐸|𝑆
𝑃 𝐸|𝑁

𝑃' 𝑆
𝑃' 𝑁

If	conditions	are	noisy,	i.e.

𝑃' 𝑆 	<<	𝑃' 𝑁

experiment	must	be	very	
selective:

𝑃 𝐸|𝑆 >>	𝑃 𝐸|𝑆



Inversion	of	probability:	hypothesis	tests
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𝑃 positive|plague 	~	1	

𝑃 positive|plague = 0.2%	

		What	if	the	test	turns	out	to	be	positive?



To	be(t)	or	not	to	be(t) 46

The	Bayesian	solution
𝑃 positive|plague 	~	1	

𝑃 positive|plague = 0.2%	

		What	if	the	test	turns	out	to	be	positive?
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𝑃 positive|plague 	~	1	

𝑃 positive|plague = 0.2%	

		What	if	the	test	turns	out	to	be	positive?

The	Bayesian	solution

What	is	the	probability	of	having	the	plague	if	the	test	turns	out	to	be	positive?

→	A	prior	to	describe	the	«degree	of	belief»	for	the	hypothesis	must	be	introduced:	let’s	assume	only	
0.002%	of	the	population	is	affected	by	the	desease	(by	previous	observations,	general	knowledge	etc)

The	test	can	turns	out	to	be	positive	because:

1. 	𝑃 positive|plague 	~	1
2. 	𝑃 positive|plague = 0.2%	

But,	a	this	point,	the	priors	𝑃 plague 	and	𝑃 plague 	must	be	considered
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𝑃 positive|plague 	~	1	

𝑃 positive|plague = 0.2%	

		What	if	the	test	turns	out	to	be	positive?

The	Bayesian	solution

What	is	the	probability	of	having	the	plague	if	the	test	turns	out	to	be	positive?

→	A	prior	to	describe	the	«degree	of	belief»	for	the	hypothesis	must	be	introduced:	let’s	assume	only	
0.002%	of	the	population	is	affected	by	the	desease	(by	previous	observations,	general	knowledge	etc)

Total	positive	people:	100000	(because	infected)	+	120000	(not	infected,	but	resulting	affected	for	
unefficiency	of	the	test).	So,	the	probability	is

𝑃 plague|positive 	=
𝑃 positive|plague 𝑃 plague

𝑃 positive|plague 𝑃 plague + 𝑃 positive|plague 𝑃 plague
= 0.45
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𝑃 positive|plague 	~	1	

𝑃 positive|plague = 0.2%	

		What	if	the	test	turns	out	to	be	positive?

The	Bayesian	solution

What	is	the	probability	of	having	the	plague	if	the	test	turns	out	to	be	positive?

→	A	prior	to	describe	the	«degree	of	belief»	for	the	hypothesis	must	be	introduced:	let’s	assume	only	
0.002%	of	the	population	is	affected	by	the	desease	(by	previous	observations,	general	knowledge	etc)

In	terms	of	the	ratio	 ⁄𝑆 𝑁:

𝑃 plague|positive
𝑃 𝐩𝐥𝐚𝐠𝐮𝐞|positive

=
𝑃 positive|plague
𝑃 positive|plague

𝑃 plague
𝑃 plague

=
≈ 1
0.002×

0.1/60
≈ 1 ~0.83

Since	the	situation	is	that	of	noisy	conditions,	the	selectivity	of	the	test	is	not	enough
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Why	it	works?
A	deeper	look	at	the	dice

ℒ 𝑥|𝜇 →	likelihood	that	the	observation	𝑥	are	due	to	𝜇	

ℒ 𝑥|𝜇 →	𝑓 𝑥|𝜇

General	formula	of	Bayesian	inference:

𝑓 𝜇|𝑥 =
𝑓 𝑥|𝜇 𝑓' 𝜇

∫𝑓 𝑥|𝜇 𝑓' 𝜇 𝑑𝜇

Often,	estimators	of	relevant	indicators	are	enough:

�𝜇! = 𝐸 𝜇! = �𝜇!𝑓 𝑥|𝜇 𝑑𝜇

𝜎$!
( ≡ 𝑉𝑎𝑟 𝜇! = 𝐸 𝜇!( − 𝐸( 𝜇!
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Why	it	works?
A	deeper	look	at	the	dice

ℒ 𝑥|𝜇 →	likelihood	that	the	observation	𝑥	are	due	to	𝜇	

ℒ 𝑥|𝜇 →	𝑓 𝑥|𝜇

General	formula	of	Bayesian	inference:

𝑓 𝜇|𝑥 =
𝑓 𝑥|𝜇 𝑓' 𝜇

∫𝑓 𝑥|𝜇 𝑓' 𝜇 𝑑𝜇

Since	the	denominator	is	a	normalization	factor	only,	assuming	a	uniform	prior	(at	least	in	the	region	where	𝑓 𝑥|𝜇 	
significantly	differs	from	zero)	we	have

𝑓 𝜇|𝑥 ∝ 	𝑓 𝑥|𝜇 ≡ ℒ 𝑥|𝜇

If	the	mean	value	of	𝑓 𝜇|𝑥 	corresponds	to	the	value	that	maximizes	ℒ 𝑥|𝜇 	the	conventional	results	is	recovered!
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Combining	results	from	different	experiments

In	conventional	statistics,	we	combine	results	from	different	experiments	through

𝜇 = ∑! ⁄+! ,!
"

∑! ⁄- ,!
" 	

𝜎 𝜇 = ∑! ⁄1 𝑠!(
"#"	
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Combining	results	from	different	experiments

In	conventional	statistics,	we	combine	results	from	different	experiments	through

𝜇 = ∑! ⁄+! ,!
"

∑! ⁄- ,!
" 	

𝜎 𝜇 = ∑! ⁄1 𝑠!(
"#"	

Let’s	assume	we	have	to	combine	three	measurements	from	counting	experiments:

1. 	4 ± 4
2. 	7 ± 7
3. 	10 ± 10

From	previous	equations	the	combinations	gives	6.0 ± 1.4.	However,	if	we	think	of	the	three	experiments	as	a	single	
one	running	for	the	triple	of	the	time	we	get

	21 ± 21 = 7.0 ± 1.5
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Combining	results	from	different	experiments

In	conventional	statistics,	we	combine	results	from	different	experiments	through

𝜇 = ∑! ⁄+! ,!
"

∑! ⁄- ,!
" 	

𝜎 𝜇 = ∑! ⁄1 𝑠!(
"#"	

By	using	Bayesian	inference	through	the	formula

𝑓 𝜆, 𝑥 ∝ 𝑒"./𝜆∑!$#
% 0!𝑓' 𝜆 	

that	leads	to	the	result	7.3 ± 1.6



To	be(t)	or	not	to	be(t) 55

Combining	results	from	different	experiments

In	conventional	statistics,	we	combine	results	from	different	experiments	through

𝜇 = ∑! ⁄+! ,!
"

∑! ⁄- ,!
" 	

𝜎 𝜇 = ∑! ⁄1 𝑠!(
"#"	

By	using	Bayesian	inference	through	the	formula

𝑓 𝜆, 𝑥 ∝ 𝑒"./𝜆∑!$#
% 0!𝑓' 𝜆 	

that	leads	to	the	result	7.3 ± 1.6

Standard	approach	fails	because	
one	of	the	three	assumptions

1. all	the	measurements	refer	to	
the	same	quantity

2. they	are	independent
3. 	𝑑!	is	distributed	around	𝜇	as	a	

Gaussian	with	𝜎! = 𝑠!

does	not	hold.	Which	one?	And	
why?
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How	experiments	end?

P.	Galison,	Reviews of Modern Physics, Vol. 55, No. 2, April 1983
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To	bet	or	not	to	bet

4.	Odds	in	betting.	The higher the degree of 
belief that an event will occur, the higher the 
amount of money A that someone ("a rational 
better") is ready to pay in order to receive a 
sum of money B if the event occurs.
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Suggested	readings

1. «Bayesian	Reasoning	in	Data	Analysis»,	G.	D’Agostini	(main	
reference	for	the	preparation	of	this	lecture)

2. «How	the	first	neutral-current	experiments	ended?»,	P.	Galison,	
Reviews of Modern Physics, Vol. 55, No. 2, April 1983

3. 	«Frequentist	and	Bayesian	confidence	intervals»,	G.	Zech,	
10.1007/s1010502c0012

4. «Why	Isn’t	Everyone	a	Baysian?»,	B.	Efron,	The	American	
Statistician,	February	1986,	Vol.	40,	No.	1

5. «Beyond	the	Standard	Model	Physics	at	HERA»,	C.	Diaconu,	
Nuclear	Physics	B	(Proc.	Suppl.)	66	(1998)	120-123



To	be(t)	or	not	to	be(t) 59

backup
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Conditional	probability
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Some	standard	statistics

Discrete	variables:	text

Continuous	variables:	f(x)dx,	
altrimenti	sarebbe	0	(Achille	e	la	
tartaruga)


