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Motivations
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 Challenges of the future e+e− colliders are pushing to re-think the HEP computing models
 Impact on several aspects, from software to the computing infrastructure

From the software perspective, interactive/quasi interactive analysis is a promising paradigm
User-friendly environment
Adopting open-source industry standards: Dask, Jupyter Notebooks and HTCondor
Validating new frameworks (e.g. ROOT RDataFrame with multi-threading)
More in Francesco Gravili & Tommaso Diotalevi’s talk, WP2

Preliminary feasibility studies exploiting future e+e− colliders pseudo-data
Local testbed infrastructure for high throughput data analysis 
The local deployment is based on the Open-Stack IaaS paradigm
The cluster is made up of 2 identical virtual machines, each equipped with 12 cores and 64GB
Rocky Linux 8.6 is the operating system

G
ianluca’s talk

https://agenda.infn.it/event/38374/timetable/?view=standard#42-quasi-interactive-analysis
https://agenda.infn.it/event/38374/timetable/?view=standard#40-developing-and-testing-of-a
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Use case:  
Future colliders
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EDM4hep input data format

flat input ntuples

New approach to data analysis

 

RDataFrame

used as backend+

+

Feasibility study

 ECFA presentation link 
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github link to the code

 Selection and histogramming interactively 
via RDataFrame on JupyterHub 

Mimic systematic variations: e+e− energy gaussian smearing

:

https://lss.fnal.gov/archive/2019/conf/fermilab-conf-19-550-scd.pdf
https://agenda.infn.it/event/34841/timetable/?view=standard#45-benchmark-interactive-analy
https://github.com/adonofri/INFN_na_interactive_analysis/blob/main/test_Zee3.ipynb
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Preliminary results: local client
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Scaling without 
changing your code

Serial
{

. . . No changes required to the rest of the code

Parallel

{

Exploiting the local client approach, the 
execution time improves wrt the standard/serial 
approach if we iterate over a significative 
number of energy variations ( > 10)

Serial approach
Local client approach, 
parallelising on the cores of 
a single machine with 
n_workers = 2

How to compare the performance?

Defined Metric

Overall execution time
Time elapsed from the start of the 
execution (execution triggered) to 
the end of execution
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Kubernetes infrastructure: 5+1 virtual machines (5 
Kubernetes workers & 1 Kubernetes master) on Open-stack

Preliminary results: distributed cluster

Moving to a distributed Dask model and scaling resources, the performance improves
Advantage: use this use case as simple test for who wants to benefit from the WP5 infrastructure

# iterations Serial 
approach

Local 
client 
Dask

Distributed 
Dask

50 590 s 320 s 75 s

100 1135 s 618 s 138 s

Parallelising on the cores of a 
single machine with n_workers = 2
Dask distributed approach with 
n_workers = 10
Serial



Missione 4 • Istruzione e Ricerca ICSC Italian Research Center on High-Performance Computing, Big Data and Quantum Computing

Conclusions & Next Steps
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Interactive analyses feasibility studies on the local testbed infrastructure succeeded 
 Performance evaluated using Dask on the local cluster or distributed, wrt original implementation

Very productive collaboration with other work packages
➡ Short term goals:

 Deploy of the code & relative instructions to allow other users to test quasi interactive high 
throughput data analysis platform

 Benchmark studies with local performance evaluation 
➡ Medium-long term goals:

 Automate the high throughput data analysis deployment exploiting the ICSC computing resources
 Evaluate scalability and simultaneous performance with increasing number of workers 

 More in Tommaso Tedeschi’s talk ! 

https://agenda.infn.it/event/38374/timetable/?view=standard#47-evolving-high-rate-analysis


Thank you!
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Back-up
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Playground infrastructure at Naples (INFN)
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Our group developed a local testbed infrastructure in INFN Naples (Italy)
The local deployment is based on the Open-Stack IaaS paradigm
Starting from the already existing I.Bi.S.CO installation, several updates were performed 
The cluster is made up of 2 identical virtual machines, each equipped with 1CPU quadCore and 
8GB RAM, currently expanded up to 12 cores and 64GB
Rocky Linux 8.6 is the operating system
2 nodes are equipped with Docker (20.10) for containerisation and Kubernetes (1.26.3) for the 
orchestration  

One node plays as controlplane. etcf & worker; the other node acts as a plain worker
The cluster is equipped with JupyterHub & JupyterLAB where the user can play with Python, 
ROOT & Dask libraries

http://www.unina.it/documents/11958/18410721/IBISCO.pdf
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Simple test

11

Simulation exploited:
5k events, scaled to 1M events replicating the available dataset
Idea: mimic systematic variations, gaussian smearing the electrons energy to compute Mee resolution
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https://github.com/adonofri/INFN_na_interactive_analysis/blob/main/test_Zee3.ipynb
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Efficient & user friendly infrastructure
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Jupyter interface includes:
Terminal
Notebook implementation

Completely exportable and  

replicable 

JupyterMinIO Dask
An object storage instance 
where users can store data

The JupyterLAB environment 
allows users to exploit data 
science python libraries and to 
scale them over the cluster

A python library to scale python 
code from multi-core local 
machines to large distributed 
clusters in the cloud

2 nodes equipped with Docker (20.10) for containerisation and Kubernetes (1.26.3) for orchestration

Gianluca’s presentation link 

https://agenda.infn.it/event/37783/#4-updates-on-analysis-facility
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Towards a Dask + HTCondor model
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Exploiting the distributed approach, the execution time halves wrt the local approach
Moving to a Dask+HTCondor model, we gain up to another factor 2

Increasing the number of workers, the execution time further improves

Parallelising on the cores of a 
single machine with n_workers = 2
Dask + HTCondor approach with 
n_workers = 10
Serial approach

Parallelising on the cores of a 
single machine with n_workers = 2
Dask + HTCondor approach with 
n_workers = 10


