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Agenda of the Talk

=> Recap of WP5 mission
=>» OQverview of the main achievements and current status
-> Roadmap for the upcoming months

=> Summary and Lessons after 12 months
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WP5 Objectives and high level view

pe— NS

- —

Proposes: R

e 5.1 Support of the adaptation of existing applications on the data-lake distributed infrastructure, and via
innovative computational models

\® 5.2 Competence center for the design, implementation and test of computing models Ji
Ob. o Nome Mail
jECtlveS. National Elvira Rossi elvira.rossi@unina.it
05.1: document and report best practices for integrations coordinators Daniele Spiga daniele.spiga@pg.infn.it
with the CN datalake ettt it
o o o nstitute coordinators
05.2 prepare tools to ease integration with the CN | INFN Batiede Spiga (ATTele st ane e
infrastructure UNIMIB Mattia Bruno Mattia.Bruno@mib.infn.it
05.3 Offer support for transitioning the computing models UNINA Elvira Rossi elvira.rossi@unina. it
05.4 organize training opportunities open to external users ALl Andrea DI s andrea, bressants, i, 1t
' g g opp P UNIBO Alessandra Fanfani Alessandra.fanfani2@unibo. it
/ UNIFE Luca Tomassetti luca.tomassetti@unife.it
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WP5: indico pages & email list and meeting
Spoke 2: https://agenda.infn.it/category/1774/

o / WPS5: https://agenda.infn.it/category/1781/ \

WP1
[ 20p0ec Biweekly Mesting Spoke2 - WP2.5

x: o S 19 events: general WP5, operational
R and work meetings with WP5 contacts

@ oaNev WP5 - Analysis Facility

s > ) o5 e and WP5 enthusiast

WP6 @ ocanev Biweekly Meeting Spoke2 - WP2.5

October 2023

- o ——— Monthly/Biweekly/Weekly meetings as needed

General Assembly
July 2023

Discussionf Industrie s B oru Biweekly Meeting Spoke2 - WP2.5
Varie event June 2023
@ o0oun Spoke?2-WP5&WP2 - ATLAS .

Innovation Grants
May 2023

[ 24may Biweekly Meeting Spoke2 - WP2.5

April 2023

@ 28apr Biweekly Meeting Spoke2 - WP2.5 Em ai l li S‘t

[ 12Apr Biweekly Meeting Spoke2 - WP2.5

Established a bi-weekly meeting to B TR Please contact us if you are interested in
discuss progresses and activities to: 2 o e ws contribute to WP5
email list: cn1-spoke2-wp5-all@lists.infn.it

[ o2Fen Operational Spoke2 - WP2.5 Meeting: Perugia-Napoll

- keep everybody up to date

e e Link to subscribe to the email list:

- gather requi rements from USErsS R https://lists.infn.it/sympalinfo/cn1-spoke2-wp5-all

T  o4Nov Joint Meeting WP4 & WP5 Leaders

- solve problems.

[@ 208ept Meeting Spoke2 - WP2.5
Q Meeting Spoke2 - WP2.5 /
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Positioning of WP5 in the global Spoke2 organization

Our understanding/expectations

one year ago What has been clarified/established after one year of activity
WP1 WP2 WP3 / \
WP1 WP2 _|_WP3
use case definition an use case definition and - .
requirements. Co-design requirements. Co-design /2

WP4 WP5 WP6 use case definition an
requirements. Co-design

coordination, identification .

of technological choices on| |
"i " topi That's right ? If so, how is i
e mrstiones | [ 2| Femors cestom WP4 [« WP5 |<«—» WP6
|
\ coordination, identificatiop=
of technological choices/on
‘ Spoke 0 ’ \ common "interest” topi ? That's right ? If so, how is it /
implemented? [see later
What we presented during the kick-off ’ 1 P [ ]
B »
Not yet implemented. However we have a more Spoke 0
clear ideas on how it could work.

[see later]
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. . . Together with WP4-6 we submitted a
First year. Achievements in a nutshell comprehensive survey to gather

feedback and requirements

Best practices for data lake solutions .
and technologies for high rate analysis - High Rate Data Analysis J
activities )

- a solution to use possibly a heterogeneous set of resources (seen from the user
perspective: to transparently exploit different type of providers.... HPC, Cloud F

- asolution to access large amount of resources ALSO for (quasi)-intera
(to process a huge amount

Introduction
Data Management and Data Access: needs and projections
Data Lakes, Data Access and Processin

Data Management and storage federation: Technologies
High Rate Analysis: Technologies

Summary and relationship with flagship use cases

- Data Management in the Data Lake
- asolution to abstract the physical layer of the sto
different backend)

SOSC U R L - track data location

- automatically replicate data between different locations in a transparent manner
(third party copy of data)

O 0 ernationa ool on Ope ence Cloud u

23—270[2023 6‘
bEre . \es\o \\
(,&o\‘ Preliminary: One testbed activated [see later]
Contribution List The SOSC23 is spon: o
giiil'i”" v |C \o?ooQQ . . .
e AN G A i ire Contributed to 2 Flagship preparation
S S HOmPHRS See also: F. Gravili Talk
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WP5 in practice: the implemented strategy

=> To build a community of
sw/computing experts and
enthusiasts

=> To enable co-design of (technical)
solutions with sciences

=> To contribute to the overall CN\ Deploying testbeds and playgrounds

infrastructure
- via Spoke O for infrastructure
- open to inter-spoke activities

ICSC Italian Research Center on High-Performance Computing, Big Data and Quantum Computing

Sharing code

= O ccccccccccccccc / HighRateAnalysis-WP5 Q > +-1(o)[n)(a
© lssues 1 ® Actions B 00 wi © Sec 4 @
M HighRateAnalysis-WP5 ' pubiic © v r
No description, web: Jel
. t ks ago O 1 commit provided.
O w 2 weeks ago 0 Readme

EEEEEEEEE

https://github.com/ICSC-Spoke2-
repo/HighRateAnalysis-WP5

HighRateAnalysis-WP5 «

€ > C © Notsecure heps://hub.192.135.24.49.myip.cloud.infn.it/hub/spawn

Z Jupyterhub Home  Token

Server Options
Select your desired image: :’

Select your desired number of cores:

Select your desired memory size:

Missione 4 ¢ Istruzione e Ricerca
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Our first testbed

We decided to try to
“anticipate” the ICSC resource
provisioning to start supporting
WP1-2-3 (and to prepare flagships)

« > ¢

: Jupyterhub Home

Token

Login here

© Notsecure htkps://hub.192.135.24.49.myip.cloud.infn.it/hub/spawn

Server Options

Select your desired image: | l
Select your desired number of cores:
Select your desired memory size: | 2GB v

Temporary using a very |-
small  allocation on [® "™ ©
INFN-Cloud to prepare |°
the SW configuration for |*
the High Throughput |-
data analysis *

AGGREGATE TIME PER ACTION
BANDWIDTH TYPES
BANDWIDTH WORKERS
CLUSTER MAP
CLUSTER MEMORY
COMPUTE TIME PER KEY
CONTENTION
CPU
EXCEPTIONS

FINE PERFORMANCE METRICS

GPU MEMORY

GPU UTILIZATION

More on G.Salabella Talk
A.D'Onofrio Talk

GRAPH

GROUP PROGRESS

GROUPS

MEMORY BY KEY.

I [711:

© Notsecure htps://hub.192.135.24.49.myip.cloud.infn.it/user/spiga/lab/tree/array.ipynb

File Edit View Run Kernel Tabs Settings Help

B root@jupyter-spiga:/opt/wc X | [® array.ipynb e |+
B+ XD » m C » Code v

Dask Arrays

Dask arrays coordinate many Numpy arrays, arranged into chunks within a grid. They support a large subset of the N

Numpy-like operations on Dask array

Le's create a 10000x10000 array of random numbers, represented as many num,
1000x1000.

from dask.distributed import Client
client = Client("tcp://dask-spiga-54b88c
client

Lok D Client

9f643-9b6e?
Connection method: Dir

Dashboard: http://dask-sp @r.jhub:8787/status

not be divided evenly). In this case there are 100 (10x10) numpy arrays of size

Br»NV&EHEF R

ICSC Italian Research Center on High-Performance Computing, Big Data and Quantum Computing

Missione 4 ¢ Istruzione e Ricerca



https://hub.192.135.24.49.myip.cloud.infn.it/
https://agenda.infn.it/event/38374/contributions/215719/
https://agenda.infn.it/event/38374/contributions/215720/

Finanziato 23, Ministero

dall'Unione europea 5o dell’Universita ‘ Itdhadomam
NextGenerationEU *5¢> e della Ricerca

Testbed: what come next (early 2024)

Data Management Services: data orchestration and data transfers

O\ |
Establishing | \i?
the DataLake m _
testbed: Start integration with science use-cases

- Collect exemplar datasets
- The datasets will be injected in the Datalake
building science driven playground

Innovation Grant
(Leonardo)

WP3 and WP1 use cases
\not yet deeply discussedJ

Scientific data Analysis
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Further activities in the pipeline

More on T.Tedeschi Talk

Transparently extend analysis testbed to run “any application anywhere”

To delegate the
containers execution

Any containerized

application
/" Scale out High Rate
My container Analysis Flagship
CLOUD (WP2)
“Any” use case
S requiring GPUs (i.e.

(o) Building on existing
developments, extending
and enhancing

Flash Sim use case)

interTwin
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Training Opportunities

We foreseen a new edition of the SOSC (School on Open Science Cloud) during the
second half of 2024

- Only in person events and details will be defined in the next 2 months.

We discussed (no follow-up so far) synergic training with WP4
- Access to GPUs

- Access and exploitation of FPGA

We will propose a dedicated training on Data Access and Data Sharing (Data
Management in the Data Lake)
- This can be in the form of a fully on-line event
- A webinar?
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Interaction with ICSC infrastructure (Spoke 0)

WP5 has several connections with Spoke 0. We foresee our interactions will grow
- “One of the objective of WP5 is to support of the adaptation of existing applications on the
data-lake distributed infrastructure”
- and via innovative computational models

Computing Capacity. Services Portfolio
As WPS we don't expect dedicated We expect to contribute to the evolving portfolio
resources (indeed no requests to of services:
the RAC made). - Our R&D and co-designed solutions can become
- We plan to “use” resources from use generic Services
cases / flagship - We expect a process where we can make PR
- For further evaluations from experts
. -  We expect to gather feedback (l.e. bi-directional) for
All to be implemented all the infrastructural choices we will made/need to
take
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Summary and lessons

=> The bootstrap phase of the project/WP5 required quite some effort
- Successfully established communication channels and regular meetings

- Defined a work plan for the early phase and contributing to IG and Flagship
=> To improve: The interactions between WPs

- So far interactions come from bottom (not a bad things per se), but it would be very useful to
improve the coordination/interactions between WPs on the different common topics

Not yet worried but we look forward for Spoke 0 - Spoke 2/WP5 channel
From technical perspective we did the “easy part”. We now enter the

“operational phase”
- This will requires effort to provide support and accommodate “computing model
requirements
- As well as a interactions with infrastructural layer
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WP5: People

Contributors: INFN, UNIMIB, UNINA, ROMA1, UNITS, UNIBO, UNIPD, UNIFE
WP5 - People
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Local coordinators

Nome L T Adelina D’Onofn’o' Federica Sin)one Mattia Bruno
_ _ _ . T Alessandra Fanfani Francesco Cirotto Michele Pavone
conatona! DE;‘,:};TeRSS?'ga R Alessandro De Salvo  Francesco Gravili Muhammad Anwar
Alessia Spolon Francesco Noferini Nadia Rega
Institute coordinators Andrea Bressan Francesco Visconti Orso lorio
INFN Daniele Spiga daniele.spiga@pg.infn.it Andrea Contu Gianluca Sabella Paolo Dini
UNIMIB Mattia Bruno Mattia.Bruno@mib.infn. it Antonio Stamerra Giovanni Della Ricca Piergiulio Lenzi
UNINA Elvira Rossi elvira.rossi@unina. it Alessandro Bombini Giovanni Andronico Roberto Peron
LD Andies Bressan andrea. bressan@ts. infn. | Bernardino Spisso Giovanni lanniruberto  Sandra Malvezzi
UNIBO Alessandra Fanfa_ni Alessandra.fanfar.\iz Lfm’b.o.it Carmelo Magnafico Giuseppe Milano Sara Vallero
UNIFE Luca Tomassetti luca.tomassetti@unife.it e pooetA0ananae
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PLEASE
RATE ME
““ a'

FOUR STARS

OUT OF THE
INFINITE STARS
OF ALL THE

: GALAXIES?

OH, NOT
BAD.
Ce
poorlydrawnines.com

Constantinos Siettos
Daniele Bonacorsi
Daniele Spiga
Domenico Elia
Eleonora Luppi
Elvira Rossi

Fabio Garufi

Guido Russo (PO)
Guido Russo (PU)
Lorenzo Rinaldi
Luca Tomasetti
Luca Zampieri
Lucia Silvestris
Marco Landoni

Simone Gennai
Stefano Bagnasco
Stefano Bagnasco
Tommaso Diotalevi
Tommaso Tedeschi
Valentina Fioretti
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e
WP1: Design and (

development of science- WP3: Design and
driven tools and development of science- WPS: Architectural

innovative algorithms . ':’": D"";‘ a’l“’ driven tools and WP4: Boosting the Support for Theoretical
for Theoretical Physics o e innovative algorithms computational ARCIEXpRmantel WP6: Cross-domain
R for Experimental performance of Physics Data Inftiatives
1.Development of algorithms. '"":" e 5"" I"‘: Astroparticle Physics Theoretical and Management on the
and codes for Exascale or Sxpmrinnl e and Gravitational Waves Experimental Physics O 6.1 Optimization and
architectures. Energy Physics Sk infrastructure adaptation of widely used
1.2 Tools and Algorithms for - epilon of Wily e
Latice Field Theory T— 3.1 Innovative algorithms for e .
1.3 Tools and Algorithms for .1 Tnne : Experimental Astropartcle 4.1 Tools and guidelinesfor .1 Support of the adaptation
Collider and Nuclear physics P:“";’]‘“T‘“‘L’:"“" El"':‘y Physics and Gravitational iy uad oy of exsting applications on the 2 : = s .
phenomenology and theory Ty Waves simulation, selection, heterogenous codes and data-lake distributed i X
14 Tools and Algorithms for data reduction, reconstruction i v R  infrastructure, and via (techniques for fast data access,
o e 22 AL in::?r::ll?:h‘:im for e Sechitectmns e :::;:1:,:",::
“osmology on Gravitational s : )
w0 G 2 Al apisd s 32 Al inspired techniques for 3 ot et il e

S 5 . .
1.5 Tools and Algorithms for Physics Aﬂ;m:ﬁfn?{;'::" R TN e oRc design, implementation and
Complex Systems computing st of computing models
1.6 Tools and Algorithms for
condensed matter
1.7 Tools and Algorithms for ) . . .
. o . il e v e B y pNysICS with accelerators, aStrOpartlc e
s
/ / - L~ A
/ / / N\ . .
physics with space- and ground-base
06.1: document anr report 05.1: document and report il
O ( atioe e caaa best practices and sw tools for best practices for integrations d°"f‘"" codes whid "’d" profit 0 a
01.1: select use cases in Experimental High Energy 03.1: select use cases In the development / porting of with the CN datalake = f::f.':;lzx o
Theor P b PRI B oaiariad Experimental Astroparticle codes to Heterogeneous 05.2 prepare 108 Yo e e

\ Quantum Systems
~—

06.1: select widely used cross-

Physics to be modernized architectures Iintegration with the CN

Tadecriadusngthe i Ul using the CN Infastructure 04.2: prepare and support the Infrastructure o pedeniation

01.2: test thelr deployment, also, bur not only, including ez g o e O CHTe Shppan fon develog !ec:n.mu:i cf,m.y. = = R = = =
and report on their the utlization of Al-Inspired Stioy buc oor soly mclan SR [EAERE G comlting ol
P Rt the utilization of Al-inspired 04.3: Organize training models e e
techniques opportunities open to external 054 organkze training 3
opportunities open to external AN Y Sliencg Loably
e outside the Spoke2 and the CN . -
o testi ng solutions apt to the current and
/
o 7 N g ~ - = ~

i i N . K — next-generation experiments, and fitting

be modernized; report and g .
: Mi2:iv. imentation and best detalled plan
oot | | e | | e the opportunities provided by the PNRR
recognition of the state-of- ekl technological investigation on M12: report on best practices el e T
the-art and technological asrinbaiiie pportunity o for heterogeneous computing ot it analyses; choice of proof(s) of 3 p
Investigation on the sl infrastructure - report M24: first training opportunity s concept to be realized 111
opportunity of the CN il Gttty submitted with detalled plan 1M24: testbeds ready for users ot o8 M24: pilot implementation a n e a I O n a e n re I a a
Rt e P oy s sescin o (initial handshake) M24: user support i place and first evaluation of y
submitted with detalled plan submitted wh detalied pian Specic casa studies M24: user support in place M24 for the selected
of work and selection of R ot M24: report on first M32: results from testbed and solutions facScience ceen e 5 5 7
specific case studies” Sacicciir Pl ettt e Sy ittt e M24: pilot implementation of
M24: report on first e for tests” MM36: final report on I e the high Intensity solution(s) a n u a n u m O m u I n
Implementations and tests e M32: results from testbed and technologies, training and i M32: benchmarking and .
M32: results from testbed and e i benchmarking activities support system; white paper ifina) eport o testing activities executed
benchmarking activities : S35 ot et e e s wat e technologies, traning and M36: final report including
T ria benchmarking activiies ol e supportsystem p
evaluation M36: final report and M36 final report with recap white paper produced to the
evaluation and white paper for use cases targer scientific and Industrial
external to the CN community.
M36: showcase of the analysls

A / \ \tedlmqus and white paper
for
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