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Autoencoder
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Architecture: artificial neural network
• Encoder: transforms input data in some enconded representation
• Decoder: recreates input data
Comparing the original input with the decoded data allows detecting anomalies.
Unsupervised learning: no need for labelled data.
Assumption: most of the data is good and anomalies are rare



Step1: load data (DQM histograms) and filter

4F. Simone - Status report+ rebinning, re-shaping if needed 



Step2: build the model and train it
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Step2: build the model
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Documentation:

https://www.tensorflow.org/tutorials/gene
rative/autoencoder 

https://www.tensorflow.org/tutorials/generative/autoencoder
https://www.tensorflow.org/tutorials/generative/autoencoder


Step3: look at the reconstructed (decoded) distributions
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Step4: define threshold on MSE(x,x’) 
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You would typically set a cut value of 
mean+3std. 

In this case, the MSE distribution is 
way too flat (std too small) à all 
histograms are good and no anomaly 
has been found.

… Let’s add anomalous 
histograms “by hand” à



Evaluation of labelled dataset
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In this case, MSE is 
potentially sensitive to 

anomaly!



Workflow and to-dos
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• Input: set of 1-D or 2-D plots (monitoring elements, ME) specific for the muon system
• occupancies, DAQ flags
• mix good and problematic runs/lumis (each run contains O(1k) lumisections)
• might need to resample the histograms (removing outliers)

• Single training: train one network for each ME

• Composite training: fed the autoencoder outputs into one neural network

• Evaluation: compare model output with labelled data
To-dos:
• define large training dataset for my use-

case, possibly with labelled anomalies for 
performance evaluation

• implement notebook on HPC test-bed


