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Refactoring
• Framework moved to template technology (✔)

• New Bookkeeping database schema adopted (✔)

• Grid authentication adopted in job/database 
communications (✔)

• Job script ported to python (✔)

• FullSim production on the Grid is under development 

• Setup and integration of new Grid monitor services 

• Production data distribution: via job or via Grid 
service
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New WebUI
E. Vianello, et al.

CS master degree’s student
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Structure

WebUI

PHP:
version 5.3.6 

jQuery:
in order to obtain the greater accessibility, 

performances

Smarty template engine:
to separate Presentation Logic Layer (HTML) 
from Business Logic Layer (PHP)

http://code.google.com/intl/it-IT/apis/chart/index.html

Google Chart Tools:
to design charts
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WebUI
Smarty template engine (version 3):

WebUI structure example:

index.php

require

contentpage.php display

it allocates 
Smarty Object

index.tpl

incl
ude navigation.tpl

Smarty 
Object’s method

in
cl
ud
e

header.tpl

include

footer.tpl

contentpage.tpl

assigns 
variables to Smarty 

Object

uses Smarty 
Object’s assigned 

variables

The Smarty design was largely driven by these goals:

• clean separation of presentation from application code
• PHP backend, Smarty template frontend
• complement PHP, not replace it
• fast development/deployment for programmers and designers
• quick and easy to maintain
• syntax easy to understand, no PHP knowledge required
• flexibility for custom development
• security: insulation from PHP
• free, open source
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WebUI

Available pages:

• PRODUCTIONS: to manages and create prod series
• PRODUCTION REQUESTS: to manage, create, modify, validate and delete 

production’s requests
• EXPERT INIT: to submit jobs through expert interface
• JOB MONITOR: to monitor the status of user’s submitted jobs, by several 

research filters, and to access output and log files
• HOME: user can view his last n activities (like job submissions, with 

shortcut to job monitor)

“Work in progress” pages:

• SHIFT INIT: to submit jobs’ bulk through shifter interface, reset sites

Future developments:

• SESSION MANAGEMENT pages: to manipulate sessions, software versions 
and revisions, environment vars and job parameters
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list of all|not-test productions

create production form

1. specify name

2. select software release

3. create

WebUI
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WebUI
production selector

productions’ request list

open
details base

info
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WebUI
create-request form

it’s possible to IMPORT the settings of an existent request, 
from one of all the production requests saved on the db

otherwise user can directly specify the values for every job parameter

1

1

2

2

3

3 request settings: 
- priority, minrunnum, required events, events per job, number of jobs, 
expected event time, max wct
- list of sites where the jobs will store the output files
- note
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WebUI

2. select submission sites

1. select production

first bulk

second bulk

is a test?

add/remove bulk- User can submit jobs on different requests on the same production, or jobs on both main 
production and associated test production (as shown in the picture)
- In case of a test job, if the values of the job parameters does not exist in any of the request 
on the db, the request will be created before submit
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WebUI

Automatic Submission is performed by confirming the summary.
If a valid proxy for the user can be created, all will go fine. The output of 
the bash command launched is shown on a dialog window:

When all is ready to submit, press                                                 and check the summary before confirm to submit jobs:
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WebUI

more details of running status - improvement from Severus

Monitoring the job:

Filter dialog for a job monitor research:
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WebUI

multiple site selection

selection of a particular request or from one to 
all job parameters’ values

multiple status selection
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WebUI
open filters

refresh last 
research

hide/show 
columns

string 
search filter

open job details, list of output files and log

- use datatables to format the query results (www.datatables.net) via jQuery, perform string filter, sorting, pagination
- to prevent reaching php limit on output dimension, the query results is sent on sequential pages
- to prevent reaching browser script time limit every page is asked after a timeout from previous page download
- the query results are sent json encoded
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WebUI

15

3 kinds of activity type:
- job submission
- production created
- request created

user info, ldap groups 
and webui privileges

user statistics by 
session

last N activities

link to the 
submission 
status on job 
monitor page
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/data1/script_webui/{SESSION_NAME}/generalscripts/{PROD_SERIES}/
/data1/script_webui/{SESSION_NAME}/submissionscripts/{PROD_SERIES}/

/data1/script_webui/{SESSION_NAME}/confscripts/{PROD_SERIES}/

1x GENERAL FILE: 
  MULTI|SITE_GENMINRUN_GENMAXRUN.sh

SUBMISSION FILE (one per site):
   SITE_SUBMINRUN_SUBMAXRUN.php

launches 1..n submission files (PHP)

.sh

.php

.gpi
1x GANGA SCRIPT:  severus_ganga.gpi

launches submaxrun - subminrun times a ganga script which runs 
Severus script, with the options specified in the associated .conf file

.py

SEVERUS CONFIG FILE:
(one per site) 

SITE_SUBMINRUN_SUBMAXRUN.conf
1x SCRIPT SEVERUS:  severus.py

WebUI

fixed file
.conf

WebUI
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New Job Script
M. Manzali, M. Favaro, et al.

CS master degree’s students
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Job launch a bash script 
(exe.sh) with two parameters: 
the configuration file name
and the run number 

exe.sh is a simple script that unzip severus and launch it passing 
configuration file name and run number

file.conf is the configuration file of the job (contains all the 
informations needed by the simulation software, the rest and 
Severus)

Job

Job schema

exe.sh
file.conf 

severus.tgz

IN
PU

T 
SA

N
D

BO
X

mercoledì 14 settembre 11



Severus Objects

SeverusWrapper:
checks the version of python in the worker node and launches the 
correct object (if there is one for that version)

GeneralScript:
is independent from the simulation, it prepares the environment and 
handles the output files

FastSim:
this object is customized for a specific simulation, it copies input files 
and software and executes the simulation software

ScriptObj:
contains utility classes like rest, parser, logger, etc.
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Severus schema 1

Python’s version check (SeverusWrapper):
launches the correct object for a specific python’s version

Environment setting (GeneralScript):
parsing of the configuration file

creation of the utility classes (Rest, Logger, Parser, Option)

Simulation’s execution (FastSim):
copies input files and simulation software from the storage element to 
the worker node

executes the simulation software

Final operations (GeneralScript):
copies output files and log from the worker node to the destiantion 
storage element

TIM
ELIN

E
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Severus schema 2
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FullSim into the Grid
• We are working on it!

• The new python job structure makes 
the process easier:

• Addition of proper configuration file

• Development of proper FullSim object 
(not so different from FastSim one)

• by the end of September...
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Grid Monitor

• Possibility to retrieve the job status 
from the infrastructure

• Automatic and/or manual update of 
Bookkeeping database

• Useful for problematic jobs (hanging/
crashed/frozen at any stage)
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Thanks
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