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• TMD factorization is well understood at a formal level; theoretical properties of TMDs 
are well catalogued 

• How does one construct phenomenological parametrizations that allow us to learn the 
most from using TMD factorization? 

What I mean by a “hadron structure oriented” approach?

f(x, kT ;µQ, Q)
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the TMD fragmentation functions (↵s), while strictly adhering to the logic of the TMD factorization and evolution
derivations at each stage in the process. The purpose of the present paper is to begin the processes of putting these
steps into practice.

The basic expression of TMD factorization for a process like Drell-Yan scattering valid in the small transverse
momentum limit is

d�

d4qT d⌦
= H

XZ
d2kaT d2kbT fj/ha

(xa,kaT; µQ, Q2)f|̄/hb
(xb,kbT; µQ, Q2)�(2)(qT � kaT � kbT) , (1)

which exactly matches a TMD parton model description (e.g., Refs. [3, 4]), except with evolution scales Q and µQ

as explicit auxiliary arguments of the TMD pdfs. The partons of flavor j and |̄ are carried inside hadrons ha and hb

with collinear momentum fractions xa(xb) and transverse momenta kaT(kbT). The coordinate space solution to the
evolution equations for each of the TMD correlation functions is rather simple and takes the form

f̃j/h(x, bT; µQ, Q2) = f̃j/h(x, bT; µQ0 , Q
2

0
)E(bT, Q/Q0) , (2)

where Q0 is an input scale and E(bT, Q/Q0) is a collection of well-known exponential factors that implement evolution
and whose only bT-dependence resides in the Collins-Soper (CS) kernel. Therefore, once a parametrization of a TMD
pdf has been established at an input scale Q0 and for all bT, evolving it to a higher Q and using Eq. (1) becomes in
principle very simple. By comparison, the role of nonperturbative input parametrizations is somewhat obscured in the
more complicated ways that evolved Drell-Yan cross sections are typically expressed. Maintaining the factorization
formula in the straightforward form in Eqs. (1)–(2) allows one to deal directly with issues related to the input
parametrization that are often overlooked.

The HSO approach simultaneously addresses a number of long-standing issues including:

1) The need to preserve the integral normalizations that connect TMD and collinear correlation functions

fi/h(x) ⇡
Z

d2kT fi/h(x,kT) , (3)

which map to an approximate probability interpretation, even at moderate Q. More traditional TMD
parametrizations either lack this constraint, or they express it in a naive parton model form that does not
include evolution.

2) The need to match to a fixed order perturbative tail when transverse momentum is comparable to the hard
scale. The parametrizations of TMD pdfs and ↵s should match the large transverse momentum asymptotic
behavior that is dictated by their operator definitions.

3) The need to deal with a backwards evolution problem in TMD factorization. Specifically, data from high scale
processes tend to have weak sensitivity to the nonperturbative parts in TMD parametrizations in comparison to
what one finds at lower Q. As such, extractions of nonperturbative transverse momentum dependence obtained
from very large Q measurements have errors that are amplified, and eventually blow up, as one evolves downward
in Q. (We do emphasize, however, that understanding the nonperturbative contributions is relevant to reaching
desired levels of precision at quite large scales. See, for example, [5, 6].)

4) The need for direct control, in the parametrizations themselves, over the transition between perturbative and
nonperturbative descriptions of transverse momentum dependence as one moves from small to large transverse
momentum. This is important for e↵orts to map out the regions in transverse momentum where di↵erent
physical mechanisms dominate. The transition is smooth in the HSO approach, and it eliminates the arbitrary
“bmax” (and “bmin”) that appears in many standard high energy applications. Specifically, the scale at which
a bTQ0 ! 0 renormalization group improvement approach is imposed has been separated from the physical
description of the transition between perturbative and truly nonperturbative regions. See Appendix B and
Sec. IV C below for a discussion of how these descriptions are connected.

5) The need for a recipe that maps any given model (say, from lattice QCD or other nonperturbative techniques)
of TMD functions to the nonperturbative input of TMD factorization and evolution, and allows the predictive
power of di↵erent models to be compared.

Items 1) and 2) are essentially matters of internal consistency in the treatment of QCD factorization, so they are
quite essential. Items 3) and 4) are important for applications to the study of hadron structure. Item 1) also plays
an important role in the existing framework for interpreting TMD and collinear pdfs in terms of a parton model
picture of hadronic structure. This can be seen, for example, in the “prism” diagrams that are frequently found in

+ · · ·
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These integrals are often UV 
divergent!
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FIG. 5. (a) Distribution of the values of the ratios hk2
?,dv i/hk

2
?,uv

i vs. hk2
?,seai/hk2

?,uv
i obtained from fitting 200 replicas of

the original data points in the scenario of the default fit. The white squared box indicates the center of the 68% confidence
interval for each ratio. The shaded area represents the two-dimensional 68% confidence region around the white box. The
dashed lines correspond to the ratios being unity; their crossing point corresponds to the result with no flavor dependence. For
most of the points, hk2

?,dv i < hk2
?,uv

i < hk2
?,seai. (b) Same as previous panel, but for the distribution of the values of the ratios

hP 2
?,unfi/hP 2

?,favi vs. hP 2
?,uKi/hP 2

?,favi. For all points, hP 2
?,favi < hP 2

?,unfi ⇠ hP 2
?,uKi.
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FIG. 6. Same content and notation as in the previous figure, but for the scenario with the cut Q2 > 1.6 .

B. Fit with Q2 > 1.6 GeV2

In this scenario, we restrict the Q2 range compared to the default fit by imposing the cut Q2 > 1.6 GeV2. The
set of data is reduced to 1274 points. The mean value of the �2/d.o.f is smaller, since we are fitting less data.
Moreover, the disregarded Q2 bin contains high statistics. As for the default fit, the behavior of transverse momenta
over the 200 replicas is summarized in Fig. 6. The exclusion of low-Q2 data leads to partial di↵erences in the
features of the extracted TMD PDFs: the average width of valence quarks slightly increases, while the distribution

Signori, Bacchetta, Radici, Schnell JHEP 11 (2013) 194

4

Partonic structure: pT distributions 5
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fū+d̄(x, pT ) ∼
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const

Power–like tail of sea quarks

• Dynamical model of χSB
Diakonov, Eides 83; Diakonov, Petrov 86

Effective degrees of freedom:
Constituent quarks, Goldstone bosons

Strongly coupled system, solved
non-perturbatively in 1/Nc expansion
Nucleon as chiral soliton

PDFs at scale µ2 ∼ ρ−2 ≈ 0.5GeV2

• Transverse momentum distributions

Valence quarks: Drops steeply,
〈p2

T 〉 ≈ 0.15GeV2 = O(R−2)

Sea quarks: Power-like tail extends
up to cutoff scale ρ−2

Generic feature, rooted in χSB
and dynamical scales ρ& R

Similar tail in ∆ū−∆d̄

Schweitzer, Strikman, Weiss, JHEP 01 (2013) 
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Chiral symmetry breaking in QCD 4
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• Chiral symmetry breaking

Non-perturb. gluon fields can flip chirality

Condensate of qq̄ pairs 〈ψ̄LψR + ψ̄RψL〉,
pion as collective excitation – Goldstone boson

Dynamical mass generation:
Constituent quarks, hadron structure
Euclidean correlation functions → Lattice, analytic methods

• Short–range interactions ρ ∼ 0.3 fm

New dynamical scale ρ$ R
Shuryak; Diakonov, Petrov 80’s

Gauge–invariant measure of qq̄ pair size
〈ψ̄∇2ψ〉/〈ψ̄ψ〉 ∼ 1GeV2 “average virtuality”
Lattice: Teper 87, Doi 02, Chiu 03. Instantons: Polyakov, CW 96

• How does it affect partonic structure?

Valence quark mostly in configurations of size ∼ R

Sea quarks in correlated pairs of size ! ρ

Nonperturbative structures in phenomenology

the multiplicities of positively charged hadrons as a
function of P2

hT fitted using F1. The values of the fitted
parameters are given in Table V. As described above for
Ref. [10], the two exponential functions in our paramet-
rization F1 can be attributed to two completely different
underlying physics mechanisms that overlap in the region
P2
hT ≃ 1 ðGeV=cÞ2. Figure 18 shows, as an example,

multiplicities of positively charged hadrons as a function
of P2

hT, measured at hQ2i ∼ 1.25 ðGeV=cÞ2 for two bins of
x with average values hxi ¼ 0.006 and hxi ¼ 0.016, in the
four z bins. The values of the fitted parameters are given in
Table V. Only statistical uncertainties are shown and used in
the fit. Values of χ2dof of about 1 are obtained in all (x,Q

2, z)
bins, except for a few (6 out of 81) bins, where values as
small as 0.52 and as large as 2.52 are obtained. The
normalization coefficients N1 and N0

1 are found to have a
strong variation with x and z and a rather weak variation
with Q2, reflecting the (x, Q2) dependence of collinear
PDFs and the z dependence of collinear FFs. The inverse
slope α1 has an average value of about 0.23 ðGeV=cÞ2 for
Q2 < 3 ðGeV=cÞ2 and about 0.28 ðGeV=cÞ2 for larger
values of Q2. Its dependence on z2 is discussed below
using Fig. 19. The inverse slope α01 has an average value of
about 0.6 ðGeV=cÞ2 and shows a rather weak variation
with x and Q2.
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FIG. 17. Multiplicities of positively chargedhadrons as a function
of P2

hT for hQ2i ¼ 1.25 ðGeV=cÞ2, hxi ¼ 0.006 and hzi ¼ 0.25.
The black dotted curve represents the first exponential function
f1¼ðN1=α1Þexpð−P2

hT=α1Þ, the blue dashed curve represents the
second exponential function f2¼ðN0

1=α
0
1Þexpð−P2

hT=α
0
1Þ, and the

red curve represents the sum (f1 þ f2) as in Eq. (9). Only statistical
uncertainties are shown and used in the fit.

TABLE V. Fitted parameters of Figs. 17, 18, and 20.

0.003 < x < 0.008 and 1 < Q2=ðGeV=cÞ2 < 1.7

F1

z range N1 α1 N0
1 α01

0.20 < z < 0.30 1.47% 0.02 0.197% 0.003 0.46% 0.02 0.62% 0.02
0.30 < z < 0.40 0.73% 0.02 0.237% 0.005 0.23% 0.02 0.72% 0.03
0.40 < z < 0.60 0.26% 0.01 0.246% 0.008 0.16% 0.01 0.69% 0.03
0.60 < z < 0.80 0.063% 0.005 0.18% 0.01 0.086% 0.005 0.62% 0.02

0.013 < x < 0.020 and 1 < Q2=ðGeV=cÞ2 < 1.7

F1

z range N1 α1 N0
1 α01

0.20 < z < 0.30 1.74% 0.03 0.189% 0.004 0.43% 0.03 0.55% 0.02
0.30 < z < 0.40 0.91% 0.03 0.222% 0.005 0.24% 0.03 0.59% 0.03
0.40 < z < 0.60 0.38% 0.02 0.268% 0.007 0.11% 0.02 0.67% 0.04
0.60 < z < 0.80 0.07% 0.01 0.18% 0.02 0.12% 0.01 0.51% 0.02

0.008 < x < 0.013 and 1.7 < Q2=ðGeV=cÞ2 < 3

F1

z range N1 α1 N0
1 α01

0.30 < z < 0.40 0.76% 0.03 0.259% 0.007 0.20% 0.03 0.76% 0.06
F2

z range N2 q T

0.30 < z < 0.40 3.39% 0.05 1.180% 0.007 0.234% 0.004

M. AGHASYAN et al. PHYS. REV. D 97, 032006 (2018)

032006-18

Transverse-momentum-dependent multiplicities of charged hadrons
in muon-deuteron deep inelastic scattering

M. Aghasyan,24 M. G. Alexeev,25 G. D. Alexeev,7 A. Amoroso,25,26 V. Andrieux,28,20 N. V. Anfimov,7 V. Anosov,7

A. Antoshkin,7 K. Augsten,7,18 W. Augustyniak,29 A. Austregesilo,15 C. D. R. Azevedo,1 B. Badełek,30 F. Balestra,25,26

M. Ball,3 J. Barth,4 R. Beck,3 Y. Bedfer,20 J. Bernhard,12,9 K. Bicker,15,9 E. R. Bielert,9 R. Birsa,24 M. Bodlak,17

P. Bordalo,11,e F. Bradamante,23,24 A. Bressan,23,24 M. Büchele,8 V. E. Burtsev,27 L. Capozza,20 W.-C. Chang,21

C. Chatterjee,6 M. Chiosso,25,26 I. Choi,28 A. G. Chumakov,27 S.-U. Chung,15,f A. Cicuttin,24,g M. L. Crespo,24,g Q. Curiel,20

S. Dalla Torre,24 S. S. Dasgupta,6 S. Dasgupta,23,24 O. Yu. Denisov,26,a L. Dhara,6 S. V. Donskov,19 N. Doshita,32

Ch. Dreisbach,15 W. Dünnweber,15 R. R. Dusaev,27 M. Dziewiecki,31 A. Efremov,7 P. D. Eversheim,3 M. Faessler,15

A. Ferrero,20 M. Finger,17 M. Finger, Jr.,17 H. Fischer,8 C. Franco,11 N. du Fresne von Hohenesche,12,9 J. M. Friedrich,15,b

V. Frolov,7,9 E. Fuchey,20 F. Gautheron,2 O. P. Gavrichtchouk,7 S. Gerassimov,14,15 J. Giarra,12 F. Giordano,28 I. Gnesi,25,26

M. Gorzellik,8 A. Grasso,25,26 A. Gridin,7 M. Grosse Perdekamp,28 B. Grube,15 T. Grussenmeyer,8 A. Guskov,7 D. Hahne,4

G. Hamar,24 D. von Harrach,12 F. H. Heinsius,8 R. Heitz,28 F. Herrmann,8 N. Horikawa,16,h N. d’Hose,20 C.-Y. Hsieh,21,i

S. Huber,15 S. Ishimoto,32,j A. Ivanov,25,26 T. Iwata,32 V. Jary,18 R. Joosten,3 P. Jörg,8 E. Kabuß,12 A. Kerbizi,23,24 B. Ketzer,3

G. V. Khaustov,19 Yu. A. Khokhlov,19,k Yu. Kisselev,7 F. Klein,4 J. H. Koivuniemi,2,28 V. N. Kolosov,19 K. Kondo,32

K. Königsmann,8 I. Konorov,14,15 V. F. Konstantinov,19 A. M. Kotzinian,26,l O. M. Kouznetsov,7 Z. Kral,18 M. Krämer,15

P. Kremser,8 F. Krinner,15 Z. V. Kroumchtein,7,d Y. Kulinich,28 F. Kunne,20 K. Kurek,29 R. P. Kurjata,31 I. I. Kuznetsov,27

A. Kveton,18 A. A. Lednev,19,d E. A. Levchenko,27 M. Levillain,20 S. Levorato,24 Y.-S. Lian,21,m J. Lichtenstadt,22

R. Longo,25,26 V. E. Lyubovitskij,27 A. Maggiora,26 A. Magnon,28 N. Makins,28 N. Makke,24,c G. K. Mallot,9

S. A. Mamon,27 B. Marianski,29 A. Martin,23,24 J. Marzec,31 J. Matoušek,23,24,17 H. Matsuda,32 T. Matsuda,13

G. V. Meshcheryakov,7 M. Meyer,28,20 W. Meyer,2 Yu. V. Mikhailov,19 M. Mikhasenko,3 E. Mitrofanov,7 N. Mitrofanov,7

Y. Miyachi,32 A. Moretti,23,24 A. Nagaytsev,7 F. Nerling,12 D. Neyret,20 J. Nový,18,9 W.-D. Nowak,12 G. Nukazuka,32

A. S. Nunes,11 A. G. Olshevsky,7 I. Orlov,7 M. Ostrick,12 D. Panzieri,26,n B. Parsamyan,25,26 S. Paul,15 J.-C. Peng,28

F. Pereira,1 M. Pešek,17 M. Pešková,17 D. V. Peshekhonov,7 N. Pierre,12,20 S. Platchkov,20 J. Pochodzalla,12

V. A. Polyakov,19 J. Pretz,4,o M. Quaresma,11 C. Quintans,11 S. Ramos,11,e C. Regali,8 G. Reicherz,2 C. Riedl,28

N. S. Rogacheva,7 D. I. Ryabchikov,19,15 A. Rybnikov,7 A. Rychter,31 R. Salac,18 V. D. Samoylenko,19 A. Sandacz,29

C. Santos,24 S. Sarkar,6 I. A. Savin,7 T. Sawada,21 G. Sbrizzai,23,24 P. Schiavon,23,24 K. Schmidt,8 H. Schmieden,4

K. Schönning,9,p E. Seder,20 A. Selyunin,7 L. Silva,11 L. Sinha,6 S. Sirtl,8 M. Slunecka,7 J. Smolik,7 A. Srnka,5

D. Steffen,9,15 M. Stolarski,11 O. Subrt,9,18 M. Sulc,10 H. Suzuki,32,h A. Szabelski,23,24,29 T. Szameitat,8 P. Sznajder,29

M. Tasevsky,7 S. Tessaro,24 F. Tessarotto,24 A. Thiel,3 J. Tomsa,17 F. Tosello,26 V. Tskhay,14 S. Uhl,15 B. I. Vasilishin,27

A. Vauth,9 J. Veloso,1 A. Vidon,20 M. Virius,18 S. Wallner,15 T. Weisrock,12 M. Wilfert,12 J. ter Wolbeek,8 K. Zaremba,31

P. Zavada,7 M. Zavertyaev,14 E. Zemlyanichkina,7 and M. Ziembicki31

(COMPASS Collaboration)

1University of Aveiro, Department of Physics, 3810-193 Aveiro, Portugal
2Universität Bochum, Institut für Experimentalphysik, 44780 Bochum, Germany

3Universität Bonn, Helmholtz-Institut für Strahlen- und Kernphysik, 53115 Bonn, Germany
4Universität Bonn, Physikalisches Institut, 53115 Bonn, Germany

5Institute of Scientific Instruments, AS CR, 61264 Brno, Czech Republic
6Matrivani Institute of Experimental Research & Education, Calcutta-700 030, India

7Joint Institute for Nuclear Research, 141980 Dubna, Moscow region, Russia
8Universität Freiburg, Physikalisches Institut, 79104 Freiburg, Germany

9CERN, 1211 Geneva 23, Switzerland
10Technical University in Liberec, 46117 Liberec, Czech Republic

11LIP, 1000-149 Lisbon, Portugal
12Universität Mainz, Institut für Kernphysik, 55099 Mainz, Germany

13University of Miyazaki, Miyazaki 889-2192, Japan
14Lebedev Physical Institute, 119991 Moscow, Russia

15Technische Universität München, Physik Department, 85748 Garching, Germany
16Nagoya University, 464 Nagoya, Japan

17Charles University in Prague, Faculty of Mathematics and Physics, 18000 Prague, Czech Republic
18Czech Technical University in Prague, 16636 Prague, Czech Republic

PHYSICAL REVIEW D 97, 032006 (2018)

2470-0010=2018=97(3)=032006(23) 032006-1 Published by the American Physical Society

0.5 1.0 1.5 2.0 2.5
PT2 (GeV2)

-4

-3

-2

-1

0

1

2
d M/dzdPT2(GeV-2)

“Intrinsic” “tail”

COMPASS
Phys.Rev.D 97 (2018) 3, 032006

“… the two exponential functions in our parametrizations F1 can be attributed to two 
completely different underlying physics mechanisms that overlap in the region 𝑃!" ≃
1	GeV#.”

• Models: χPT, lightcone 
wavefunctions, etc…

• Lattice 
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• Factorization 
 

• Evolution
 

• Small bT, large kT (OPE) with collinear factorization

• In pheno applications, all are combined into a cross-section expression to be compared with 
data, with the help of perturbative calculations, fits, & nonperturbative models

2

the TMD fragmentation functions (↵s), while strictly adhering to the logic of the TMD factorization and evolution
derivations at each stage in the process. The purpose of the present paper is to begin the processes of putting these
steps into practice.

The basic expression of TMD factorization for a process like Drell-Yan scattering valid in the small transverse
momentum limit is

d�

d4qT d⌦
= H

XZ
d2kaT d2kbT fj/ha

(xa,kaT; µQ, Q2)f|̄/hb
(xb,kbT; µQ, Q2)�(2)(qT � kaT � kbT) , (1)

which exactly matches a TMD parton model description (e.g., Refs. [3, 4]), except with evolution scales Q and µQ

as explicit auxiliary arguments of the TMD pdfs. The partons of flavor j and |̄ are carried inside hadrons ha and hb

with collinear momentum fractions xa(xb) and transverse momenta kaT(kbT). The coordinate space solution to the
evolution equations for each of the TMD correlation functions is rather simple and takes the form

f̃j/h(x, bT; µQ, Q2) = f̃j/h(x, bT; µQ0 , Q
2

0
)E(bT, Q/Q0) , (2)

where Q0 is an input scale and E(bT, Q/Q0) is a collection of well-known exponential factors that implement evolution
and whose only bT-dependence resides in the Collins-Soper (CS) kernel. Therefore, once a parametrization of a TMD
pdf has been established at an input scale Q0 and for all bT, evolving it to a higher Q and using Eq. (1) becomes in
principle very simple. By comparison, the role of nonperturbative input parametrizations is somewhat obscured in the
more complicated ways that evolved Drell-Yan cross sections are typically expressed. Maintaining the factorization
formula in the straightforward form in Eqs. (1)–(2) allows one to deal directly with issues related to the input
parametrization that are often overlooked.

The HSO approach simultaneously addresses a number of long-standing issues including:

1) The need to preserve the integral normalizations that connect TMD and collinear correlation functions

fi/h(x) ⇡
Z

d2kT fi/h(x,kT) , (3)

which map to an approximate probability interpretation, even at moderate Q. More traditional TMD
parametrizations either lack this constraint, or they express it in a naive parton model form that does not
include evolution.

2) The need to match to a fixed order perturbative tail when transverse momentum is comparable to the hard
scale. The parametrizations of TMD pdfs and ↵s should match the large transverse momentum asymptotic
behavior that is dictated by their operator definitions.

3) The need to deal with a backwards evolution problem in TMD factorization. Specifically, data from high scale
processes tend to have weak sensitivity to the nonperturbative parts in TMD parametrizations in comparison to
what one finds at lower Q. As such, extractions of nonperturbative transverse momentum dependence obtained
from very large Q measurements have errors that are amplified, and eventually blow up, as one evolves downward
in Q. (We do emphasize, however, that understanding the nonperturbative contributions is relevant to reaching
desired levels of precision at quite large scales. See, for example, [5, 6].)

4) The need for direct control, in the parametrizations themselves, over the transition between perturbative and
nonperturbative descriptions of transverse momentum dependence as one moves from small to large transverse
momentum. This is important for e↵orts to map out the regions in transverse momentum where di↵erent
physical mechanisms dominate. The transition is smooth in the HSO approach, and it eliminates the arbitrary
“bmax” (and “bmin”) that appears in many standard high energy applications. Specifically, the scale at which
a bTQ0 ! 0 renormalization group improvement approach is imposed has been separated from the physical
description of the transition between perturbative and truly nonperturbative regions. See Appendix B and
Sec. IV C below for a discussion of how these descriptions are connected.

5) The need for a recipe that maps any given model (say, from lattice QCD or other nonperturbative techniques)
of TMD functions to the nonperturbative input of TMD factorization and evolution, and allows the predictive
power of di↵erent models to be compared.

Items 1) and 2) are essentially matters of internal consistency in the treatment of QCD factorization, so they are
quite essential. Items 3) and 4) are important for applications to the study of hadron structure. Item 1) also plays
an important role in the existing framework for interpreting TMD and collinear pdfs in terms of a parton model
picture of hadronic structure. This can be seen, for example, in the “prism” diagrams that are frequently found in

+ · · ·
<latexit sha1_base64="VHbW29Es19tSSKppYmDF8ocwoX4=">AAAB73icbVBNS8NAEJ34WetX1aOXxSIIQkmqoMeiF48V7Ae0oWw2m3bpJht3J0Ip/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEph0HW/nZXVtfWNzcJWcXtnd2+/dHDYNCrTjDeYkkq3A2q4FAlvoEDJ26nmNA4kbwXD26nfeuLaCJU84Cjlfkz7iYgEo2il9jnpslCh6ZXKbsWdgSwTLydlyFHvlb66oWJZzBNkkhrT8dwU/THVKJjkk2I3MzylbEj7vGNpQmNu/PHs3gk5tUpIIqVtJUhm6u+JMY2NGcWB7YwpDsyiNxX/8zoZRtf+WCRphjxh80VRJgkqMn2ehEJzhnJkCWVa2FsJG1BNGdqIijYEb/HlZdKsVryLSvX+sly7yeMowDGcwBl4cAU1uIM6NICBhGd4hTfn0Xlx3p2PeeuKk88cwR84nz9tK4+S</latexit>
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� ⇠
Z

H(Q) ⌦ Fq/P (x1,k1T , S1) ⌦ Fq̄/P̄ (x2,qT � k1T , S2) (179)

d� ⇠
Z

H ⌦ Fq/P (x,kT ) ⌦ DH/q(z,pT + kT ) (180)

d�SIDIS =
X

f

Hf,SIDIS(↵s(Q))⌦ Ff/H1
(x, k1T ;Q)⌦DH2/f

(z, k2T ;Q) + YSIDIS , SIDIS

(181)

d�DY =
X

f

Hf,DY(↵s(Q))⌦ Ff/H1
(x1, k1T ;Q)⌦ F

f̄/H2
(x2, k2T ;Q) + YDrell-Yan , Drell�Yan

(182)

d�DY =
X

f

Hf,DY(↵s(Q))⌦N1(x1, k1T )e
SNP1(x1,k1T ;Q) ⌦N2(x2, k2T )e

SNP2(x2,k2T ;Q) + YDrell-Yan , Drell�Yan

(183)

d�e+e� =
X

f

Hf,e+e�(↵s(Q))⌦D
H1/f̄

(z1, k1T ;Q)⌦DH2/f
(z2, k2T ;Q) + Ye+e� . e

+
e
� ! H1 + H2 + X

(184)

d�DY =
X

f

Hf (Q)

Z
d2k1T d2k2T Ff/P (x1,k1T ;Q) F

f̄/P̄
(x2,k2T ;Q) �(2)(k1T + k2T � qT ) + Y (qT , Q)

+O
✓✓

⇤

Q

◆a◆

qT /Q ⌧ 1 qT /Q ⇠ 1 (185)

TMD PDF expanded

f̃j/p(x, bT ;µQ, Q
2) = (186)

(187)

X

k

Z 1

x

dx̂

x̂
C̃j/k(x/x̂, b⇤;µ

2
b
, µb, g(µb))fk/p(x̂, µb)⇥ (188)

(189)

⇥ exp

(
ln

Q

µb

K̃(b⇤;µb) +

Z
Q

µb

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�)
⇥ (190)

(191)

⇥ exp

⇢
�gj/p(x, bT )�gK(bT ) ln

Q

Q0

�
(192)

@ln f̃j/p(x, bT ;µ, ⇣)

@ ln
p
⇣

= K̃(bT ;µ)

dK̃(bT ;µ)

d lnµ
= ��K(↵s(µ))

d ln f̃j/p(x, bT ;µ, ⇣)

d lnµ
= �(↵s(µ); ⇣/µ

2)

f̃j/p(x, bT ;µ, ⇣) =
X

k

Z 1

x

d⇠

⇠
C̃j/k(x/⇠, bT ; ⇣, µ,↵s(µ))fk/p(⇠;µ) +O (mbT ) (193)
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f̃j/p(x, bT ;µ, ⇣) =

Z 1

x

d⇠

⇠
C̃j/k(x/⇠, bT ; ⇣, µ,↵s(µ))fk/p(⇠;µ) +O (bT⇤QCD) (194)

f̃j/p(x, bT ;µ, ⇣) =

Z 1

x

d⇠

⇠
C̃j/k(x/⇠, bT ; ⇣, µ,↵s(µ))fk/p(⇠;µ) +O (bT⇤QCD) (195)

f̃j/p(x, bT ;µ, ⇣) =

Z 1

x

d⇠

⇠
C̃j/k(x/⇠, bT ; ⇣, µ,↵s(µ))fk/p(⇠;µ) +O (bT⇤QCD) (196)

fj/p(x, kT ;µ, ⇣) =
1

k2
T

Z 1

x

d⇠

⇠
Cj/k(x/⇠, kT ; ⇣, µ,↵s(µ))fk/p(⇠;µ) +O

✓
⇤QCD

kT

◆
(197)

d�

dQ d2qT dx dz
= H(Q/µQ)

Z
d2bT

(2⇡)2
e�ibT ·qT f̃j/p(x,bT ;µQ, Q

2)D̃h/j(z,bT ;µQ, Q
2) (198)

Z
d2kT fj/p(x, kT ;µQ, Q

2) = fj/p(x) (199)

⇡

Z
µ
2

Q

dk2
T
fj/p(x, kT ;µQ, Q

2) = fj/p(x;µQ) +O (↵s(µQ)) (200)

K̃(bT ;µ) = K̃pert (bTµ,↵s(µ)) +O (bT⇤QCD) (201)

�gj/p(x, bT) ⌘ ln

 
f̃j/p(x, bT;µQ0

, Q2
0)

f̃j/p(x, b⇤;µQ0
, Q2

0)

!
, (202)

gK(bT) ⌘ K̃(b⇤;µ)� K̃(bT;µ) (203)
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2

on the basis of existing calculations of the quark form fac-
tor by Moch et al. [7], and of hard scattering in collinear
factorization by Catani et al. [8]. These results are: (a)
The coe�cients relating TMD and collinear parton densi-
ties to order a2

s
; (b) The TMD hard scattering coe�cient

for Drell-Yan to order a2
s
; (c) The anomalous dimensions

to order a3
s
; (d) The CSS2 evolution kernel K̃ to order

a2
s
. We give full details of the non-trivial methods by

which the coe�cients are obtained from the previous re-
sults. In particular we find that we need some apparently
new technical results concerning the collinear factors used
for factorization for the quark form factor. We verify
that our results agree with calculations of correspond-
ing quantities by very di↵erent methods by Gehrmann
et al. [9, 10] and by Echevarria et al. [11]. Those calcu-
lations start from the operator definitions of the TMD
functions, and so the agreement with our calculations
provides a non-trivial test of the correctness of the TMD
factorization methods. We point out that the order a3

s

value for the hard scattering is available from results by
Gehrmann et al. [12], and that a calculation by Li and
Zhu [13] gives the value of K̃ to order a3

s
. That the result

of Ref. [13] in fact gives exactly the perturbative expan-
sion of K̃ is not immediately apparent from their paper,
so we give a derivation of the correspondence in App. B,
where we also show how to map their factorization and
TMD parton densities onto those given by CSS2 and by
Echevarŕıa et al. [5].

II. THE FORMALISMS

A. Notation and conventions

To match the conventions of Moch et al. [7], we use

as =
↵s

4⇡
=

g2
s

16⇡2
(1)

as the expansion parameter.

B. Original CSS formalism

The original CSS formula [3, (3.17) and (5.8)], as used
in the fits in [1, 2], was obtained starting from a TMD
factorization formula, using the specific definitions of
TMD parton densities that had been given by Collins
and Soper (CS) [14]. Earlier, CS [15, 16] had obtained
TMD factorization for dihadron production in e+e� an-
nihilation. The natural extension to the Drell-Yan pro-
cess was stated by CSS in [3]; CSS argued that the then-
recent work on the cancellation of the Glauber region
was su�cient to allow the extension of the proof of TMD
factorization to Drell-Yan.
Associated with factorization are evolution equations

for the TMD functions and a kind of operator-product
expansion (OPE) for the TMD parton densities at small
bT. CSS solved these equations with neglect of power-
suppressed terms, segregated non-perturbative contribu-
tions at large bT, and then redefined various functions.
The result was of the form

d�

dQ2 dy dq2T
=

4⇡2↵2

9Q2s

X

j,jA,jB

e2
j

Z
d2bT
(2⇡)2

eiqT·bT

⇥

Z 1

xA

d⇠A
⇠A

fjA/A(⇠A;µb⇤) C̃
CSS1, DY
j/jA

✓
xA

⇠A
, b⇤;µ

2
b⇤ , µb⇤ , C2, as(µb⇤)

◆

⇥

Z 1

xB

d⇠B
⇠B

fjB/B(⇠B ;µb⇤) C̃
CSS1, DY
|̄/jB

✓
xB

⇠B
, b⇤;µ

2
b⇤ , µb⇤ , C2, as(µb⇤)

◆

⇥ exp

(
�

Z
µ
2
Q

µ
2
b⇤

dµ02

µ02

"
ACSS1(as(µ

0);C1) ln

 
µ2
Q

µ02

!
+BCSS1, DY(as(µ

0);C1, C2)

#)

⇥ exp
h
�gCSS1

j/A
(xA, bT; bmax)� gCSS1

|̄/B
(xB , bT; bmax)� gCSS1

K
(bT; bmax) ln(Q

2/Q2
0)
i

+ suppressed corrections. (2)

Here we work with the inclusive Drell-Yan process A +
B ! l+l� + X, with restriction to production of the
lepton pair through a virtual photon. The 4-momentum
of the lepton pair is qµ, and its invariant mass, rapidity
and transverse momentum are Q, y and qT. The total
center of mass energy is

p
s, we define xA = Qey/

p
s

and xB = Qe�y/
p
s, we define ej to be the charge of

quark j (in units of the elementary charge unit e), and ↵
is the usual fine-structure constant. Auxiliary quantitiesf(x, kT ;Q) = f(x;Q)

e
�k2

T
4B

4⇡B
<latexit sha1_base64="8t8zzAfopMoD28Zta+25m23Jy1Y=">AAACI3icbZDLSgMxFIYz9VbrbdSlm2ARKmiZqQVFEUrduGyhN+i0JZNm2tDMhSQjlmHexY2v4saFUty48F3MtLPQ6oGQL/9/Dkl+O2BUSMP41DIrq2vrG9nN3Nb2zu6evn/QEn7IMWlin/m8YyNBGPVIU1LJSCfgBLk2I217cpf47QfCBfW9hpwGpOeikUcdipFU0kC/dgqPZ5NB46Z+Cm+hOiRgORzhiPSjBZwrv1+KozKsxnGyWQFVONDzRtGYF/wLZgp5kFZtoM+soY9Dl3gSMyRE1zQC2YsQlxQzEuesUJAA4Qkaka5CD7lE9KL5H2N4opQhdHyulifhXP05ESFXiKlrq04XybFY9hLxP68bSueqF1EvCCXx8OIiJ2RQ+jAJDA4pJ1iyqQKEOVVvhXiMVC5SxZpTIZjLX/4LrVLRvCiW6uV8pZrGkQVH4BgUgAkuQQXcgxpoAgyewAt4A+/as/aqzbSPRWtGS2cOwa/Svr4BNoWiNw==</latexit>

??

CSS etc 

Parton-model-like descriptions in early pheno 
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f̃(x, bT ;µQ0 , Q0)
<latexit sha1_base64="iTxc1JbWYxtXU1l3lMLgEbU28po=">AAACB3icbVDLSsNAFJ3UV62vqEtBgkWoUEpSBQU3RTcuW+gLmhAmk0k7dCYJMxOxhOzc+CtuXCji1l9w5984bbPQ1gP3cjjnXmbu8WJKhDTNb62wsrq2vlHcLG1t7+zu6fsHXRElHOEOimjE+x4UmJIQdySRFPdjjiHzKO5549up37vHXJAobMtJjB0GhyEJCIJSSa5+bEtCfZwGWeWh6rnta5slbtpyzayq2pmrl82aOYOxTKyclEGOpqt/2X6EEoZDiSgUYmCZsXRSyCVBFGclOxE4hmgMh3igaAgZFk46uyMzTpXiG0HEVYXSmKm/N1LIhJgwT00yKEdi0ZuK/3mDRAZXTkrCOJE4RPOHgoQaMjKmoRg+4RhJOlEEIk7UXw00ghwiqaIrqRCsxZOXSbdes85r9dZFuXGTx1EER+AEVIAFLkED3IEm6AAEHsEzeAVv2pP2or1rH/PRgpbvHII/0D5/AIb4mG0=</latexit>

Start with exact bT-space TMD pdf:
Collins & Soper, Nucl. Phys. B197, 446 (1982)
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f̃(x, bT ;µQ0 , Q0)
<latexit sha1_base64="iTxc1JbWYxtXU1l3lMLgEbU28po=">AAACB3icbVDLSsNAFJ3UV62vqEtBgkWoUEpSBQU3RTcuW+gLmhAmk0k7dCYJMxOxhOzc+CtuXCji1l9w5984bbPQ1gP3cjjnXmbu8WJKhDTNb62wsrq2vlHcLG1t7+zu6fsHXRElHOEOimjE+x4UmJIQdySRFPdjjiHzKO5549up37vHXJAobMtJjB0GhyEJCIJSSa5+bEtCfZwGWeWh6rnta5slbtpyzayq2pmrl82aOYOxTKyclEGOpqt/2X6EEoZDiSgUYmCZsXRSyCVBFGclOxE4hmgMh3igaAgZFk46uyMzTpXiG0HEVYXSmKm/N1LIhJgwT00yKEdi0ZuK/3mDRAZXTkrCOJE4RPOHgoQaMjKmoRg+4RhJOlEEIk7UXw00ghwiqaIrqRCsxZOXSbdes85r9dZFuXGTx1EER+AEVIAFLkED3IEm6AAEHsEzeAVv2pP2or1rH/PRgpbvHII/0D5/AIb4mG0=</latexit>

Classic example:

Start with exact bT-space TMD pdf:

Define a regulator

Multiply by one
f̃(x, bT ;µQ0 , Q0) = f̃(x, b⇤(bT );µQ0 , Q0)

 
f̃(x, bT ;µQ0 , Q0)

f̃(x, b⇤(bT );µQ0 , Q0)

!

<latexit sha1_base64="wHNDD7XbDXY863HkB/XK03fO3Ls=">AAAChnicjVHbSgMxEM2ut1pvVR99CRahFSm7VVEQoeiLjxWsCt26ZNPZNpi9kMyKZdlP8ad8829MLw9aRRxIOJw5M5OcCVIpNDrOh2UvLC4tr5RWy2vrG5tble2de51kikOHJzJRjwHTIEUMHRQo4TFVwKJAwkPwfD3OP7yA0iKJ73CUQi9ig1iEgjM0lF9581DIPuRhUXs9Cvy7Cy/K/PzWd4ojc9XpJf0meDqsGVF9XuVJCLFGvVAxnv/dscj/0bDwlBgMse5Xqk7DmQT9CdwZqJJZtP3Ku9dPeBZBjFwyrbuuk2IvZwoFl1CUvUxDyvgzG0DXwJhFoHv5xMaCHhimT8NEmRMjnbBfK3IWaT2KAqOMGA71fG5M/pbrZhie93IRpxlCzKeDwkxSTOh4J7QvFHCUIwMYV8K8lfIhM16i2VzZmODOf/knuG823ONG8/ak2rqa2VEie2Sf1IhLzkiL3JA26RBuLVh1q2kd2yW7YZ/aZ1Opbc1qdsm3sFufB/nADw==</latexit>

Collins & Soper, Nucl. Phys. B197, 446 (1982)
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f̃(x, bT ;µQ0 , Q0)
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Classic example:

Start with exact bT-space TMD pdf:

Define a regulator

Multiply by one
f̃(x, bT ;µQ0 , Q0) = f̃(x, b⇤(bT );µQ0 , Q0)

 
f̃(x, bT ;µQ0 , Q0)

f̃(x, b⇤(bT );µQ0 , Q0)

!

<latexit sha1_base64="wHNDD7XbDXY863HkB/XK03fO3Ls=">AAAChnicjVHbSgMxEM2ut1pvVR99CRahFSm7VVEQoeiLjxWsCt26ZNPZNpi9kMyKZdlP8ad8829MLw9aRRxIOJw5M5OcCVIpNDrOh2UvLC4tr5RWy2vrG5tble2de51kikOHJzJRjwHTIEUMHRQo4TFVwKJAwkPwfD3OP7yA0iKJ73CUQi9ig1iEgjM0lF9581DIPuRhUXs9Cvy7Cy/K/PzWd4ojc9XpJf0meDqsGVF9XuVJCLFGvVAxnv/dscj/0bDwlBgMse5Xqk7DmQT9CdwZqJJZtP3Ku9dPeBZBjFwyrbuuk2IvZwoFl1CUvUxDyvgzG0DXwJhFoHv5xMaCHhimT8NEmRMjnbBfK3IWaT2KAqOMGA71fG5M/pbrZhie93IRpxlCzKeDwkxSTOh4J7QvFHCUIwMYV8K8lfIhM16i2VzZmODOf/knuG823ONG8/ak2rqa2VEie2Sf1IhLzkiL3JA26RBuLVh1q2kd2yW7YZ/aZ1Opbc1qdsm3sFufB/nADw==</latexit>

“nonperturbative function”

No dependence on b*

Expand in OPE, implement
evolution

The b* method to sequester collinear factorization
Collins & Soper, Nucl. Phys. B197, 446 (1982)

e�g(x,bT )
<latexit sha1_base64="U9x4AdkMqoCje0GsRm6ezgCt4LI=">AAAB9HicbVBNS8NAEJ3Ur1q/qh69LBahgpakCnosevFYoV/QxrLZbtqlm03c3RRL6O/w4kERr/4Yb/4bt20O2vpg4PHeDDPzvIgzpW3728qsrK6tb2Q3c1vbO7t7+f2DhgpjSWidhDyULQ8rypmgdc00p61IUhx4nDa94e3Ub46oVCwUNT2OqBvgvmA+I1gbyaUPyXm/+HTmdWunk26+YJfsGdAycVJSgBTVbv6r0wtJHFChCcdKtR070m6CpWaE00muEysaYTLEfdo2VOCAKjeZHT1BJ0bpIT+UpoRGM/X3RIIDpcaBZzoDrAdq0ZuK/3ntWPvXbsJEFGsqyHyRH3OkQzRNAPWYpETzsSGYSGZuRWSAJSba5JQzITiLLy+TRrnkXJTK95eFyk0aRxaO4BiK4MAVVOAOqlAHAo/wDK/wZo2sF+vd+pi3Zqx05hD+wPr8AZ7SkVk=</latexit>
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h
f̃(x, b⇤(bT );µQ0 , Q0)e

�g(x,bT )
i
= 0
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�g(x,bT )
i
= 0

<latexit sha1_base64="YnUm7jKROo+yDVJhEV0OR2A7CPc=">AAACNHicbVBNa9tAEF05aeq4beqmx1yWmIBdUiO5hQZKIbSXQC8xxInBksVqNbIXrz7YHYUaoR/VS39ILqHQQ0voNb8hK9uH1s6DGR7vzbA7L8ik0GjbP63a1vaTnaf13caz5y/2XjZf7V/qNFccBjyVqRoGTIMUCQxQoIRhpoDFgYSrYPal8q+uQWmRJhc4z8CL2SQRkeAMjeQ3v7ohSGTUlRDhiLooZAhFVLa/HQfjN+3Av+h8dOPcL/q+XR6b1qEwLt5OKt94JXWVmEzRo5+o7TdbdtdegG4SZ0VaZIVzv3njhinPY0iQS6b1yLEz9AqmUHAJZcPNNWSMz9gERoYmLAbtFYujS3pklJBGqTKVIF2o/24ULNZ6HgdmMmY41eteJT7mjXKMTrxCJFmOkPDlQ1EuKaa0SpCGQgFHOTeEcSXMXymfMsU4mpwbJgRn/eRNctnrOu+6vf771unnVRx1ckAOSZs45AM5JWfknAwIJ9/JLflN/lg/rF/WnfV3OVqzVjuvyX+w7h8ABq2ojw==</latexit>

Ansatz…. Something else?
�g(x, bT ) ⇡ �ab2T . . .

<latexit sha1_base64="qs2x8z3S/6Lrvqzb3w9BO3AfWpw=">AAACGXicbVC7TsMwFHXKq5RXgJHFokIqEq2SggRjBQtjkfqSmhA5rtNadZzIdlCrqL/Bwq+wMIAQI0z8DW7aAVqOZOn4nHuvr48fMyqVZX0buZXVtfWN/GZha3tnd8/cP2jJKBGYNHHEItHxkSSMctJUVDHSiQVBoc9I2x/eTP32AxGSRryhxjFxQ9TnNKAYKS15puVkM1ItE67QBJb7pdGZ7zVOoYPiWEQjWEZQ3++r0OlFSnpm0apYGeAyseekCOaoe+an7sNJqMdjhqTs2las3BQJRTEjk4KTSBIjPNQLdDXlKCTSTbOtJvBEKz0YREIfrmCm/u5IUSjlOPR1ZYjUQC56U/E/r5uo4MpNKY8TRTiePRQkDKoITmOCPSoIVmysCcKC6l0hHiCBsNJhFnQI9uKXl0mrWrHPK9W7i2Lteh5HHhyBY1ACNrgENXAL6qAJMHgEz+AVvBlPxovxbnzMSnPGvOcQ/IHx9QOObp9c</latexit>
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•
 

• Start by optimizing the input scale treatment with fixed scale:

– Smoothly/continuously interpolate between nonperturbative small-kT model 
and a large-kT perturbative tail

–  Impose

• Very small 𝑏! ≪
"
#!

  description is not yet optimal 

–  RG transform to $𝑄" ∼
#
$!
	for	𝑏% ≪

#
&"
, 𝑄"	otherwise 

• Evolve to 𝑄 ≫ 𝑄+ & refine fits

MS

16

Dinpt,h/j(z, zkT;µQ0
, Q2

0
) =

1

2⇡z2
1

k2
T
+m2

Dh,j

"
AD

h/j
(z;µQ0

) +BD

h/j
(z;µQ0

) ln
Q2

0

k2
T
+m2

Dh,j

#

+
1

2⇡z2
1

k2
T
+m2

Dh,g

AD,g

h/j
(z;µQ0

)

+ CD

h/j
Dcore,h/j(z, zkT;Q

2

0
)

(221)

finpt,i/p(x,kT;µQ0
, Q2

0
) =

1

2⇡

1

k2
T
+m2

fi,p

"
Af

i/p
(x;µQ0

) +Bf

i/p
(x;µQ0

) ln
Q2

0

k2
T
+m2

fi,p

#
+

1

2⇡

1

k2
T
+m2

fg,p

Af,g

i/p
(x;µQ0

)

+ Cf

i/p
fcore,i/p(x,kT;Q

2

0
)

(222)

f c

i/p
(x;µQ0

) ⌘ 2⇡

Z
µQ0

0

dkT kTfi/p(x,kT;µQ0
, Q2

0
) = fi/p(x;µQ0

) +Hi/i0 ⌦ fi0/p + p.s.

dc
h/j

(z;µQ0
) ⌘ 2⇡z2

Z
µQ0

0

dkT kTDh/j(z, zkT;µQ0
, Q2

0
) = dh/j(z;µQ0

) +Hj0/j ⌦ dh/j0 + p.s.

(223)

d�

dQ d2qT dx dz
= H(Q/µQ)

Z
d2bT
(2⇡)2

e�iq
T
·bT f̃j/p(x, bT;µQ0

, Q2

0
) D̃h/j(z, bT;µQ0

, Q2

0
)

⇥ exp

(
K̃(bT;µQ0

) ln

✓
Q2

Q2
0

◆
+

Z
µQ

µQ0

dµ0

µ0


2�(↵s(µ

0); 1)� ln
Q2

µ02 �K(↵s(µ
0))

�)
. (224)

d�

dQ d2qT dx dz
= H(Q/µQ)

Z
d2bT
(2⇡)2

e�iq
T
·bT f̃j/p(x, bT;µQ, Q

2) D̃h/j(z, bT;µQ, Q
2)

(225)

lim
bT!0

Q0 ⇠ 1/bT (226)

X

j0

C�

j/j0 ⌦ fj0/p (227)
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f̃j/p(x, bT ;µ, ⇣) =

Z
1

x

d⇠

⇠
C̃j/k(x/⇠, bT ; ⇣, µ,↵s(µ))fk/p(⇠;µ) +O (bT⇤QCD) (194)

f̃j/p(x, bT ;µ, ⇣) =

Z
1

x

d⇠

⇠
C̃j/k(x/⇠, bT ; ⇣, µ,↵s(µ))fk/p(⇠;µ) +O (bT⇤QCD) (195)

f̃OPE

j/p
(x, bT ;µ, ⇣) =

Z
1

x

d⇠

⇠
C̃j/k(x/⇠, bT ; ⇣, µ,↵s(µ))fk/p(⇠;µ) +O (bT⇤QCD) (196)

fj/p(x, kT ;µ, ⇣) =
1

k2
T

Z
1

x

d⇠

⇠
Cj/k(x/⇠, kT ; ⇣, µ,↵s(µ))fk/p(⇠;µ) +O

✓
⇤QCD

kT

◆�
(197)

fj/p(x, kT ⇡ Q;µQ, Q
2) =

1

k2
T

Z
1

x

d⇠

⇠
Cj/k(x/⇠, kT /Q,↵s(Q))fk/p(⇠;Q) +O

✓
⇤QCD

kT

◆�
(198)

d�

dQ d2qT dx dz
= H(Q/µQ)

Z
d2bT

(2⇡)2
e�ibT ·qT f̃j/p(x,bT ;µQ, Q

2)D̃h/j(z,bT ;µQ, Q
2) (199)

Integral relation
Z

d2kT fj/p(x, kT ;µQ, Q
2) = fj/p(x;µQ) (200)

Z
d2kT fj/p(x, kT ;µQ, Q

2) ⇡ fj/p(x;µQ) (201)

⇡

Z
µ
2

Q

dk2
T
fj/p(x, kT ;µQ, Q

2) = fj/p(x;µQ) +O (↵s(µQ)) (202)

⇡

Z
µ
2

Q0

dk2
T
fj/p(x, kT ;µQ0

, Q2

0
) = fj/p(x;µQ0

) +�j/p +O

✓
1

Q0bmax

◆
(203)

⇡

Z
µ
2

Q0

dk2
T
fj/p(x, kT ;µQ0

, Q2

0
) = fj/p(x;µQ0

) +�j/p + power suppressed (204)
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2

the TMD fragmentation functions (↵s), while strictly adhering to the logic of the TMD factorization and evolution
derivations at each stage in the process. The purpose of the present paper is to begin the processes of putting these
steps into practice.

The basic expression of TMD factorization for a process like Drell-Yan scattering valid in the small transverse
momentum limit is

d�

d4qT d⌦
= H

XZ
d2kaT d2kbT fj/ha

(xa,kaT; µQ, Q2)f|̄/hb
(xb,kbT; µQ, Q2)�(2)(qT � kaT � kbT) , (1)

which exactly matches a TMD parton model description (e.g., Refs. [3, 4]), except with evolution scales Q and µQ

as explicit auxiliary arguments of the TMD pdfs. The partons of flavor j and |̄ are carried inside hadrons ha and hb

with collinear momentum fractions xa(xb) and transverse momenta kaT(kbT). The coordinate space solution to the
evolution equations for each of the TMD correlation functions is rather simple and takes the form

f̃j/h(x, bT; µQ, Q2) = f̃j/h(x, bT; µQ0 , Q
2

0
)E(bT, Q/Q0) , (2)

where Q0 is an input scale and E(bT, Q/Q0) is a collection of well-known exponential factors that implement evolution
and whose only bT-dependence resides in the Collins-Soper (CS) kernel. Therefore, once a parametrization of a TMD
pdf has been established at an input scale Q0 and for all bT, evolving it to a higher Q and using Eq. (1) becomes in
principle very simple. By comparison, the role of nonperturbative input parametrizations is somewhat obscured in the
more complicated ways that evolved Drell-Yan cross sections are typically expressed. Maintaining the factorization
formula in the straightforward form in Eqs. (1)–(2) allows one to deal directly with issues related to the input
parametrization that are often overlooked.

The HSO approach simultaneously addresses a number of long-standing issues including:

1) The need to preserve the integral normalizations that connect TMD and collinear correlation functions

fi/h(x) ⇡
Z

d2kT fi/h(x,kT) , (3)

which map to an approximate probability interpretation, even at moderate Q. More traditional TMD
parametrizations either lack this constraint, or they express it in a naive parton model form that does not
include evolution.

2) The need to match to a fixed order perturbative tail when transverse momentum is comparable to the hard
scale. The parametrizations of TMD pdfs and ↵s should match the large transverse momentum asymptotic
behavior that is dictated by their operator definitions.

3) The need to deal with a backwards evolution problem in TMD factorization. Specifically, data from high scale
processes tend to have weak sensitivity to the nonperturbative parts in TMD parametrizations in comparison to
what one finds at lower Q. As such, extractions of nonperturbative transverse momentum dependence obtained
from very large Q measurements have errors that are amplified, and eventually blow up, as one evolves downward
in Q. (We do emphasize, however, that understanding the nonperturbative contributions is relevant to reaching
desired levels of precision at quite large scales. See, for example, [5, 6].)

4) The need for direct control, in the parametrizations themselves, over the transition between perturbative and
nonperturbative descriptions of transverse momentum dependence as one moves from small to large transverse
momentum. This is important for e↵orts to map out the regions in transverse momentum where di↵erent
physical mechanisms dominate. The transition is smooth in the HSO approach, and it eliminates the arbitrary
“bmax” (and “bmin”) that appears in many standard high energy applications. Specifically, the scale at which
a bTQ0 ! 0 renormalization group improvement approach is imposed has been separated from the physical
description of the transition between perturbative and truly nonperturbative regions. See Appendix B and
Sec. IV C below for a discussion of how these descriptions are connected.

5) The need for a recipe that maps any given model (say, from lattice QCD or other nonperturbative techniques)
of TMD functions to the nonperturbative input of TMD factorization and evolution, and allows the predictive
power of di↵erent models to be compared.

Items 1) and 2) are essentially matters of internal consistency in the treatment of QCD factorization, so they are
quite essential. Items 3) and 4) are important for applications to the study of hadron structure. Item 1) also plays
an important role in the existing framework for interpreting TMD and collinear pdfs in terms of a parton model
picture of hadronic structure. This can be seen, for example, in the “prism” diagrams that are frequently found in
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2

the TMD fragmentation functions (↵s), while strictly adhering to the logic of the TMD factorization and evolution
derivations at each stage in the process. The purpose of the present paper is to begin the processes of putting these
steps into practice.

The basic expression of TMD factorization for a process like Drell-Yan scattering valid in the small transverse
momentum limit is

d�

d4qT d⌦
= H

XZ
d2kaT d2kbT fj/ha

(xa,kaT; µQ, Q2)f|̄/hb
(xb,kbT; µQ, Q2)�(2)(qT � kaT � kbT) , (1)

which exactly matches a TMD parton model description (e.g., Refs. [3, 4]), except with evolution scales Q and µQ

as explicit auxiliary arguments of the TMD pdfs. The partons of flavor j and |̄ are carried inside hadrons ha and hb

with collinear momentum fractions xa(xb) and transverse momenta kaT(kbT). The coordinate space solution to the
evolution equations for each of the TMD correlation functions is rather simple and takes the form

f̃j/h(x, bT; µQ, Q2) = f̃j/h(x, bT; µQ0 , Q
2

0
)E(bT, Q/Q0) , (2)

where Q0 is an input scale and E(bT, Q/Q0) is a collection of well-known exponential factors that implement evolution
and whose only bT-dependence resides in the Collins-Soper (CS) kernel. Therefore, once a parametrization of a TMD
pdf has been established at an input scale Q0 and for all bT, evolving it to a higher Q and using Eq. (1) becomes in
principle very simple. By comparison, the role of nonperturbative input parametrizations is somewhat obscured in the
more complicated ways that evolved Drell-Yan cross sections are typically expressed. Maintaining the factorization
formula in the straightforward form in Eqs. (1)–(2) allows one to deal directly with issues related to the input
parametrization that are often overlooked.

The HSO approach simultaneously addresses a number of long-standing issues including:

1) The need to preserve the integral normalizations that connect TMD and collinear correlation functions

fi/h(x) ⇡
Z

d2kT fi/h(x,kT) , (3)

which map to an approximate probability interpretation, even at moderate Q. More traditional TMD
parametrizations either lack this constraint, or they express it in a naive parton model form that does not
include evolution.

2) The need to match to a fixed order perturbative tail when transverse momentum is comparable to the hard
scale. The parametrizations of TMD pdfs and ↵s should match the large transverse momentum asymptotic
behavior that is dictated by their operator definitions.

3) The need to deal with a backwards evolution problem in TMD factorization. Specifically, data from high scale
processes tend to have weak sensitivity to the nonperturbative parts in TMD parametrizations in comparison to
what one finds at lower Q. As such, extractions of nonperturbative transverse momentum dependence obtained
from very large Q measurements have errors that are amplified, and eventually blow up, as one evolves downward
in Q. (We do emphasize, however, that understanding the nonperturbative contributions is relevant to reaching
desired levels of precision at quite large scales. See, for example, [5, 6].)

4) The need for direct control, in the parametrizations themselves, over the transition between perturbative and
nonperturbative descriptions of transverse momentum dependence as one moves from small to large transverse
momentum. This is important for e↵orts to map out the regions in transverse momentum where di↵erent
physical mechanisms dominate. The transition is smooth in the HSO approach, and it eliminates the arbitrary
“bmax” (and “bmin”) that appears in many standard high energy applications. Specifically, the scale at which
a bTQ0 ! 0 renormalization group improvement approach is imposed has been separated from the physical
description of the transition between perturbative and truly nonperturbative regions. See Appendix B and
Sec. IV C below for a discussion of how these descriptions are connected.

5) The need for a recipe that maps any given model (say, from lattice QCD or other nonperturbative techniques)
of TMD functions to the nonperturbative input of TMD factorization and evolution, and allows the predictive
power of di↵erent models to be compared.

Items 1) and 2) are essentially matters of internal consistency in the treatment of QCD factorization, so they are
quite essential. Items 3) and 4) are important for applications to the study of hadron structure. Item 1) also plays
an important role in the existing framework for interpreting TMD and collinear pdfs in terms of a parton model
picture of hadronic structure. This can be seen, for example, in the “prism” diagrams that are frequently found in
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2

the TMD fragmentation functions (↵s), while strictly adhering to the logic of the TMD factorization and evolution
derivations at each stage in the process. The purpose of the present paper is to begin the processes of putting these
steps into practice.

The basic expression of TMD factorization for a process like Drell-Yan scattering valid in the small transverse
momentum limit is

d�

d4qT d⌦
= H

XZ
d2kaT d2kbT fj/ha

(xa,kaT; µQ, Q2)f|̄/hb
(xb,kbT; µQ, Q2)�(2)(qT � kaT � kbT) , (1)

which exactly matches a TMD parton model description (e.g., Refs. [3, 4]), except with evolution scales Q and µQ

as explicit auxiliary arguments of the TMD pdfs. The partons of flavor j and |̄ are carried inside hadrons ha and hb

with collinear momentum fractions xa(xb) and transverse momenta kaT(kbT). The coordinate space solution to the
evolution equations for each of the TMD correlation functions is rather simple and takes the form

f̃j/h(x, bT; µQ, Q2) = f̃j/h(x, bT; µQ0 , Q
2

0
)E(bT, Q/Q0) , (2)

where Q0 is an input scale and E(bT, Q/Q0) is a collection of well-known exponential factors that implement evolution
and whose only bT-dependence resides in the Collins-Soper (CS) kernel. Therefore, once a parametrization of a TMD
pdf has been established at an input scale Q0 and for all bT, evolving it to a higher Q and using Eq. (1) becomes in
principle very simple. By comparison, the role of nonperturbative input parametrizations is somewhat obscured in the
more complicated ways that evolved Drell-Yan cross sections are typically expressed. Maintaining the factorization
formula in the straightforward form in Eqs. (1)–(2) allows one to deal directly with issues related to the input
parametrization that are often overlooked.

The HSO approach simultaneously addresses a number of long-standing issues including:

1) The need to preserve the integral normalizations that connect TMD and collinear correlation functions

fi/h(x) ⇡
Z

d2kT fi/h(x,kT) , (3)

which map to an approximate probability interpretation, even at moderate Q. More traditional TMD
parametrizations either lack this constraint, or they express it in a naive parton model form that does not
include evolution.

2) The need to match to a fixed order perturbative tail when transverse momentum is comparable to the hard
scale. The parametrizations of TMD pdfs and ↵s should match the large transverse momentum asymptotic
behavior that is dictated by their operator definitions.

3) The need to deal with a backwards evolution problem in TMD factorization. Specifically, data from high scale
processes tend to have weak sensitivity to the nonperturbative parts in TMD parametrizations in comparison to
what one finds at lower Q. As such, extractions of nonperturbative transverse momentum dependence obtained
from very large Q measurements have errors that are amplified, and eventually blow up, as one evolves downward
in Q. (We do emphasize, however, that understanding the nonperturbative contributions is relevant to reaching
desired levels of precision at quite large scales. See, for example, [5, 6].)

4) The need for direct control, in the parametrizations themselves, over the transition between perturbative and
nonperturbative descriptions of transverse momentum dependence as one moves from small to large transverse
momentum. This is important for e↵orts to map out the regions in transverse momentum where di↵erent
physical mechanisms dominate. The transition is smooth in the HSO approach, and it eliminates the arbitrary
“bmax” (and “bmin”) that appears in many standard high energy applications. Specifically, the scale at which
a bTQ0 ! 0 renormalization group improvement approach is imposed has been separated from the physical
description of the transition between perturbative and truly nonperturbative regions. See Appendix B and
Sec. IV C below for a discussion of how these descriptions are connected.

5) The need for a recipe that maps any given model (say, from lattice QCD or other nonperturbative techniques)
of TMD functions to the nonperturbative input of TMD factorization and evolution, and allows the predictive
power of di↵erent models to be compared.

Items 1) and 2) are essentially matters of internal consistency in the treatment of QCD factorization, so they are
quite essential. Items 3) and 4) are important for applications to the study of hadron structure. Item 1) also plays
an important role in the existing framework for interpreting TMD and collinear pdfs in terms of a parton model
picture of hadronic structure. This can be seen, for example, in the “prism” diagrams that are frequently found in

Keep this form
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• Recipe to transform a NP TMD parametrization into an evolved 
parametrization at other scales:

–  Sec. VI of Phys.Rev.D 106 (2022) 3, 034002

• No bmax or b*  necessary
 
• No g-functions necessary

 
• Approach is equivalent to standard TMD factorization, CSS, etc, just with 

additional effective pheno constraints on the g-functions

• It is straightforward to translate between g-functions, b* etc, and HSO

– Sec. IX of Phys.Rev.D 106 (2022) 3, 034002,
– App. B of 2401.14266 [hep-ph] 

More details



14

• Highly sensitive to arbitrary choices near the perturbative/nonperturbative boundary 

•  Examples 
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Conventional organization
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f̃j/p(x, bT ;µ, ⇣) =

Z
1

x

d⇠

⇠
C̃j/k(x/⇠, bT ; ⇣, µ,↵s(µ))fk/p(⇠;µ) +O (bT⇤QCD) (194)

f̃j/p(x, bT ;µ, ⇣) =

Z
1

x

d⇠

⇠
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Integral relation
Z
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hadron structure literature [7, figure 1], where di↵erent types of correlation functions are linked by various limits and
integrals. These integral connections between collinear and TMD functions have frequently been used in the past, and
continue to be used, in parton model level phenomenological implementations, such as in Ref. [8, equations (1) and
(2)]. Thus, part of our goal in imposing conditions like 1) is also to bridge these parton model motivated treatments
with full TMD factorization treatments that include evolution.

The need to preserve predictive power has also been addressed, following somewhat di↵erent strategies, in Ref. [9, 10].
For our present approach, assembling all the pieces of a parametrization requires a nontrivial number of steps. For
these details, we refer the reader to both Ref. [1] and Ref. [2]. For making the main points clearer, these earlier
articles used a rather extensive notation (see, for example, the notation glossary in appendix A of [1]). For instance,
it was necessary there to carefully distinguish between concept of a correlation as an abstract theoretical object and
the approximate parametrization that is modeled or extracted from a fit. To streamline the discussions in this paper,
we revert back to simpler language and notation. It will be assumed that the reader is familiar enough with the steps
in Refs. [1, 2] to resolve any ambiguities in notation, see also Ref. [11] for a review of the HSO approach.

It is important to reemphasize that the approach we are describing here does not relate to the underlying formalism,
which is just the usual TMD factorization, but rather is merely a strategy for constructing phenomenological TMD
parametrizations in a way that optimizes the handling and interpretation of explicitly nonperturbative parts of
transverse momentum dependence. In particular, it is designed to allow one to confront questions about how to
separately identify behavior that is irreducibly nonperturbative from contributions that can in principle be described
through the use of collinear pdfs and perturbation theory. The aim is to place on a more rigorous footing the type of
discussions about competing perturbative versus nonperturbative mechanisms in direct observations of data, such as
that appearing in the discussion of figure 17 of Ref. [12], where two apparently di↵erent mechanisms are invoked to
describe small and large transverse momentum shapes. Or, very schematically, in the construction of a parametrization
of an individual TMD pdf near the input scale, where one expects a separation into contributions like what is shown
in Fig. 1. The purple shaded area indicates sensitivity to parameters for the nonperturbative transverse momentum
dependence, while the yellow shaded area represents behavior that is describable as perturbative radiation. A more
precise statement of Eq. (3) is

fi/h(x; µ) = ⇡

Z µ2

0

dk2

T
fi/h(x,kT; µ, µ2) + �(f(x), ↵s(µ)) + power suppressed . (4)

With µ ⇡ Q, it states that the area under the curve in Fig. 1 is constrained in terms of known collinear pdfs. A
yellow shaded region around the kT ⇡ Q cuto↵ must exist because variations with respect to this cuto↵ are associated
with DGLAP evolution. But the relative contributions of the purple and yellow shaded areas cannot be adjusted
independently from one another without violating Eq. (4).

kT ⇡ Q
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Calculated with perturbation theory
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FIG. 1: Schematic separation of an input TMD pdf into perturbative and nonperturbative contributions. The total area under
the curve is constrained by Eq. (4). The purple and yellow shaded areas are not independently adjustable.

The purpose of our approach is to build such interdependencies into the fitting parametrizations themselves, thus
making it obvious, for example, how adjustments to nonperturbative transverse momentum parameters propagate to
a↵ect perturbative regions and vice-versa.

While we do present fits in this paper, the fits themselves are not the primary result that we wish to present, but
rather they are used to demonstrate proof of principle for the methodology. The fits include far too small of a sample

the multiplicities of positively charged hadrons as a
function of P2

hT fitted using F1. The values of the fitted
parameters are given in Table V. As described above for
Ref. [10], the two exponential functions in our paramet-
rization F1 can be attributed to two completely different
underlying physics mechanisms that overlap in the region
P2
hT ≃ 1 ðGeV=cÞ2. Figure 18 shows, as an example,

multiplicities of positively charged hadrons as a function
of P2

hT, measured at hQ2i ∼ 1.25 ðGeV=cÞ2 for two bins of
x with average values hxi ¼ 0.006 and hxi ¼ 0.016, in the
four z bins. The values of the fitted parameters are given in
Table V. Only statistical uncertainties are shown and used in
the fit. Values of χ2dof of about 1 are obtained in all (x,Q

2, z)
bins, except for a few (6 out of 81) bins, where values as
small as 0.52 and as large as 2.52 are obtained. The
normalization coefficients N1 and N0

1 are found to have a
strong variation with x and z and a rather weak variation
with Q2, reflecting the (x, Q2) dependence of collinear
PDFs and the z dependence of collinear FFs. The inverse
slope α1 has an average value of about 0.23 ðGeV=cÞ2 for
Q2 < 3 ðGeV=cÞ2 and about 0.28 ðGeV=cÞ2 for larger
values of Q2. Its dependence on z2 is discussed below
using Fig. 19. The inverse slope α01 has an average value of
about 0.6 ðGeV=cÞ2 and shows a rather weak variation
with x and Q2.
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FIG. 17. Multiplicities of positively chargedhadrons as a function
of P2

hT for hQ2i ¼ 1.25 ðGeV=cÞ2, hxi ¼ 0.006 and hzi ¼ 0.25.
The black dotted curve represents the first exponential function
f1¼ðN1=α1Þexpð−P2

hT=α1Þ, the blue dashed curve represents the
second exponential function f2¼ðN0

1=α
0
1Þexpð−P2

hT=α
0
1Þ, and the

red curve represents the sum (f1 þ f2) as in Eq. (9). Only statistical
uncertainties are shown and used in the fit.

TABLE V. Fitted parameters of Figs. 17, 18, and 20.

0.003 < x < 0.008 and 1 < Q2=ðGeV=cÞ2 < 1.7

F1

z range N1 α1 N0
1 α01

0.20 < z < 0.30 1.47% 0.02 0.197% 0.003 0.46% 0.02 0.62% 0.02
0.30 < z < 0.40 0.73% 0.02 0.237% 0.005 0.23% 0.02 0.72% 0.03
0.40 < z < 0.60 0.26% 0.01 0.246% 0.008 0.16% 0.01 0.69% 0.03
0.60 < z < 0.80 0.063% 0.005 0.18% 0.01 0.086% 0.005 0.62% 0.02

0.013 < x < 0.020 and 1 < Q2=ðGeV=cÞ2 < 1.7

F1

z range N1 α1 N0
1 α01

0.20 < z < 0.30 1.74% 0.03 0.189% 0.004 0.43% 0.03 0.55% 0.02
0.30 < z < 0.40 0.91% 0.03 0.222% 0.005 0.24% 0.03 0.59% 0.03
0.40 < z < 0.60 0.38% 0.02 0.268% 0.007 0.11% 0.02 0.67% 0.04
0.60 < z < 0.80 0.07% 0.01 0.18% 0.02 0.12% 0.01 0.51% 0.02

0.008 < x < 0.013 and 1.7 < Q2=ðGeV=cÞ2 < 3

F1

z range N1 α1 N0
1 α01

0.30 < z < 0.40 0.76% 0.03 0.259% 0.007 0.20% 0.03 0.76% 0.06
F2

z range N2 q T

0.30 < z < 0.40 3.39% 0.05 1.180% 0.007 0.234% 0.004
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• TMD pdf exists for all kT. Large/small kT, consistency constrains small kT

• How to compare low/moderate Q TMD pdf to large Q pdf? 

f(x, kT )
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Measurement sensitivity 

Why worry about “large” kT at, e.g.,  Jlab?
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Individual TMD pdfs?
Typical unconstrained parametrization shape 

1. The region between vertical lines is an estimate of where Lambda << k_T << Q. 
The large difference between the black and dot-dashed demonstrates the 
percolation of nonperturbative modeling outside the small k_T region. 

2. The f_HSO curves show what you can achieve when you force the constraints. 

3. (These HSO parts are not from fits.)

4. The difficulty in practice is that calculations of the large k_T with standard 
collinear pdfs don’t describe data very well, but we have at least reduced the 
problem to one of how to implement collinear factorization.    
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FIG. 2: SIDIS di↵erential cross section (absolute value) in the standard approach, within di↵erent approximations for the
structure functions: FTMD

ST (solid red line), FASY
ST (dashed blue line) and FFO

ST (dot-dashed black line). The chosen kinematics
roughly correspond to regions accessible by the COMPASS experiment and the EIC. The TMD term is calculated with the
quadratic model for the g-functions of Eq. (78), at fixed values for the small-mass parameters MF = MD/z = 0.1GeV, and
we have used the b⇤ prescription of Eq. (75) with bmax = 1.0GeV�1. We consider the cross section at two values of the input
scale Q0, and no TMD evolution is performed. Left: The cross section is shown for Q0 = 4.0GeV. Right: The cross section is
shown for Q0 = 20.0GeV. For visibility, the bottom panels show the same curves as the top, but with a vertical linear scale
and a reduced range of qT. Note that, despite the small values of the mass parameters, the three approximations never overlap
in the intermediate region of transverse momentum, m ⌧ qT ⌧ Q.

Eq. (15) with the parametrizations in Eq. (18) and Eq. (28). That is, we use
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working order in ↵s. Therefore, one may consistently interchange cuto↵ and MS definitions, and we will use FFO
ST for

our calculation of the fixed order structure function. We will see in later sections that the e↵ect of switching between
the two is small relative to the overall improvements from using the HSO approach. An interesting question for the
future is whether calculations of FFO can be improved by switching to a cuto↵ scheme for the collinear functions, but
we leave this to future work.

C. The TMD term in the conventional treatment

The usual approach to applying TMD factorization to phenomenology has been reviewed in many places, so we
will not repeat the details here. Readers are referred to, for example, Refs. [3, 56, 57] and references therein. The
standard expression used in calculations follow from making the following replacement in Eqs. (66):
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The f̃OPE
j/p

and D̃OPE
h/j

on the first line are the TMD pdfs and ↵s in bT-space, expanded and truncated in an operator

product expansion. The �, �K and K̃ are the usual evolution kernels. The “b⇤” method has been used to regulate
f̃OPE
j/p

, D̃OPE
h/j

, and K̃ at large bT. (See reviews of the b⇤ method in Sec. IXA of [16] and in Sec. VIII of [58].) The
most common choice for a functional form for b⇤ is

b⇤(bT) =
bTp

1 + b2T/b
2
max

, (75)

where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (75) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
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where MK and g2 are fit parameters. The first of these functional forms is common in typical applications, but it
conflicts with the expectation that evolution is slow at moderate Q [62, 63]. As a result, it was suggested in Ref. [56]
that gK(bT) should exhibit very nearly constant behavior at large bT, a behavior closely modeled by a logarithmic
function. More complex fit parametrization ansatzes for all the g-functions have been introduced more recently (see
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our calculation of the fixed order structure function. We will see in later sections that the e↵ect of switching between
the two is small relative to the overall improvements from using the HSO approach. An interesting question for the
future is whether calculations of FFO can be improved by switching to a cuto↵ scheme for the collinear functions, but
we leave this to future work.
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The usual approach to applying TMD factorization to phenomenology has been reviewed in many places, so we
will not repeat the details here. Readers are referred to, for example, Refs. [3, 56, 57] and references therein. The
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where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (75) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
gj/p, gh/j , and gK , whose definitions in terms of the more fundamental correlation functions are
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and
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Conventional methods replace each of the g-functions, gj/p, gh/j , and gK , by an ansatz, with parameters to be
fitted from measurements. The simplest and most common choices (e.g. [59–61]) are based on simple power laws like
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where MK and g2 are fit parameters. The first of these functional forms is common in typical applications, but it
conflicts with the expectation that evolution is slow at moderate Q [62, 63]. As a result, it was suggested in Ref. [56]
that gK(bT) should exhibit very nearly constant behavior at large bT, a behavior closely modeled by a logarithmic
function. More complex fit parametrization ansatzes for all the g-functions have been introduced more recently (see
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Compare standard/unconstrained with HSO (𝑂(𝛼'))

Typical/conventional HSO (Spectator model)
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working order in ↵s. Therefore, one may consistently interchange cuto↵ and MS definitions, and we will use FFO
ST for

our calculation of the fixed order structure function. We will see in later sections that the e↵ect of switching between
the two is small relative to the overall improvements from using the HSO approach. An interesting question for the
future is whether calculations of FFO can be improved by switching to a cuto↵ scheme for the collinear functions, but
we leave this to future work.

C. The TMD term in the conventional treatment

The usual approach to applying TMD factorization to phenomenology has been reviewed in many places, so we
will not repeat the details here. Readers are referred to, for example, Refs. [3, 56, 57] and references therein. The
standard expression used in calculations follow from making the following replacement in Eqs. (66):
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on the first line are the TMD pdfs and ↵s in bT-space, expanded and truncated in an operator
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where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (75) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
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and

gK(bT) ⌘ K̃(b⇤;µ)� K̃(bT;µ) . (77)

Conventional methods replace each of the g-functions, gj/p, gh/j , and gK , by an ansatz, with parameters to be
fitted from measurements. The simplest and most common choices (e.g. [59–61]) are based on simple power laws like
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where MK and g2 are fit parameters. The first of these functional forms is common in typical applications, but it
conflicts with the expectation that evolution is slow at moderate Q [62, 63]. As a result, it was suggested in Ref. [56]
that gK(bT) should exhibit very nearly constant behavior at large bT, a behavior closely modeled by a logarithmic
function. More complex fit parametrization ansatzes for all the g-functions have been introduced more recently (see
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• Can we fit to a moderate Q Drell-Yan set (high sensitivity to intrinsic TM), and predict (or “postdict”) very large Q (less sensitivity 
to intrinsic TM)?

• Do fit E288 (only)  &  fit E605 (only). Then evolve upward.

• In doing so, can we distinguish between nonperturbative descriptions? 

Proof of principle applied to Drell-Yan
F. Aslan, M. Boglione, J.O. Gonzalez, T. Rainaldi, TCR, A. Simonelli, 2401.14266 [hep-ph]

17

with perturbative parts at O(↵s), and refrain from implementing the RG improvements of Sec. IV C until a later
stage when we evolve to larger Q. Best-fit values of the parameters and �2 are reported in Table I. Comparisons
to fitted data are presented in Fig. ?? and Fig. ??, where both central lines and uncertainty bands are shown. We
have confirmed that switching from input to RG improved TMD pdfs is phenomenologically insignificant close to
the input scale, by refitting the �2 including RG improvements. Di↵erences in the minimal �2 is about 0.15 % and
parameter values are una↵ected. We also checked that refitting with RG improvements, but increasing a in the scale
transformation of Eq. (82) by a factor of 2, the e↵ect on the minimal �2 appears only in the fourth digit. See also
Fig. 8 of [1].

Gaussian fits

E288 (130 pts.) E605 (52 pts.)

�
2
dof 1.04 1.68

M0 (GeV) 0.0576 0.404

M1 (GeV) 0.403 0.290

bK 2.12 0.744

N(nuisance) 1.29 1.28

TABLE I: Minimal parameters obtained by fitting E288 and E605 data independently, using the models of Eq. (65) and Eq. (77).
Parameters are correlated, but we do not show correlation matrices. Uncertainties are calculated by varying parameters along
the “plus” and “minus” directions of the 3 eigensets in each case.

C. Spectator model fit

We now turn to the model of Eq. (66) for the TMD pdf core function. In contrast to the Gaussian case, this
model implies its own explicit x-dependence. In principle, Eq. (66) depends on 3 mass parameters, mq, ⇤ and MX .
But to make a more direct comparison to the Gaussian case, i.e. by keeping the same number of parameters, we set
the “quark” mass to mq = 0, and leave ⇤ and MX free in our fit. For the spectator model case, we present the fit
for the E288 set only, since we find that the E605 data alone are not su�cient to constrain both the CS kernel and
the TMD pdf. Apart from the use of the spectator model, all of our choices are the same as in the Gaussian case,
namely, we use Eq. (77) for the CS kernel with fixed mK = 0.3 GeV and with all other nonperturbative masses in
Eq. (53) also set to m = 0.3 GeV. Results are shown in Table II. We note that the minimal �2

dof
is the same as in

the Gaussian case to three significant figures. Although we do not show comparison to the fitted data, results are
essentially identical as in the Gaussian case, Fig. ??. Finally, using the parameter values of Table II, we have checked
that RG improvements are phenomenologically irrelevant, as for the Gaussian case. This time, the variation of the
minimal �2 is about 0.26 %.

Spectator model fit

E288 (130 pts.)

�
2
dof 1.04

⇤ (GeV) 0.801

MX (GeV) 0.438

bK 1.90

N(nuisance) 1.23

TABLE II: Minimal parameters obtained by fitting E288 data with the models of Eq. (66) and Eq. (77). Parameters are
correlated, but we do not show correlation matrices. Uncertainties are calculated by varying parameters along the “plus” and
“minus” directions of the 3 eigensets.

D. Results for TMD pdfs

The behavior of the TMD pdfs determined by our fit to E288 experimental data are shown in Fig. ??. Here we only
show results from the Gaussian model Eq. (65) and postpone comparisons to the spectator model until Sec. VIII. The
use of the HSO approach has guaranteed that the TMD pdf of Eq. (53) (without RG improvements) asymptotes to

E288 

E605 
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Constrained by E288 (only) 

Gaussian model
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FIG. 7: Comparison between the gK functions obtained by BLNY [46] (dashed blue) and KN [47] (dashed magenta) with the
HSO version at bmax = 0.5 GeV�1 (dotted green) and at bmax = 1.5 GeV�1 (dotted red), as defined in Eqs. (87)–(88). For
BLNY and KN, the shaded areas correspond to the envelope obtained from the parameter errors reported in [46, 47]. The bands
for the HSO functions are calculated as described in Sec. V. The two vertical dashed lines indicate the values of bmax chosen by
BLNY and KN. Both parametrizations eventually depart from g

HSO
K since the HSO parametrization levels o↵ to a constant at

very large bT. This is shown in the increasing percentage di↵erence defined as 2 |gHSO
K � g

BLNY/KN
K |/(gHSO

K + g
BLNY/KN
K ) (solid

red/solid blue) curves in the lower subplot. All lines in the lower panels are obtained using central values.

To make the comparison slightly more quantitative, we consider that the important region of bT for fitting at
moderate-to-large Q is around bT . bmax. There, powers of bT are not so small as to be entirely negligible, but not so
large that the contributions from gK are completely suppressed by evolution. For that limited range of bT, we should
therefore expect a power law expansion in b2

T
/b2

max
to provide a reasonable approximation of the e↵ect of the full gK

parametrization. Thus, we take

gK(bT; bmax) ⇡
1

2
c(bmax) b2

T
, (90)

with c(bmax) to be a parameter that we may estimate from our full gK parametrization. To estimate c, we take few
points around bT = bmax within a radius of �bT = 0.4 GeV�1 and fit with a parabola. We find

c(bmax = 0.5 GeV�1) ⇡ 0.68 GeV2 and c(bmax = 1.5 GeV�1) ⇡ 0.22 GeV2 , (91)

which compare well with the values in Eq. (89) and confirms the qualitative agreement visually observable from 7.
The recovery of general features of early applications of the CSS formalism serves as an overall sanity check for our
present approach.

Going beyond this cursory check will require a more thorough analysis than we are able to accommodate in this
paper, and will involve more recent and complex model parametrizations of gK . For now, we remark that preliminary
attempts to compare with the extraction by the MAP22 [48]collaboration shows only a rather weak agreement with
their parametrization at very small bT . 0.15 GeV�1. Even worse agreement is found with that of the MSVZ23
collaboration [41]. We leave a full exploration of this to future work.



Summary

26

• Goals: Maximum use of input from theory and theory constraints

• Switching to a more hadron-structure-oriented approach to pheno with TMD 
factorization improves consistency in the large transverse behavior of TMD 
correlation functions

• Necessary for understanding the shapes of nonperturbative distributions, 
separating perturbative and nonperturbative parts, etc.

• Not a new formalism, just a way of organizing parametrizations; 
HSO = “standard CSS”! 

• Next steps:
– Order 𝛼#$	
– Spin dependent TMDs See video:

https://youtu.be/7Wqx9yhBXuI

https://youtu.be/7Wqx9yhBXuI
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•  TMD factorization at very large Q effectively resums powers of ln &
(!

 in the 
region Λ)*+ ≪ 𝑘%≪ 𝑄 . What to do at 𝑄	 ≈ 𝑄" where no such region exists?
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Figure 6. d�NLO, d�ASY , WNLL and the sum WNLL + Y (see Eq. (3.3)), corresponding to the
three di↵erent SIDIS kinematical configurations defined in Fig. 1. Here bmax = 1.0 GeV�1, g1 = 0.3
GeV2, g1f = 0.1 GeV2, g2 = 0 GeV2.

fixes the bT scale of the transition between perturbative and non-perturbative regimes,

the distributions obtained from growing values of bmax die faster in bT , because the non-

perturbative contribution sets in at larger and larger values of bT .

3.3 Y term matching

It should now be clear that a successful matching heavily depends on the subtle inter-

play between perturbative and non-perturbative contributions to the total cross section,

and that finding a kinematical range in which the resummed cross section W matches its

asymptotic counterpart d�ASY , in the region qT ⇠ Q, cannot be taken for granted.

In Fig. 6 we show, in the three SIDIS configurations considered above, the NLO cross

section d�NLO (solid, red line), the asymptotic cross section d�ASY (dashed, green line)

and the NLL resummed cross section WNLL (dot-dashed, cyan line). The dotted blue line

represents the sum (WNLL + Y ), according to Eq. (2.19).

Clearly, in none of the kinematical configurations considered, WNLL matches d�ASY ,

they both change sign at very di↵erent values of qT . Moreover, the Y factor can be

very large compared to WNLL. Consequently, the total cross section WNLL + Y (dot-

ted, blue line) never matches the fixed order cross section d�NLO (solid, red line). At

low and intermediate energies, the main source of the matching failure is represented by

the non-perturbative contribution to the Sudakov factor. As we showed in Section 3.1,

the resummed term W of the cross section is totally dominated by the non-perturbative

input, even at large qT . Notice that, in the kinematical configurations of the COMPASS

experiment, the matching cannot be achieved simply by adding higher order corrections

to the perturbative calculation of the Y term, as proposed in Ref. [8], as WNLL is heavily

dependent on the non-perturbative input.

Interestingly, the cross section does not match the NLO result even at the highest

energies considered,
p
s = 1 TeV and Q2 = 5000 GeV2: further comments will be addressed

in the following subsection.

– 10 –

Boglione et al, JHEP 1502 (2015) 095

SIDIS
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and the function we have defined as

gq/p(xbj, bT) ⌘ � ln

 
f̃q/p(xbj, bT;µ)

f̃q/p(xbj, b⇤;µ)

!
. (106)

will be exactly scale-independent because the µ-dependence is an overall bT-independent factor. Equation (99) sub-
stituted in Eq. (106) gives the explicit gq/p(xbj, bT) for the Yukawa theory example. Note carefully that gq/p(xbj, bT)
depends on the detailed choice of b⇤ and the value of bmax.

If bmax is small compared to ⇠ 1/m, then we can use the OPE approximation and write

f̃q/p(xbj, bT;µ) = f̃
OPE

q/p (xbj, b⇤;µ) exp{�gq/p(xbj, bT)}+O
�
m

2
b
2

max

�
, (107)

and, if bmax is small enough, we can just drop the O
�
m

2
b
2
max

�
errors. The maximum allowable bmax before which

the O
�
m

2
b
2
max

�
errors start to be important depends, of course, on the “nonperturbative” scales like the masses in

Eq. (16). Comparing plots (a) and (b) in Fig. 11 shows that the bmax dependence on those masses is quite strong.
In applications to QCD at high energies, it is often the hope that expressions analogous to Eq. (107) can be used to

exploit the OPE part f̃OPE

q/p (xbj, b⇤;µ) for the widest possible range of bT, thereby minimizing the importance of the

m-dependent gq/p(xbj, bT) functions and maximally exploiting the predictive power in collinear pdfs with collinear
factorization alone. Thus, one chooses bmax to be as large as possible while still guaranteeing that it is reasonably
justified to drop the powers of m2

b
2
max

in Eq. (107). In earlier sections, we defined Q0 to be the scale below which it
is no longer justified to neglect powers of m/Q0, so we should set

bmax ⇡ 1/Q0 . (108)

In analogous situations in QCD, the strategy would be to minimize contributions from higher orders in the hard part
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FIG. 12: The unfactorized coordinate space quark TMD pdf and the coordinate space quark TMD pdf
f̃
Evol

q/p (xbj, bT;Q) for several values of bmax. The mass scales are (a) mq = 0.3 GeV, mp = 1.0 GeV and ms = 1.0 GeV

(b) mq = 0.3 GeV, mp = 1.0 GeV and ms = 1.5 GeV. (Note the change in the horizontal axis.)

of the OPE of Eq. (101) as bT ! 0 in the f̃q/p(xbj, b⇤;µ) factor of Eq. (105), so that f̃OPE

q/p (xbj, b⇤;µ) ⇡ fq/p(xbj;µ)

up to a fixed number of calculable higher orders. To this end, one chooses the scale µ to be order 1/b⇤. Let us thus
define,

µb⇤ = b0/b⇤ , (109)

where b0 ⌘ 2e��E . Using µb⇤ in Eq. (101) eliminates the logarithmic term in Eq. (102) (or, rather, moves it into the
collinear pdf). In QCD factorization, however, calculations of the overall cross sections require µ ⇠ Q. Therefore,

Separating large and small transverse 
coordinates

28

• Illustrate in a Yukawa theory where 
everything can be calculated exactly

• Use the OPE

•

violated by ≈ 40% in model  
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FIG. 10: The coordinate space quark TMD pdf for several values of momentum fraction ⇠. Mass scales are
mq = 0.3 GeV, mp = 1.0 GeV and ms = 1.5 GeV.

with

C̃q/j(x̂, bT;µ) = �(1� x̂)�jq � a�(µ)(1� x̂) ln

✓
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2
b
2

T
e
2�E

4

◆
�jp + · · · . (100)

There is a term for Cq/s as well, but it does not contribute at the order of graphs in Fig. 2, so we do not write it here
explicitly. See Appendix C for a discussion of these formulas. Thus,

f̃q/p(xbj, bT;µ) = fq/p(xbj;µ)� a�(µ)(1� xbj) ln

✓
µ

2
b
2

T
e
2�E

4

◆
+ · · ·+O

�
m

2
b
2

T

�
,

= f̃
OPE

q/p (xbj, bT;µ) +O
�
m

2
b
2

T

�
. (101)

where fq/p(xbj;µ) is the O(a�(µ)) quark-in-hadron collinear pdf from Eq. (23) and the second term uses Eq. (20).

We will call the approximation wherein the O
�
m

2
b
2

T

�
terms in Eq. (101) are dropped f̃

OPE

q/p (xbj, bT;µ). Figure 11

compares the OPE approximation with the unapproximated calculation in Eq. (98), and confirms that the two agree
in the small bT limit where the O

�
m

2
b
2

T

�
contributions are negligible. In the bT ! 1 IR limit, the OPE calculation

has a (negative) divergence.
In QCD versions of this, one is motivated to isolate the contributions from the small bT region, which is insensitive

to soft, large-distance mass scales, from the m-dependent large bT contributions. Then the small bT part can be
calculated perturbatively in QCD using the OPE and collinear factorization. If the remaining large bT contribution is
sequestered from the perturbative part, it can be treated as a universal nonperturbative contribution and parametrized
phenomenologically.

A standard scheme [22] for separating out the m-dependent portion of the TMD pdf (what would be the nonper-
turbative part in QCD) is the “b⇤-method.” There, one demarcates the regions of large and small bT by replacing bT

with a di↵erent transverse coordinate variable b⇤ with the property that

b⇤(bT) =

⇢
bT bT ⌧ bmax

bmax bT � bmax

, (102)

where bmax is a transverse size that is chosen to demarcate the boundary between what are considered large and small
transverse coordinate regions. The most commonly used functional form is

b⇤(bT) =
bTp

1 + b
2

T
/b2

max

. (103)
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FIG. 11: The unfactorized coordinate space quark TMD pdf and f̃
OPE

q/p (xbj, bT;µ). Mass scales are mq = 0.3 GeV,
mp = 1.0 GeV and ms = 1.5 GeV.

The only requirement on bmax is that it should be small enough that bT . bmax contributions to the W term are small
enough that the O

�
m

2
b
2

T

�
in Eq. (101) are negligible. Since the evolution factor in Eq. (33) is bT-independent, we

can write

f̃q/p(xbj, bT;µ) = f̃q/p(xbj, b⇤;µ)
f̃q/p(xbj, bT;µ)

f̃q/p(xbj, b⇤;µ)
= f̃q/p(xbj, b⇤;µ) exp{�gq/p(xbj, bT)} , (104)

and the function we have defined as

gq/p(xbj, bT) ⌘ � ln

 
f̃q/p(xbj, bT;µ)

f̃q/p(xbj, b⇤;µ)

!
. (105)

will be exactly scale-independent because the µ-dependence is an overall bT-independent factor. Equation (98) sub-
stituted in Eq. (105) gives the explicit gq/p(xbj, bT) for the Yukawa theory example. Note carefully that gq/p(xbj, bT)
depends on the detailed choice of b⇤ and the value of bmax.

If bmax is small compared to ⇠ 1/m, then we can use the OPE approximation and write

f̃q/p(xbj, bT;µ) = f̃
OPE

q/p (xbj, b⇤;µ) exp{�gq/p(xbj, bT)}+O
�
m

2
b
2

max

�
, (106)

and, if bmax is small enough, we can just drop the O
�
m

2
b
2
max

�
errors.

In applications to QCD at high energies, it is often the hope is that the expressions analogous to Eq. (106) can be
used to exploit the OPE part f̃

OPE

q/p (xbj, b⇤;µ) for the widest possible range of bT, thereby minimizing the importance of

the m-dependent gq/p(xbj, bT) functions and maximally exploiting the predictive power in collinear pdfs and collinear
factorization alone. Thus, one chooses bmax to be as large as possible while still guaranteeing that it is reasonably
justified to drop the powers of mbmax in Eq. (106). In earlier sections, we defined Q0 to be the scale below which it
is no longer justified to neglect powers of m/Q0, so we should set

bmax ⇡ 1/Q0 . (107)

In analogous situations in QCD, the strategy would be to minimize contributions from higher orders in the OPE of
Eq. (100) as bT ! 0 in the f̃q/p(xbj, b⇤;µ) factor of Eq. (104), so that f̃

OPE

q/p (xbj, b⇤;µ) ⇡ fq/p(xbj;µ) up to a fixed

number of calculable higher orders. To this end, one chooses the scale µ to be order 1/b⇤. Let us thus define,

µb⇤ = b0/b⇤ , (108)

lim
bmax!0

d

dbmax
f̃q/p(⇠, bT ) = 0
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• Parametrizing the very small transverse momentum 

A.  Gaussian model (very commonly used) 

B. Spectator model

8

with an evolution factor
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)
. (39)

Once the numerical values of parameters in D̃h/j(z, bT;µQ0 , Q
2
0) and f̃i/p(x, bT;µQ0 , Q

2
0) are determined and fixed as

above, the TMD term at any other larger scale Q is found straightforwardly by substituting these into Eq. (15).
The scale Q0 is designed to be approximately Q0 for Q ⇡ Q0, where the only important range of bT is bT & 1/Q0,

and the left and right sides of Eqs. (37)–(38) are nearly equal. For large Q (Q � Q0), the UV bT ⌧ 1/Q0 region
starts to become important and cannot be ignored. There, Q0 smoothly transitions into a ⇠ 1/bT behavior such that
RG improvement is implemented in the bT ! 0T limit. The left sides of Eqs. (37)–(38) are the parametrizations that
we labeled with underlines in Eq.(60) of Ref. [16], while the “input” functions on the left sides are to be used for
phenomenological fitting for Q ⇡ Q0. By construction, the left and right sides of Eqs. (37)–(38), as well Q0 and Q0,
di↵er negligibly in the range of bT relevant to Q ⇡ Q0 phenomenology – recall the discussion in Sec. V of [16].

For the examples implementations we will perform in Sec. VID, we will use the approximation

E(Q0/Q0, bT) ⇡ 1 , (40)

and set Q0 ! Q0, since for this paper our main focus is on the Q ⇡ Q0 region and the construction of satisfactory
parametrizations for D̃inpt,h/j(z, bT;µQ0 , Q

2
0) and f̃inpt,i/p(x, bT;µQ0 , Q

2
0). At the end of Sec. VID, we will restore the

Q0 treatment and confirm that its e↵ect is negligible at Q ⇡ Q0.
It can be seen by inspection that the input parametrizations defined in Eq. (18) and Eq. (28) are constrained to

match the perturbative large-kT collinear factorization approximations for the TMD pdfs and ↵s,
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which are good approximations to the true TMD correlation functions when kT ⇡ Q0 and Q0 � m. Equations (41)
and (42) are calculable entirely within leading power collinear factorization. The same expressions apply at any value
of Q, but for this paper we are especially interested in Q near the input scale.

IV. GAUSSIAN VERSUS SCALAR DIQUARK MODELS

The model parametrizations of the last section are still quite general. The only choices that have been made so
far are to use an additive structure to interpolate to the order-↵s perturbative tail at kT ⇡ Q0 and the choice of the
parametrization of the CS kernel in Eq. (17). Further assumptions are necessary before these parametrizations can
become useful.

Most of the e↵ort in nonperturbative modeling enters in the choices for the functional forms for Dcore,h/j(z, zkT;Q2
0)

and fcore,i/p(x,kT;Q2
0) that describe the very small kT ⇡ 0T behavior. However, many approaches to modeling or

parametrizing this region of nonperturbative TMDs already exist [26–47], and one may defer to them at this stage in
the parametrization construction. The only way these previously existing models need to be modified is by including
the interpolation to the order ↵s large-kT behavior, and by imposing integral relations analogous to Eq. (2). All that
remains is to adjust Dcore,h/j(z, zkT;Q2

0) and fcore,i/p(x,kT;Q2
0) so as to recover (at least approximately) existing

model parametrizations in the kT ⇡ 0 region. The parametersmDj,h ,mDg,h ,mfi,p ,mfg,p control the transition between
the kT model and the large kT perturbative tail.

For the purposes of this article, we will focus on two of the most commonly used models in phenomenology that
are simple to implement. The first is the Gaussian model of TMDs (see, for example, Refs.[48–50]), which is often
found to successfully describe data at lower Q. It prescribes the functions forms
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The second model that we will consider is inspired by the popular spectator diquark model [28, 51]. For it, we adopt
9

the functional forms
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The overall factors in Eqs. (43)–(45) are chosen so that ND

h/j
= Nf

i/p
= 1 in both models (recall Eq. (27) and Eq. (36)).

In later sections, it will often be convenient to work with collinear pdfs and ↵s defined as the cuto↵ transverse
momentum integrals of TMD pdfs and ↵s. Hence, we define

f c

i/p
(x;µQ) ⌘ 2⇡

Z
µQ

0
dkT kTfi/p(x,kT;µQ, Q

2) , (46)

dc
h/j

(z;µQ) ⌘ 2⇡z2
Z

µQ

0
dkT kTDh/j(z, zkT;µQ, Q

2) , (47)

where the c superscript stands for “cuto↵.” The cuto↵ definitions could be defined more generally with an upper
limit µf di↵erent from µQ, but we will keep these scales equal for the present paper. The cuto↵ and MS-renormalized
definitions are equal up to a scheme change and m2/µ2

Q
-suppressed corrections.

With our parametrizations of TMD pdfs and ↵s in the previous section, the integrals are
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in the case of the Gaussian model, and
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in the case of the spectator model. Note that Eqs. (50)–(52) are all 1 up to (at most) m2/µ2
Q0

-suppressed errors.
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Once the numerical values of parameters in D̃h/j(z, bT;µQ0 , Q
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0) are determined and fixed as

above, the TMD term at any other larger scale Q is found straightforwardly by substituting these into Eq. (15).
The scale Q0 is designed to be approximately Q0 for Q ⇡ Q0, where the only important range of bT is bT & 1/Q0,

and the left and right sides of Eqs. (37)–(38) are nearly equal. For large Q (Q � Q0), the UV bT ⌧ 1/Q0 region
starts to become important and cannot be ignored. There, Q0 smoothly transitions into a ⇠ 1/bT behavior such that
RG improvement is implemented in the bT ! 0T limit. The left sides of Eqs. (37)–(38) are the parametrizations that
we labeled with underlines in Eq.(60) of Ref. [16], while the “input” functions on the left sides are to be used for
phenomenological fitting for Q ⇡ Q0. By construction, the left and right sides of Eqs. (37)–(38), as well Q0 and Q0,
di↵er negligibly in the range of bT relevant to Q ⇡ Q0 phenomenology – recall the discussion in Sec. V of [16].

For the examples implementations we will perform in Sec. VID, we will use the approximation

E(Q0/Q0, bT) ⇡ 1 , (40)

and set Q0 ! Q0, since for this paper our main focus is on the Q ⇡ Q0 region and the construction of satisfactory
parametrizations for D̃inpt,h/j(z, bT;µQ0 , Q

2
0) and f̃inpt,i/p(x, bT;µQ0 , Q

2
0). At the end of Sec. VID, we will restore the

Q0 treatment and confirm that its e↵ect is negligible at Q ⇡ Q0.
It can be seen by inspection that the input parametrizations defined in Eq. (18) and Eq. (28) are constrained to

match the perturbative large-kT collinear factorization approximations for the TMD pdfs and ↵s,

Dpert
inpt,h/j(z, zkT;µQ0 , Q

2
0) =

1

2⇡z2
1

k2T


AD

h/j
(z;µQ0) +BD

h/j
(z;µQ0) ln

Q2
0

k2T

�
+

1

2⇡z2
1

k2T
AD,g

h/j
(z;µQ0) , (41)

fpert
inpt,i/p(x,kT;µQ0 , Q

2
0) =

1

2⇡

1

k2T


Af

i/p
(x;µQ0) +Bf

i/p
(x;µQ0) ln

Q2
0

k2T

�
+

1

2⇡

1

k2T
Af,g

i/p
(x;µQ0) , (42)

which are good approximations to the true TMD correlation functions when kT ⇡ Q0 and Q0 � m. Equations (41)
and (42) are calculable entirely within leading power collinear factorization. The same expressions apply at any value
of Q, but for this paper we are especially interested in Q near the input scale.

IV. GAUSSIAN VERSUS SCALAR DIQUARK MODELS

The model parametrizations of the last section are still quite general. The only choices that have been made so
far are to use an additive structure to interpolate to the order-↵s perturbative tail at kT ⇡ Q0 and the choice of the
parametrization of the CS kernel in Eq. (17). Further assumptions are necessary before these parametrizations can
become useful.

Most of the e↵ort in nonperturbative modeling enters in the choices for the functional forms for Dcore,h/j(z, zkT;Q2
0)

and fcore,i/p(x,kT;Q2
0) that describe the very small kT ⇡ 0T behavior. However, many approaches to modeling or

parametrizing this region of nonperturbative TMDs already exist [26–47], and one may defer to them at this stage in
the parametrization construction. The only way these previously existing models need to be modified is by including
the interpolation to the order ↵s large-kT behavior, and by imposing integral relations analogous to Eq. (2). All that
remains is to adjust Dcore,h/j(z, zkT;Q2

0) and fcore,i/p(x,kT;Q2
0) so as to recover (at least approximately) existing

model parametrizations in the kT ⇡ 0 region. The parametersmDj,h ,mDg,h ,mfi,p ,mfg,p control the transition between
the kT model and the large kT perturbative tail.

For the purposes of this article, we will focus on two of the most commonly used models in phenomenology that
are simple to implement. The first is the Gaussian model of TMDs (see, for example, Refs.[48–50]), which is often
found to successfully describe data at lower Q. It prescribes the functions forms

fGauss
core,i/p(x,kT;Q

2
0) =

e�k
2
T/M

2
F

⇡M2
F

, DGauss
core,h/j(z, zkT;Q

2
0) =

e�z
2
k
2
T/M

2
D

⇡M2
D

. (43)

The second model that we will consider is inspired by the popular spectator diquark model [28, 51]. For it, we adopt

9

the functional forms

fSpect
core,i/p(x,kT;Q

2
0) =

6M6
0F

⇡ (2M2
F +M2

0F)

M2
F + k2T

(M2
0F + k2T)

4
. (44)

DSpect
core,h/j(z, zkT;Q

2
0) =

2M4
0D

⇡ (M2
D +M2

0D)

M2
D + k2Tz

2

(M2
0D + k2Tz

2) 3
, (45)

The overall factors in Eqs. (43)–(45) are chosen so that ND

h/j
= Nf

i/p
= 1 in both models (recall Eq. (27) and Eq. (36)).

In later sections, it will often be convenient to work with collinear pdfs and ↵s defined as the cuto↵ transverse
momentum integrals of TMD pdfs and ↵s. Hence, we define

f c

i/p
(x;µQ) ⌘ 2⇡

Z
µQ

0
dkT kTfi/p(x,kT;µQ, Q

2) , (46)

dc
h/j

(z;µQ) ⌘ 2⇡z2
Z

µQ

0
dkT kTDh/j(z, zkT;µQ, Q

2) , (47)

where the c superscript stands for “cuto↵.” The cuto↵ definitions could be defined more generally with an upper
limit µf di↵erent from µQ, but we will keep these scales equal for the present paper. The cuto↵ and MS-renormalized
definitions are equal up to a scheme change and m2/µ2

Q
-suppressed corrections.

With our parametrizations of TMD pdfs and ↵s in the previous section, the integrals are

f c

inpt,i/p(x;µQ0) =2⇡

Z
µQ0

0
dkT kTfinpt,i/p(x,kT;µQ0 , Q

2
0) =

Cf

i/p
f c

core,i/p(x;µQ0) +
1

2
Af,g

i/p
(x;µQ0) ln

 
1 +

µ2
Q0

m2
fg,p

!

+
1

2
Af

i/p
(x;µQ0) ln

 
1 +

µ2
Q0

m2
fi,p

!
+

1

4
Bf

i/p
(x;µQ0)

"
ln2
 
m2

fi,p

Q2
0

!
� ln2

 
µ2
Q0

+m2
fi,p

Q2
0

!#

= fi/p(x;µQ0) +O

✓
↵s(µ0)

2,
m2

Q2
0

◆
, (48)

and

dcinpt,h/j(z;µQ0) =2⇡z2
Z

µQ0

0
dkT kTDinpt,h/j(z, zkT;µQ0 , Q

2
0) =

CD

h/j
dccore,h/j(z;µQ0) +

1

2
AD,g

h/j
(z;µQ0) ln

 
1 +

µ2
Q0

m2
Dh,g

!

+
1

2
AD

h/j
(z;µQ0) ln

 
1 +

µ2
Q0

m2
Dh,j

!
+

1

4
BD

h/j
(z;µQ0)

"
ln2
 
m2

Dh,j

Q2
0

!
� ln2

 
µ2
Q0

+m2
Dh,j

Q2
0

!#

= dh/j(z;µQ0) +O

✓
↵s(µ0)

2,
m2

Q2
0

◆
, (49)

with

f c,Gauss
core,i/p(x;µQ0 , Q

2
0) = 1� e�µ

2
Q0

/M
2
F , dc,Gauss

core,h/j(z;µQ0 , Q
2
0) = 1� e�z

2
µ
2
Q0

/M
2
D , (50)

in the case of the Gaussian model, and

f c,Spect
core,i/p(x;µQ0 , Q

2
0) = 1�

M6
0F

�
2M2

F +M2
0F + 3µ2

Q0

�

(2M2
F +M2

0F)
⇣
M2

0F + µ2
Q0

⌘
3
, (51)

dc,Spectcore,h/j(z;µQ0 , Q
2
0) = 1�

M4
0D

�
M2

D +M2
0D + 2µ2

Q0
z2
�

(M2
D +M2

0D)
⇣
M2

0D + µ2
Q0

z2
⌘

2
. (52)

in the case of the spectator model. Note that Eqs. (50)–(52) are all 1 up to (at most) m2/µ2
Q0

-suppressed errors.

An 𝑂 𝛼'  example with MS pdfs and ffs
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where

Pqq(z) = Pq̄q̄(z) = CF


1 + z2

(1� z)+
+

3

2
� (1� z)

�
, (23)

Pgq(z) = CF

1 + (1� z)2

z
, (24)

Cq/q

� (z) = 2Pqq(z) ln z + CF (1� z)� CF

⇡2

12
�(1� z) , (25)

Cg/q

� (z) = 2Pgq(z) ln z + CF z , (26)

ND

h/j
⌘ 2⇡ z2

Z 1

0
dkTkT Dcore,h/j(z, zkT;Q

2
0) . (27)

For the TMD pdfs, the expressions are similar,

finpt,i/p(x,kT;µQ0 , Q
2
0) =

1

2⇡

1

k2T +m2
fi,p

"
Af

i/p
(x;µQ0) +Bf

i/p
(x;µQ0) ln

Q2
0

k2T +m2
fi,p

#

+
1

2⇡

1

k2T +m2
fg,p

Af,g

i/p
(x;µQ0)

+ Cf

i/p
fcore,i/p(x,kT;Q

2
0) , (28)

with the corresponding abbreviations

Af

i/p
(x;µQ0) ⌘

X

ii0

�i0i
↵s(µQ0)

⇡

⇢⇥
(Pi0i ⌦ fi0/p)(x;µQ0)

⇤
� 3CF

2
fi0/p(x;µQ0)

�
, (29)

Bf

i/p
(x;µQ0) ⌘

X

i0i

�i0i
↵s(µQ0)CF

⇡
fi0/p(x;µQ0) , (30)

Af,g

i/p
(x;µQ0) ⌘

↵s(µQ0)

⇡

⇥
(Pig ⌦ fg/p)(x;µQ0)

⇤
, (31)

Cf

i/p
⌘ 1

Nf

i/p

"
fi/p(x;µQ0)�Af

i/p
(x;µQ0) ln

✓
µQ0

mfi,p

◆
�Bf

i/p
(x;µQ0) ln

✓
µQ0

mfi,p

◆
ln

✓
Q2

0

µQ0mfi,p

◆
,

�Af,g

i/p
(x;µQ0) ln

✓
µQ0

mfg,p

◆
+

↵s(µQ0)

2⇡

(
X

ii0

�i0i[Ci/i
0

� ⌦ fi0/p](x;µQ0) + [Ci/g

� ⌦ fg/p](x;µQ0)

)#
. (32)

where

Pig(x) = TF

⇥
x2 + (1� x)2

⇤
, (33)

Ci/i

� (x) = CF (1� x)� CF

⇡2

12
�(1� x) , (34)

Cg/p

� (x) = 2TFx(1� x) , (35)

Nf

i/p
⌘ 2⇡

Z 1

0
dkTkT fcore,i/p(x,kT;Q

2
0) (36)

In Eq. (28), fcore,i/p(x,kT;Q2
0) parametrizes the core peak of the TMD pdf. (We remind the reader that it is to be

understood that all explicit perturbative parts in this paper are calculated to lowest order in ↵s.)
To extend the TMD pdf and ↵ parametrizations above to account for the bT ⌧ 1/Q0 region, we transform to

transverse coordinate space and use Eq. (92) of [16] and its analog for the TMD pdf,

D̃h/j(z, bT;µQ0 , Q
2
0) = D̃inpt,h/j(z, bT;µQ0

, Q
2
0)E(Q0/Q0, bT) . (37)

f̃i/p(x, bT;µQ0 , Q
2
0) = f̃inpt,i/p(x, bT;µQ0

, Q
2
0)E(Q0/Q0, bT) . (38)

7

where

Pqq(z) = Pq̄q̄(z) = CF


1 + z2

(1� z)+
+

3

2
� (1� z)

�
, (23)

Pgq(z) = CF

1 + (1� z)2

z
, (24)

Cq/q

� (z) = 2Pqq(z) ln z + CF (1� z)� CF

⇡2

12
�(1� z) , (25)

Cg/q

� (z) = 2Pgq(z) ln z + CF z , (26)

ND

h/j
⌘ 2⇡ z2

Z 1

0
dkTkT Dcore,h/j(z, zkT;Q

2
0) . (27)

For the TMD pdfs, the expressions are similar,

finpt,i/p(x,kT;µQ0 , Q
2
0) =

1

2⇡

1

k2T +m2
fi,p

"
Af

i/p
(x;µQ0) +Bf

i/p
(x;µQ0) ln

Q2
0

k2T +m2
fi,p

#

+
1

2⇡

1

k2T +m2
fg,p

Af,g

i/p
(x;µQ0)

+ Cf

i/p
fcore,i/p(x,kT;Q

2
0) , (28)

with the corresponding abbreviations

Af

i/p
(x;µQ0) ⌘

X

ii0

�i0i
↵s(µQ0)

⇡

⇢⇥
(Pi0i ⌦ fi0/p)(x;µQ0)

⇤
� 3CF

2
fi0/p(x;µQ0)

�
, (29)

Bf

i/p
(x;µQ0) ⌘

X

i0i

�i0i
↵s(µQ0)CF

⇡
fi0/p(x;µQ0) , (30)

Af,g

i/p
(x;µQ0) ⌘

↵s(µQ0)

⇡

⇥
(Pig ⌦ fg/p)(x;µQ0)

⇤
, (31)

Cf

i/p
⌘ 1

Nf

i/p

"
fi/p(x;µQ0)�Af

i/p
(x;µQ0) ln

✓
µQ0

mfi,p

◆
�Bf

i/p
(x;µQ0) ln

✓
µQ0

mfi,p

◆
ln

✓
Q2

0

µQ0mfi,p

◆
,

�Af,g

i/p
(x;µQ0) ln

✓
µQ0

mfg,p

◆
+

↵s(µQ0)

2⇡

(
X

ii0

�i0i[Ci/i
0

� ⌦ fi0/p](x;µQ0) + [Ci/g

� ⌦ fg/p](x;µQ0)

)#
. (32)

where

Pig(x) = TF

⇥
x2 + (1� x)2

⇤
, (33)

Ci/i

� (x) = CF (1� x)� CF

⇡2

12
�(1� x) , (34)

Cg/p

� (x) = 2TFx(1� x) , (35)

Nf

i/p
⌘ 2⇡

Z 1

0
dkTkT fcore,i/p(x,kT;Q

2
0) (36)

In Eq. (28), fcore,i/p(x,kT;Q2
0) parametrizes the core peak of the TMD pdf. (We remind the reader that it is to be

understood that all explicit perturbative parts in this paper are calculated to lowest order in ↵s.)
To extend the TMD pdf and ↵ parametrizations above to account for the bT ⌧ 1/Q0 region, we transform to

transverse coordinate space and use Eq. (92) of [16] and its analog for the TMD pdf,

D̃h/j(z, bT;µQ0 , Q
2
0) = D̃inpt,h/j(z, bT;µQ0

, Q
2
0)E(Q0/Q0, bT) . (37)

f̃i/p(x, bT;µQ0 , Q
2
0) = f̃inpt,i/p(x, bT;µQ0

, Q
2
0)E(Q0/Q0, bT) . (38)
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so the full (underlined, in the notation of Ref. [16]) kernel is

K̃(bT;µQ0) =
2↵s(µQ0

)CF

⇡

"
K0(bTmK) + ln

 
mK

µ
Q0

!#
�
Z

µQ0

µQ0

dµ0

µ0 �K(↵s(µ
0)) . (17)

The nonperturbative model parameter in K̃(bT;µQ0) is mK . The bar on top of Q0 and µ
Q0

is the symbol introduced

in [16] to indicate that this is a scale that is fixed to Q0 at large bT, but which transitions to ⇠ 1/bT behavior as
bT ! 0. The role of the “scale transformation function”, Q0, is analogous to that of b⇤ in the usual CSS treatment,
and its exact choice is, in principle, arbitrary. We will continue to use the choice for Q0 from Ref. [16]. We provide
the expression in Appendix A of this paper. We remark that it is possible to consider other types of nonperturbative
behavior for the CS kernel within the approach of Ref. [16], including recent calculations in lattice QCD (see for
instance Refs. [22–25]).

III. TMD PARTON DENSITY & FRAGMENTATION FUNCTIONS

For constructing parametrizations of the quark and antiquark TMD pdfs and ↵s, we repeat the steps in Sec.VI
of Ref. [16]. We continue to use the additive structure from the examples in Ref. [16] to interpolate between a
nonperturbative core and the perturbative tail. The first terms transition into the fixed O (↵s(µ)) tail calculation of
the TMD at large kT, while the last term is a non-perturbative “core” that describes the peak at very small kT. The
core term is further constrained by an integral relation analogous to Eq. (2), which determines its overall normalization
factor Ch/j .

Thus, for the input quark ↵

Dinpt,h/j(z, zkT;µQ0 , Q
2
0) =

1

2⇡z2
1

k2T +m2
Dh,j

"
AD

h/j
(z;µQ0) +BD

h/j
(z;µQ0) ln

Q2
0

k2T +m2
Dh,j

#

+
1

2⇡z2
1

k2T +m2
Dh,g

AD,g

h/j
(z;µQ0)

+ CD

h/j
Dcore,h/j(z, zkT;Q

2
0) , (18)

where Dcore,h/j(z, zkT;Q2
0) is a parametrization of the peak of the TMD ↵ to be specified later. To compactify

notation, we have dropped the (n, dr) superscripts that were used in [16], but we have included a hadron label h
and j 2 u, d, s, c, . . . labels for parton flavors and anti-flavors. AD, BD, and CD are abbreviations for the following
expressions,

AD

h/j
(z;µQ0) ⌘

X

jj0

�j0j
↵s(µQ0)

⇡

⇢⇥
(Pjj0 ⌦ dh/j0)(z;µQ0)

⇤
� 3CF

2
dh/j0(z;µQ0)

�
, (19)

BD

h/j
(z;µQ0) ⌘

X

jj0

�j0j
↵s(µQ0)CF

⇡
dh/j0(z;µQ0) , (20)

AD,g

h/j
(z;µQ0) ⌘

↵s(µQ0)

⇡

⇥
(Pgj ⌦ dh/g)(z;µQ0)

⇤
, (21)

CD

h/j
⌘ 1

ND

h/j

"
dh/j(z;µQ0)�AD

h/j
(z;µQ0) ln

✓
µQ0

mDh,j

◆
�BD

h/j
(z;µQ0) ln

✓
µQ0

mDh,j

◆
ln

✓
Q2

0

µQ0mDh,j

◆
,

�AD,g

h/j
(z;µQ0) ln

✓
µQ0

mDh,g

◆
+

↵s(µQ0)

2⇡

8
<

:
X

jj0

�j0j [Cj
0
/j

� ⌦ dh/j0 ](z;µQ0) + [Cg/j

� ⌦ dh/g](z;µQ0)

9
=

;

#
. (22)
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where

Pqq(z) = Pq̄q̄(z) = CF


1 + z2

(1� z)+
+

3

2
� (1� z)

�
, (23)

Pgq(z) = CF

1 + (1� z)2

z
, (24)

Cq/q

� (z) = 2Pqq(z) ln z + CF (1� z)� CF

⇡2

12
�(1� z) , (25)

Cg/q

� (z) = 2Pgq(z) ln z + CF z , (26)

ND

h/j
⌘ 2⇡ z2

Z 1

0
dkTkT Dcore,h/j(z, zkT;Q

2
0) . (27)

For the TMD pdfs, the expressions are similar,

finpt,i/p(x,kT;µQ0 , Q
2
0) =

1

2⇡

1

k2T +m2
fi,p

"
Af

i/p
(x;µQ0) +Bf

i/p
(x;µQ0) ln

Q2
0

k2T +m2
fi,p

#

+
1

2⇡

1

k2T +m2
fg,p

Af,g

i/p
(x;µQ0)

+ Cf

i/p
fcore,i/p(x,kT;Q

2
0) , (28)

with the corresponding abbreviations

Af

i/p
(x;µQ0) ⌘

X

ii0

�i0i
↵s(µQ0)

⇡

⇢⇥
(Pi0i ⌦ fi0/p)(x;µQ0)

⇤
� 3CF

2
fi0/p(x;µQ0)

�
, (29)

Bf

i/p
(x;µQ0) ⌘

X

i0i

�i0i
↵s(µQ0)CF

⇡
fi0/p(x;µQ0) , (30)

Af,g

i/p
(x;µQ0) ⌘

↵s(µQ0)

⇡

⇥
(Pig ⌦ fg/p)(x;µQ0)

⇤
, (31)

Cf

i/p
⌘ 1

Nf

i/p

"
fi/p(x;µQ0)�Af

i/p
(x;µQ0) ln

✓
µQ0

mfi,p

◆
�Bf

i/p
(x;µQ0) ln

✓
µQ0

mfi,p

◆
ln

✓
Q2

0

µQ0mfi,p

◆
,

�Af,g

i/p
(x;µQ0) ln

✓
µQ0

mfg,p

◆
+

↵s(µQ0)

2⇡

(
X

ii0

�i0i[Ci/i
0

� ⌦ fi0/p](x;µQ0) + [Ci/g

� ⌦ fg/p](x;µQ0)

)#
. (32)

where

Pig(x) = TF

⇥
x2 + (1� x)2

⇤
, (33)

Ci/i

� (x) = CF (1� x)� CF

⇡2

12
�(1� x) , (34)

Cg/p

� (x) = 2TFx(1� x) , (35)

Nf

i/p
⌘ 2⇡

Z 1

0
dkTkT fcore,i/p(x,kT;Q

2
0) (36)

In Eq. (28), fcore,i/p(x,kT;Q2
0) parametrizes the core peak of the TMD pdf. (We remind the reader that it is to be

understood that all explicit perturbative parts in this paper are calculated to lowest order in ↵s.)
To extend the TMD pdf and ↵ parametrizations above to account for the bT ⌧ 1/Q0 region, we transform to

transverse coordinate space and use Eq. (92) of [16] and its analog for the TMD pdf,

D̃h/j(z, bT;µQ0 , Q
2
0) = D̃inpt,h/j(z, bT;µQ0

, Q
2
0)E(Q0/Q0, bT) . (37)

f̃i/p(x, bT;µQ0 , Q
2
0) = f̃inpt,i/p(x, bT;µQ0

, Q
2
0)E(Q0/Q0, bT) . (38)
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the functional forms

fSpect
core,i/p(x,kT;Q

2
0) =

6M6
0F

⇡ (2M2
F +M2

0F)

M2
F + k2T

(M2
0F + k2T)

4
. (44)

DSpect
core,h/j(z, zkT;Q

2
0) =

2M4
0D

⇡ (M2
D +M2

0D)

M2
D + k2Tz

2

(M2
0D + k2Tz

2) 3
, (45)

The overall factors in Eqs. (43)–(45) are chosen so that ND

h/j
= Nf

i/p
= 1 in both models (recall Eq. (27) and Eq. (36)).

In later sections, it will often be convenient to work with collinear pdfs and ↵s defined as the cuto↵ transverse
momentum integrals of TMD pdfs and ↵s. Hence, we define

f c

i/p
(x;µQ) ⌘ 2⇡

Z
µQ

0
dkT kTfi/p(x,kT;µQ, Q

2) , (46)

dc
h/j

(z;µQ) ⌘ 2⇡z2
Z

µQ

0
dkT kTDh/j(z, zkT;µQ, Q

2) , (47)

where the c superscript stands for “cuto↵.” The cuto↵ definitions could be defined more generally with an upper
limit µf di↵erent from µQ, but we will keep these scales equal for the present paper. The cuto↵ and MS-renormalized
definitions are equal up to a scheme change and m2/µ2

Q
-suppressed corrections.

With our parametrizations of TMD pdfs and ↵s in the previous section, the integrals are

f c

inpt,i/p(x;µQ0) =2⇡

Z
µQ0

0
dkT kTfinpt,i/p(x,kT;µQ0 , Q

2
0) =

Cf

i/p
f c

core,i/p(x;µQ0) +
1

2
Af,g

i/p
(x;µQ0) ln

 
1 +

µ2
Q0

m2
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!
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1

2
Af
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(x;µQ0) ln
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Q0
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!
+

1

4
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"
ln2
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Q2
0

!
� ln2

 
µ2
Q0

+m2
fi,p

Q2
0

!#

= fi/p(x;µQ0) +O

✓
↵s(µ0),

m2

Q2
0

◆
, (48)

and

dcinpt,h/j(z;µQ0) =2⇡z2
Z

µQ0

0
dkT kTDinpt,h/j(z, zkT;µQ0 , Q

2
0) =

CD

h/j
dccore,h/j(z;µQ0) +

1

2
AD,g

h/j
(z;µQ0) ln
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µ2
Q0

m2
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!
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1

2
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µ2
Q0

m2
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!
+

1

4
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"
ln2
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Q2
0

!
� ln2

 
µ2
Q0

+m2
Dh,j

Q2
0

!#

= dh/j(z;µQ0) +O

✓
↵s(µ0),

m2

Q2
0

◆
, (49)

with

f c,Gauss
core,i/p(x;µQ0 , Q

2
0) = 1� e�µ

2
Q0

/M
2
F , dc,Gauss

core,h/j(z;µQ0 , Q
2
0) = 1� e�z

2
µ
2
Q0

/M
2
D , (50)

in the case of the Gaussian model, and

f c,Spect
core,i/p(x;µQ0 , Q

2
0) = 1�

M6
0F

�
2M2

F +M2
0F + 3µ2

Q0

�

(2M2
F +M2

0F)
⇣
M2

0F + µ2
Q0

⌘
3
, (51)

dc,Spectcore,h/j(z;µQ0 , Q
2
0) = 1�

M4
0D

�
M2

D +M2
0D + 2µ2

Q0
z2
�

(M2
D +M2

0D)
⇣
M2

0D + µ2
Q0

z2
⌘

2
. (52)

in the case of the spectator model. Note that Eqs. (50)–(52) are all 1 up to (at most) m2/µ2
Q0

-suppressed errors.
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Q
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and
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dkT kTDinpt,h/j(z, zkT;µQ0 , Q
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0) =
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with

f c,Gauss
core,i/p(x;µQ0 , Q

2
0) = 1� e�µ

2
Q0

/M
2
F , dc,Gauss

core,h/j(z;µQ0 , Q
2
0) = 1� e�z

2
µ
2
Q0

/M
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D , (50)

in the case of the Gaussian model, and

f c,Spect
core,i/p(x;µQ0 , Q

2
0) = 1�

M6
0F

�
2M2

F +M2
0F + 3µ2

Q0

�

(2M2
F +M2

0F)
⇣
M2

0F + µ2
Q0

⌘
3
, (51)

dc,Spectcore,h/j(z;µQ0 , Q
2
0) = 1�

M4
0D

�
M2

D +M2
0D + 2µ2

Q0
z2
�

(M2
D +M2

0D)
⇣
M2

0D + µ2
Q0

z2
⌘

2
. (52)

in the case of the spectator model. Note that Eqs. (50)–(52) are all 1 up to (at most) m2/µ2
Q0

-suppressed errors.


