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to be found in [28]. The TMD pdfs exactly satisfy the following evolution equations in coordinate space,

@ ln f̃j/p(x, bT; µ, ⇣)

@ ln
p

⇣
= K̃(bT; µ) , (40)

dK̃(bT; µ)

d ln µ
= � �K(↵s(µ)) , (41)

d ln f̃j/p(x, bT; µ, ⇣)

d ln µ
= �(↵s(µ); ⇣/µ2) = �(↵s(µ); 1)� �K(↵s(µ))

1

2
ln

✓
⇣

µ2

◆
, (42)

where K̃ is the Collins-Soper kernel, �K is its anomalous dimension and � the TMD anomalous dimension. After
TMD evolution from an initially low input scale Q0 to an arbitrary higher scale Q, Eq. (36) becomes

F 1

UU =
X

j

e2j
|Hj|̄|

2

4⇡2Nc

Z
d2bT eiqhT·bT f̃j/ha

(xa, bT; µQ0 , Q
2

0
) f̃|̄/hb

(xb, bT; µQ0 , Q
2

0
)⇥

⇥ exp

(
K̃(bT; µQ0) ln

✓
Q2

Q2
0

◆
+

Z µQ

µQ0

dµ0

µ0


2�(↵s(µ

0); 1)� ln

✓
Q2

µ02

◆
�K(↵s(µ

0))

�)
+ (a ! b) . (43)

We take Q0 to be the lowest scale for which TMD factorization is to be considered trustworthy. All perturbatively
calculable quantities will be kept through O (↵s).

Within the HSO approach, the strategy is to construct parametrizations of fj/h(x,kT; µQ0 , Q
2
0
) and K̃(bT; µQ0)

that simultaneously: 1.) are phenomenologically successful in the Q0 regime, 2.) recover the perturbative expression
for kT ⇡ Q, and 3.) obey the appropriate evolution equations when evolving to Q� Q0.

The implementation of Eqs. (40)–(43) in this paper will make use of results for the anomalous dimensions and
evolution kernels that were originally calculated in a range of di↵erent formalisms, some of whose connection to the
basic TMD factorization in Eq. (43) is not immediately obvious. Some translation is required, and for that we refer
the reader to Ref. [24]. For example, expressions for K̃, �, and �K are from [29], and extensions up to O

�
↵3

s

�
can be

obtained in, for example, Ref. [26, 30].

III. CUTOFF COLLINEAR PDFS AND THE LARGE TRANSVERSE MOMENTUM ASYMPTOTE

As explained in Sec. I, the HSO approach preserves the integral normalizations that relate TMD and collinear
correlation functions, and ensures that TMD pdfs match the large transverse momentum asymptotic behavior dictated
by the operator definitions. It is useful, therefore, to define a collinear pdf obtained by integrating the TMD pdf over
kT,

f c
i/p(x; µQ; µc) ⌘ 2⇡

Z µc

0

dkT kTfi/p(x,kT; µQ, Q2) , (44)

where µc = µc(µQ) is a cuto↵ on kT. It coincides with the literal probability density interpretation that one has in
the parton model, and it equals the MS definition up to calculable O (↵s) corrections and corrections suppressed by
powers of 1/µ,

f c
i/p(x; µQ; µc) = fMS

i/p (x; µQ) + �i/p(↵s(µQ), µc/µQ) + O

 
m2

µ2

Q

!
(45)

where � is the correction, see Sec. III of [1] for the equivalent expression for fragmentation functions. 1 For our
applications, we will set µc = µQ and drop the O (m/µQ) errors in Eq. (45) and express the cuto↵ definition (Eq. (58)
in Ref. [1]) as

f c
i/p(x; µQ) = lim

m
µQ

!0

f c
i/p(x; µQ; µQ) , (46)

1 m represents any mass scale that may be considered small relative to the hard scale, such as ⇤QCD, a light quark mass, or a small
hadronic mass. The subleading errors in expressions like Eq. (45) need not in general be exactly quadratic, but we will retain this
notation for simplicity since the exact power is irrelevant for our purposes.
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kT,

f c
i/p(x; µQ; µc) ⌘ 2⇡

Z µc

0

dkT kTfi/p(x,kT; µQ, Q2) , (44)

where µc = µc(µQ) is a cuto↵ on kT. It coincides with the literal probability density interpretation that one has in
the parton model, and it equals the MS definition up to calculable O (↵s) corrections and corrections suppressed by
powers of 1/µ,

f c
i/p(x; µQ; µc) = fMS

i/p (x; µQ) + �i/p(↵s(µQ), µc/µQ) + O

 
m2

µ2

Q

!
(45)

where � is the correction, see Sec. III of [1] for the equivalent expression for fragmentation functions. 1 For our
applications, we will set µc = µQ and drop the O (m/µQ) errors in Eq. (45) and express the cuto↵ definition (Eq. (58)
in Ref. [1]) as

f c
i/p(x; µQ) = lim

m
µQ

!0

f c
i/p(x; µQ; µQ) , (46)

1 m represents any mass scale that may be considered small relative to the hard scale, such as ⇤QCD, a light quark mass, or a small
hadronic mass. The subleading errors in expressions like Eq. (45) need not in general be exactly quadratic, but we will retain this
notation for simplicity since the exact power is irrelevant for our purposes.
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around this channel will simplify illustrative example cal-
culations later on by allowing us to drop explicit flavor
indices and consider only non-singlet ↵s in parts of calcu-
lations that involve collinear DGLAP evolution. Specifi-
cally, in our examples we will use the JAM20 collinear
fragmentation functions for ⇡+ and its corresponding
grid for ↵s values [78]. Note that because of charge conju-
gation, to construct the TMDs in Eq. (12) and Eq. (13),
only the non-singlet combination u� ū are involved. We
use the set= 0, from LHAPDF[79], since we will not be
making any comparison to data. All that is needed for
our present purposes is that the collinear ↵s employed in

our numerical examples obey non-singlet DGLAP evolu-
tion equations.
Since our focus for this paper is on the qT ⌧ Q region

at leading power, where TMD correlation functions are
relevant, we will also drop any mention of the Y (qT, Q)-
term from here forward.
The second line in Eq. (14) is exactly the TMD parton

model familiar from typical Type I applications if we drop
the auxiliary µ and ⇣ arguments and set H(µQ;C2) = 1.
This term is sometimes called the W -term.
It can be convenient to write the W -term in terms of

coordinate space TMD ↵s,

W (qT, Q) = H(µQ;C2)

Z
d2bT
(2⇡)2

e�iqT·bT D̃A(zA, bT;µQ, Q
2) D̃B(zB , bT;µQ, Q

2) , (15)

where the transverse coordinate and momentum space
TMD ↵s are related to one another via

D (z, zkT;µ, ⇣) =

Z
d2bT
(2⇡)2

e�ikT·bTD̃(z, bT;µ, ⇣) . (16)

The TMD ↵s DA and DB are hadron-vacuum correla-
tion functions defined in a very particular way in terms of
quark field operators. An explanation of these definitions
and their origins in factorization theorems would involve
topics like Wilson lines, rapidity divergences, soft factors,
and other related issues that are beyond the scope of this
article. In recent years, they have been reviewed in many
places, so to avoid repetition we refer the reader to [80]
which includes an overview and a list references associ-
ated with TMD definitions derived in the style relevant
for this article, and also to [81] which includes additional
relevant references.

With regard to the TMD definitions, what is important
for our purposes is only that they satisfy an exact set of
evolution equations for the auxiliary variables µ and ⇣.
For a TMD ↵ in coordinate space, the evolution equations
are

@ ln D̃(z, bT;µ, ⇣)

@ ln
p
⇣

= K̃(bT;µ) , (17)

dK̃(bT;µ)

d lnµ
= ��K(↵s(µ)) , (18)

d ln D̃(z, bT;µ, ⇣)

d lnµ
= �(↵s(µ); ⇣/µ

2)

= �(↵s(µ); 1)� �K(↵s(µ)) ln

✓p
⇣

µ

◆
. (19)

The evolution kernels, �, �K and K̃ are known by many
di↵erent names in the literature. In keeping with our
earlier work, we will refer to K̃(bT;µ) as the Collins-
Soper (CS) kernel.
For large enough µ, the anomalous dimensions �K and

� are both calculable in perturbation theory and they
are independent of bT. K̃(bT;µ) is also perturbatively
calculable at small bT ⇠ 1/µ, but it becomes nonpertur-
bative over large distances, bT ! 1. However, since it
is independent of the identity of external hadrons, it has
very strong universality properties related to the QCD
vacuum.

The evolution equations are first order linear di↵eren-
tial equations that relate the TMD ↵s in Eq. (15) at an
input scale Q0 to a di↵erent scale Q, so they can be easily
solved exactly and analytically. The general solutions to
the evolution equations for DA and DB , substituted into
Eq. (15), allow us to write W (qT, Q) as
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The evolution kernels, �, �K and K̃ are known by many
di↵erent names in the literature. In keeping with our
earlier work, we will refer to K̃(bT;µ) as the Collins-
Soper (CS) kernel.
For large enough µ, the anomalous dimensions �K and

� are both calculable in perturbation theory and they
are independent of bT. K̃(bT;µ) is also perturbatively
calculable at small bT ⇠ 1/µ, but it becomes nonpertur-
bative over large distances, bT ! 1. However, since it
is independent of the identity of external hadrons, it has
very strong universality properties related to the QCD
vacuum.

The evolution equations are first order linear di↵eren-
tial equations that relate the TMD ↵s in Eq. (15) at an
input scale Q0 to a di↵erent scale Q, so they can be easily
solved exactly and analytically. The general solutions to
the evolution equations for DA and DB , substituted into
Eq. (15), allow us to write W (qT, Q) as

Connect observables at different scales through evolution 
equations. Need Fourier transform to bT  space  
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Collins-Soper kernel:  

- Highly universal 
- nonperturbative at long distances  
- extracted simultaneously with TMDs 
- great progress in lattice QCD
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to be found in [28]. The TMD pdfs exactly satisfy the following evolution equations in coordinate space,

@ ln f̃j/p(x, bT; µ, ⇣)

@ ln
p

⇣
= K̃(bT; µ) , (40)

dK̃(bT; µ)

d ln µ
= � �K(↵s(µ)) , (41)

d ln f̃j/p(x, bT; µ, ⇣)

d ln µ
= �(↵s(µ); ⇣/µ2) = �(↵s(µ); 1)� �K(↵s(µ))

1

2
ln

✓
⇣

µ2

◆
, (42)

where K̃ is the Collins-Soper kernel, �K is its anomalous dimension and � the TMD anomalous dimension. After
TMD evolution from an initially low input scale Q0 to an arbitrary higher scale Q, Eq. (36) becomes

F 1

UU =
X

j

e2j
|Hj|̄|

2

4⇡2Nc

Z
d2bT eiqhT·bT f̃j/ha

(xa, bT; µQ0 , Q
2

0
) f̃|̄/hb

(xb, bT; µQ0 , Q
2

0
)⇥

⇥ exp

(
K̃(bT; µQ0) ln

✓
Q2

Q2
0

◆
+

Z µQ

µQ0

dµ0

µ0


2�(↵s(µ

0); 1)� ln

✓
Q2

µ02

◆
�K(↵s(µ

0))

�)
+ (a ! b) . (43)

We take Q0 to be the lowest scale for which TMD factorization is to be considered trustworthy. All perturbatively
calculable quantities will be kept through O (↵s).

Within the HSO approach, the strategy is to construct parametrizations of fj/h(x,kT; µQ0 , Q
2
0
) and K̃(bT; µQ0)

that simultaneously: 1.) are phenomenologically successful in the Q0 regime, 2.) recover the perturbative expression
for kT ⇡ Q, and 3.) obey the appropriate evolution equations when evolving to Q� Q0.

The implementation of Eqs. (40)–(43) in this paper will make use of results for the anomalous dimensions and
evolution kernels that were originally calculated in a range of di↵erent formalisms, some of whose connection to the
basic TMD factorization in Eq. (43) is not immediately obvious. Some translation is required, and for that we refer
the reader to Ref. [24]. For example, expressions for K̃, �, and �K are from [29], and extensions up to O

�
↵3

s

�
can be

obtained in, for example, Ref. [26, 30].

III. CUTOFF COLLINEAR PDFS AND THE LARGE TRANSVERSE MOMENTUM ASYMPTOTE

As explained in Sec. I, the HSO approach preserves the integral normalizations that relate TMD and collinear
correlation functions, and ensures that TMD pdfs match the large transverse momentum asymptotic behavior dictated
by the operator definitions. It is useful, therefore, to define a collinear pdf obtained by integrating the TMD pdf over
kT,

f c
i/p(x; µQ; µc) ⌘ 2⇡

Z µc

0

dkT kTfi/p(x,kT; µQ, Q2) , (44)

where µc = µc(µQ) is a cuto↵ on kT. It coincides with the literal probability density interpretation that one has in
the parton model, and it equals the MS definition up to calculable O (↵s) corrections and corrections suppressed by
powers of 1/µ,

f c
i/p(x; µQ; µc) = fMS

i/p (x; µQ) + �i/p(↵s(µQ), µc/µQ) + O

 
m2

µ2

Q

!
(45)

where � is the correction, see Sec. III of [1] for the equivalent expression for fragmentation functions. 1 For our
applications, we will set µc = µQ and drop the O (m/µQ) errors in Eq. (45) and express the cuto↵ definition (Eq. (58)
in Ref. [1]) as

f c
i/p(x; µQ) = lim

m
µQ

!0

f c
i/p(x; µQ; µQ) , (46)

1 m represents any mass scale that may be considered small relative to the hard scale, such as ⇤QCD, a light quark mass, or a small
hadronic mass. The subleading errors in expressions like Eq. (45) need not in general be exactly quadratic, but we will retain this
notation for simplicity since the exact power is irrelevant for our purposes.

calculable in  pQCD 
in this limit 
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�DY ⇠[fi/a, fi/b] (C2)

(C3)

�SIDIS ⇠[fi/a, Db/i] (C4)

(C5)

�SIA ⇠[Da/i, Db/i] (C6)

(C7)

f̃i/a(x, bT; µ, ⇣) ⇠ [Cpdf(bT; µ, ⇣) ⌦ fi/a(µ)](x) (C8)

(C9)

D̃a/i(z, bT; µ, ⇣) ⇠ [C↵(bT; µ, ⇣) ⌦ da/i(µ)](z) (C10)

(C11)

f̃pheno

i/a = [Cpdf
⌦ fi/a] f̃NP

i/a (C12)

(C13)

D̃pheno

a/i = [C↵
⌦ da/i] D̃NP

a/i (C14)

[1] J. O. Gonzalez-Hernandez, T. C. Rogers, and N. Sato, Phys. Rev. D 106, 034002 (2022), 2205.05750. 1, 3, 9, 10, 11, 13,
14, 16, 17, 18, 22, 23, 26, 28, 29

[2] J. O. Gonzalez-Hernandez, T. Rainaldi, and T. C. Rogers, Phys. Rev. D 107, 094029 (2023), 2303.04921. 1, 3, 10, 22
[3] C. W. Gardiner and D. P. Majumdar, Phys. Rev. D 2, 2040 (1970). 2
[4] R. Tangerman and P. Mulders, Phys. Rev. D51, 3357 (1995), hep-ph/9403227. 2
[5] G. Aad et al. (ATLAS) (2023), 2309.12986. 2
[6] M. Guzzi, P. M. Nadolsky, and B. Wang, Phys. Rev. D90, 014030 (2014), 1309.1393. 2
[7] C. Lorce, B. Pasquini, and M. Vanderhaeghen, JHEP 05, 041 (2011), 1102.4704. 3
[8] J. Cammarota, L. Gamberg, Z.-B. Kang, J. A. Miller, D. Pitonyak, A. Prokudin, T. C. Rogers, and N. Sato (Je↵erson Lab

Angular Momentum), Phys. Rev. D 102, 054002 (2020), 2002.08384. 3, 22
[9] J. Qiu and X.-F. Zhang, Phys. Rev. Lett. 86, 2724 (2001), hep-ph/0012058. 3

[10] M. Grewal, Z.-B. Kang, J.-W. Qiu, and A. Signori, Phys. Rev. D 101, 114023 (2020), 2003.07453. 3
[11] T. Rogers, Hadron structure oriented tmd phenomenology, Retrieved from: https://youtu.be/7Wqx9yhBXuI, presentation

given at GFI 2nd miniworkshop, Oasi di Cavoretto, Torino. 3
[12] M. Aghasyan et al. (COMPASS), Phys. Rev. D 97, 032006 (2018), 1709.07374. 3
[13] A. S. Ito et al., Phys. Rev. D23, 604 (1981). 4, 15
[14] G. Moreno et al., Phys. Rev. D 43, 2815 (1991). 4, 15, 16
[15] M. Boglione, J. O. G. Hernandez, S. Melis, and A. Prokudin, JHEP 02, 095 (2015), 1412.1383. 4
[16] J. O. Gonzalez-Hernandez, T. C. Rogers, N. Sato, and B. Wang, Phys. Rev. D 98, 114005 (2018), 1808.04396. 4
[17] A. Bacchetta, G. Bozzi, M. Lambertsen, F. Piacenza, J. Steiglechner, and W. Vogelsang, Phys. Rev. D 100, 014018 (2019),

1901.06916. 4
[18] C. Balázs and C. P. Yuan, Phys. Rev. D56, 5558 (1997), hep-ph/9704258. 5
[19] S. Arnold, A. Metz, and M. Schlegel, Phys. Rev. D79, 034005 (2009), 0809.2262. 5
[20] J. C. Collins, Foundations of Perturbative QCD (Cambridge University Press, Cambridge, 2011). 6, 8, 29
[21] J. C. Collins and D. E. Soper, Nucl. Phys. B194, 445 (1982). 8
[22] J. C. Collins and D. E. Soper, Nucl. Phys. B193, 381 (1981), erratum: B213, 545 (1983).
[23] J. C. Collins, D. E. Soper, and G. Sterman, Nucl. Phys. B250, 199 (1985). 8, 26
[24] J. Collins and T. C. Rogers, Phys. Rev. D 96, 054011 (2017), 1705.07167. 8, 9
[25] T. C. Rogers, Eur. Phys. J. A 52, 153 (2016), 1509.04766. 8
[26] S. Moch, J. Vermaseren, and A. Vogt, JHEP 0508, 049 (2005), hep-ph/0507039. 8, 9, 24
[27] R. L. Workman et al. (Particle Data Group), PTEP 2022, 083C01 (2022). 8
[28] J. Collins (2012), 1212.5974. 9
[29] C. Davies and W. J. Stirling, Nucl. Phys. B244, 337 (1984). 9, 24
[30] Y. Li and H. X. Zhu, Phys. Rev. Lett. 118, 022004 (2017), 1604.01404. 9, 24
[31] A. Bacchetta, F. Conti, and M. Radici, Phys. Rev. D 78, 074010 (2008), 0807.0323. 12
[32] P. Schweitzer, M. Strikman, and C. Weiss, Acta Phys. Polon. Supp. 6, 109 (2013), 1212.4031.
[33] A. Bacchetta, S. Cotogno, and B. Pasquini, Phys. Lett. B 771, 546 (2017), 1703.07669.
[34] J. V. Guerrero and A. Accardi, Phys. Rev. D 106, 114016 (2022), 2010.07339. 12

Most recent pheno on unpolarized TMDs has been  carried out in two  
schemes:  
   - b* prescription  (most used, e.g. MAP, JAM, BNLY, …  ) 
   - ζ  prescription  ( Madrid )

Models in bT 
space 

Modeling in kT space  +  analogous constraints also possible   
See talk by Ted Rogers
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Figure 3. Distribution of data in the (x,Q) plane. Each data point can span large regions. The color

gradient darkens with an increasing number of data points contributing to a particular (x,Q) point.

For the first time in TMD phenomenology, we include W-boson production data [33, 34]. Gen-
erally, the description of this observable is problematic within the TMD factorization framework
because, usually, the data are integrated over a wide kinematic range, including regions where the
TMD factorization conditions are not fulfilled. For a detailed discussion of this issue, see [43].
While the measurements [33, 34] are fully integrated in Q, an explicit restriction on the transverse
energy of the electron and neutrino (the missed transverse energy) was also imposed. This permits
to find the lowest limit for Q. We have restricted the upper limit of integration to 300GeV, since
the contribution of higher Q provides a negligible correction. To estimate the cut rules of eq. (3.1)
for these data we used hQi = MW .

In total, the present analysis includes 627 data points, summarized in tab. 3. The kinematical
coverage of the datasets in the (x,Q)-plane is shown in fig. 3. All the new data (w.r.t. [6–8]) are at
high energy. In fact, the new dataset totally supersedes the previous ones in both number of points
(e.g. the present fit includes 227 points from LHC, vs. 80 in [8]) and precision. Therefore, the
present selection allows for a more precise determination of the CS kernel (due to increased span
in Q) and provides a finer flavor separation due to the W-boson measurements.

4 Fit procedure

Comparing the theoretical predictions with the data, we are able to restrict the free parameters
of our ansatz for the TMD distributions, and in this way determine its NP part. This procedure
is standard, and the present implementation is generally the same as the ones used in refs. [5–9].
However, in the present fit we treat the uncertainties more accurately and the PDF uncertainties
are taken into account. The details of the procedure are reviewed in this section.

– 13 –

Figure 1. Ratio of scale variation band over theoretical cross section at di↵erent perturbative orders for

Z/�-boson production at ATLAS at
p
s = 13 TeV (left), and for the DY process at PHENIX (right). The

NP parameters and the PDF set are kept fixed. The definition of the variation band is given in eq. (2.37).

Figure 2. Ratio of cross sections at di↵erent orders over the one at N4LL with the corresponding scale-

variation band for the kinematics of Z/�-boson production at ATLAS at
p
s = 13 TeV, and for DY process

at PHENIX.

logarithms included in the N3LO small-b coe�cient functions are entirely compensated by the PDF
evolution. The value and evolution of as is provided together with the collinear PDF. The orders
of the anomalous dimensions and coe�cients functions are adjusted to each other, such that the
scale-dependence is canceled at a given perturbative order. In the resummation nomenclature this
combination of orders is referred to as N4LL [6, 56] (or N4LL� in [9], or, here, approximate N4LL).
The summary of the perturbative orders is also given in tab. 2.

To define the scale-variation band we multiply each scale with an independent factor si (i =

�cusp �V Dsmall-b Cf f 0 CV PDF

a
5
s
(�4) a

4
s
(�4) a

4
s
(d(4,0)) a

3
s
(C [3]

f f 0) a
4
s

NNLO

Table 2. Summary of the perturbative orders used for each part of the factorized cross section. The

evolution of ↵s is provided by the LHAPDF library and comes together with the PDF set (uniformly NNLO).

In parentheses we write the last included term of the corresponding perturbative expansion (eq. (2.16), (2.23)

and (2.30)).
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Maximum available perturbative accuracy 

JHEP 05 (2024) 036 • e-Print: 2305.07473 [hep-ph]

Large amount of data  

Wide kinematical range

See talk by Ignazio Scimemi

PDF uncertainties

https://arxiv.org/abs/2305.07473
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More work on methods for error propagation would be useful
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Figure 2: Distribution of �2-values for the PDF and EXP cases. The red lines show the position
of the final �2-value.

MSHT20 HERA20 NNPDF31 CT18

Data set Npt �2/Npt �2/Npt �2/Npt �2/Npt

CDF run2 15 0.96 0.68 0.65 0.82
D0 run2 (µ) 3 0.50 0.59 0.55 0.52
ATLAS 8TeV 0.0<|y|<0.4 5 2.97 3.66 2.12 3.23
ATLAS 8TeV 0.4<|y|<0.8 5 2.00 1.53 4.52 3.21
ATLAS 8TeV 0.8<|y|<1.2 5 1.00 0.50 2.75 1.89
ATLAS 8TeV 1.2<|y|<1.6 5 2.25 1.61 2.49 2.72
ATLAS 8TeV 1.6<|y|<2.0 5 1.92 0.68 2.86 1.96
ATLAS 8TeV 2.0<|y|<2.4 5 1.35 1.14 1.47 1.06
ATLAS 8TeV 46<Q<66GeV 3 0.59 1.86 0.23 0.05
LHCb 7TeV 4 3.19 0.34 2.58 1.68
LHCb 8TeV 7 1.38 1.29 1.63 0.83
PHE200 2 0.32 0.36 0.43 0.27
E228-200 39 0.44 0.38 0.51 0.45
E228-300 Q < 9GeV 43 0.77 0.56 0.89 0.55
E228-300 Q > 11GeV 10 0.29 0.37 0.45 0.44
E228-400 Q < 9GeV 34 2.19 1.15 1.49 1.34
E228-400 Q > 11GeV 42 0.25 0.61 0.44 0.40
E772 24 1.58 1.92 2.51 1.56
E605 Q < 9GeV 21 0.52 0.47 0.47 0.61
E605 Q > 11GeV 32 0.47 0.73 1.34 0.52
Total 309 0.97 0.85 1.17 0.87

Table 3: Distribution of the values of �2 for the central replica over the reduced data set in fits
with different PDF inputs.

drawn from the merge of PDF and EXP and take the average interval. For those parameters
for which PDF and EXP coincide, the width of the sampled distributions will be narrow, the
contribution to the total uncertainty closely following the one of EXP (red band in fig. 3). For
those parameters for which PDF and EXP do not significantly overlap, the width of the sampled
distributions will be broader, the contribution to the total uncertainty closer, but narrower, to the
one from PDF (green band in fig. 3). Overall, the bootstrapping method results in an uncertainty
band that resembles the one we would expect if performing the fit with simultaneous replicas of
the data and the PDFs. This procedure (rather than computation of average values of parameters)
accounts for the correlation between different values of TMDPDFs.

5 Results & discussion

5.1 Agreement between data and theory

The individual values of �2 for each experiment obtained for the reduced and complete data sets
are given in tabs. 3-4, respectively. The tables also report the total �2 of the fits and they show that

– 11 –

. JHEP 10 (2022) 118 [2201.07114]. 

(transversity 2022 , Pia Zurita)
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one from PDF (green band in fig. 3). Overall, the bootstrapping method results in an uncertainty
band that resembles the one we would expect if performing the fit with simultaneous replicas of
the data and the PDFs. This procedure (rather than computation of average values of parameters)
accounts for the correlation between different values of TMDPDFs.
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Pions!!

Heavy A

Not quite as many data

Phys.Rev.D 107 (2023) 1, 014014 • e-Print: 2210.01733

Further studies on nuclear TMDs  
(how good are current treatments? ) 

 Pion TMDs interesting on their own right 

https://arxiv.org/abs/2210.01733
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Pions!!

Heavy A

Further studies on nuclear TMDs  
(how good are current treatments? ) 

 Pion TMDs interesting on their own right 

Not quite as many data

Phenomenological  analyses find  
reasonable agreement to data in  
their fits.

MAP 2023

Phys.Rev.D 108 (2023) 9, L091504 • e-Print: 2302.01192

JAM 2023
Phys.Rev.D 107 (2023) 1, 014014 • e-Print: 2210.01733

https://arxiv.org/abs/2302.01192
https://arxiv.org/abs/2210.01733
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Pions!!

Heavy A

Not quite as many data

MAP 2023

Phys.Rev.D 107 (2023) 1, 014014 • e-Print: 2210.01733

(Full blown) Predictions at COMPASS kinematics:  
need to test the theory / factorization theorem /model / …

https://arxiv.org/abs/2210.01733
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Pions!!

Heavy A

Not quite as many data

Interesting insight/interpretation: 
 proton vs pions

Phys.Rev.D 108 (2023) 9, L091504 • e-Print: 2302.01192

JAM 2023

See talk by Patrick Barry

https://arxiv.org/abs/2302.01192


18

Pions!!

Heavy A

Not quite as many data

Interesting insight/interpretation: 
 proton vs pions

Phys.Rev.D 108 (2023) 9, L091504 • e-Print: 2302.01192

JAM 2023

See talk by Patrick Barry

(do we ) can we have predictions  
for COMPASS as well? 

https://arxiv.org/abs/2302.01192
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Most recent global fits on DY (like) + SIDIS

MAP 2024 

See talk by Lorenzo Rossi

(Matteo Cerutti QCD evolution )

- large amount of data  
- high perturbative accuracy  
- a lot of information from  
SIDIS (low scale )

- pdf uncertainty  
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Most recent global fits on DY (like) + SIDIS

(Matteo Cerutti QCD evolution )

MAP 2024 

See talk by Lorenzo Rossi

- large amount of data  
- high perturbative accuracy  
- a lot of information from  
SIDIS (low scale )

- pdf uncertainty  
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- a lot of information from  
SIDIS (low scale )

Normalization:  some issues with 
SIDIS fits, see for instance:                              

JOGH,  PoS DIS2019 (2019) 176

Old fit at O(alpha_s) 

Decent  fit 

Need to introduce spurious 
normalizations

Red means N ~ 2.0
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MAP 2024 

- large amount of data  
- high perturbative accuracy  
- a lot of information from  
SIDIS (low scale )

Even in most recent fits by MAP 
(high pQCD accuracy)  
this issue persist

Theory motivated fix

(Valerio Bertone , Transversity 2022 )



23Normalization:  some issues with 
SIDIS fits                              

JHEP 06 (2020) 137 • e-Print: 1912.06532 [hep-ph]

Do we agree on this issue? 

https://arxiv.org/abs/1912.06532


24

Brainstorming:  

• There is no issue 

Normalization:  some issues with 
SIDIS fits                              
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Brainstorming:  

• There is no issue 

• Errors of factorization are too large

(Simone Rodini , Transversity 2022 )

• Next-to-leading power formalisms: 
Theorist  have been very active on  
this front. (Pheno?)

A few more examples, not comprehensive

Normalization:  some issues with 
SIDIS fits                              



26Normalization:  some issues with 
SIDIS fits                             

Brainstorming:  

• There is no issue 

• Errors of factorization are too large 

• We are missing something about the fragmentation 
functions

New insights from 
theory. (pheno? )
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No data available
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Other related 
processes? 

No data available

See talk by A. Vossen
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(Andrea Simonelli, Transversity 2022 )

• theory+pheno of  
e+e-  —>  h  X 

• Same CS kernel

• Different TMD ff 
(related to SIDIS)

• missing full treatment  
of thrust

No data available

Other related 
processes? 
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No data available

(Andrea Simonelli, Transversity 2022 )

See talk by Andrea Simonelli
• theory+pheno of  

e+e-  —>  h  X 

• Same CS kernel

• Different TMD ff 
(related to SIDIS)

• missing full treatment  
of thrust

JHEP 02 (2022) 013 • e-Print: 2109.11497

Phys.Rev.D 106 (2022) 7, 074024 • e-Print: 2206.08876

Full treatment of thrust

JHEP 09 (2023) 006 • e-Print: 2306.02937

Boglione, Simonelli

JHEP 02 (2022) 013 • e-Print: 2109.11497Other related 
processes? 

https://arxiv.org/abs/2109.11497
https://arxiv.org/abs/2206.08876
https://arxiv.org/abs/2306.02937
https://arxiv.org/abs/2109.11497
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See talk by Andrea Simonelli
• theory+pheno of  

e+e-  —>  h  X 

Phys.Rev.D 104 (2021)11,114004 e-Print: 2111.06190

Other relevant  work 
 (not comprehensive)

JHEP 02 (2021) 070 • e-Print: 2009.1187Makris, et.al.

JHEP 12 (2020) 127 • e-Print: 2007.14425Kang, et.al.

Modarres, 
Taghavi 

Full treatment of thrust

JHEP 09 (2023) 006 • e-Print: 2306.02937
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-Use theoretical constraints, 
don’t trust the fit will do this 
job by itself.

-Check/improve constraints 

-Prioritize the role of lower 
scale data (more information 
about intrinsic kT)

-Emphasize the role of predictive 
aspect of factorization theorems

Some proof-of-concept pheno 
lowest order (just starting)

(JOGH, QCD evolution 2024)
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Gaussian fits

E288 (130 pts.) E605 (52 pts.)

�
2
dof 1.04 1.68

M0 (GeV) 0.0576 0.404

M1 (GeV) 0.403 0.290

bK 2.12 0.744

N(nuisance) 1.29 1.28

TABLE I: Minimal parameters obtained by fitting E288 and E605 data independently, using the models of Eq. (62) and Eq. (72).
Parameters are correlated, but we do not show correlation matrices. Uncertainties are calculated by varying parameters along
the “plus” and “minus” directions of the 3 eigensets in each case.
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FIG. 3: Comparison of data from the E288 Drell-Yan experiment [13] to the best-fit central lines using the HSO approach
with the Gaussian core model of Eq. (62). Vertical ranges are di↵erent for each panel, so tick marks are not shown. The
vertical scale is adjusted in each plot for better visibility. The nonperturbative x-dependence is parametrized by setting
MF ! M0 +M1 log(1/x) where both M0,M1 are free fit parameters. We have fixed the small masses in Eq. (50) to mi,p,A =
mi,p,B = mi,p,L = mg,p = 0.3GeV. The nonperturbative model for the large-bT CS-kernel is that of Eq. (72), for which we
fix mK = 0.3GeV and leave bK free. The perturbative coe�cients of Eqs. (34), (50) and (70) are calculated through O(↵s).
Uncertainty bands are calculated with 3 eigensets and with ��

2 = 3.53, as explained in the text. Both theory central lines and
bands are multiplied by the corresponding minimal value for the nuisance parameter. For the central line this is N = 1.29.

C. Spectator model fit

We now turn to the model of Eq. (63) for the TMD pdf core function. In contrast to the Gaussian case, this model
implies its own explicit x-dependence. In principle, Eq. (63) depends on 3 mass parameters, mq, ⇤ and MX . But
to make a more direct comparison to the Gaussian case, i.e. by keeping the same number of parameters, we set the
“quark” mass to mq = 0, and leave ⇤ and MX free in our fit. For the spectator model case, we present the fit for the
E288 set only, since we find that the E605 data alone are not su�cient to constrain both the CS kernel and the TMD
pdf. Apart from the use of the spectator model, all of our choices are the same as in the Gaussian case, namely, we
use Eq. (72) for the CS kernel with fixed mK = 0.3 GeV and with all other nonperturbative masses in Eq. (50) also set
to m = 0.3 GeV. Results are shown in Table II. We note that the minimal �2

dof
is the same as in the Gaussian case to

E288
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FIG. 4: Comparison of data from the E605 experiment [14] to best-fit central lines and hessian bands using the HSO approach
with a Gaussian core model. Vertical ranges are di↵erent for each panel, so tick marks are not shown. The vertical scale is
adjusted in each plot for better visibility. The model assumptions and calculation of bands are the same as in Fig. 3. Both
theory central lines and bands are multiplied by the corresponding minimal value for the nuisance parameter. For the central
line this is N = 1.28.

three significant figures. Although we do not show comparison to the fitted data, results are essentially identical as in
the Gaussian case, Fig. 3. Finally, using the parameter values of Table II, we have checked that RG improvements are
phenomenologically irrelevant, as for the Gaussian case. This time, the variation of the minimal �2 is about 0.26%.

Spectator model fit

E288 (130 pts.)

�
2
dof 1.04

⇤ (GeV) 0.801

MX (GeV) 0.438

bK 1.90

N(nuisance) 1.23

TABLE II: Minimal parameters obtained by fitting E288 data with the models of Eq. (63) and Eq. (72). Parameters are
correlated, but we do not show correlation matrices. Uncertainties are calculated by varying parameters along the “plus” and
“minus” directions of the 3 eigensets.

D. Results for TMD pdfs

The behavior of the TMD pdfs determined by our fit to E288 experimental data are shown in Fig. 5. Here we only
show results from the Gaussian model Eq. (62) and postpone comparisons to the spectator model until Sec. VIII. The
use of the HSO approach has guaranteed that the TMD pdf of Eq. (50) (without RG improvements) asymptotes to
the perturbative tail in Eq. (47) at the input scale. This feature is preserved after implementing the RG improvements
of Eq. (78), as seen in the di↵erent panels of Fig. 5 (blue lines). Upon evolution to larger scales, such agreement is
improved for smaller values of x (top panels), as evidenced by the general trend of the TMD lines when compared
to the perturbative tail (dot-dashed lines) and, in particular, the relative position of their nodes. Recall that the
perturbative tails are determined entirely within collinear factorization for k2

T
⇡ Q2, while the full TMD pdfs involve

evolution from the input scale, and as such the e↵ects of the CS kernel play a role in their profile. Therefore, the
observed agreement after evolution is not trivial. Note that for Q = 91GeV, in the top panels of Fig. 5, the solid lines
closely trace the behavior of the tail. At larger values of x (bottom panels), di↵erences between the TMD pdfs and
the perturbative tail are more visible, although still in reasonable agreement. Improvements to the parametrization
are certainly possible, e.g. by carefully tuning the parameter a in the scale transformation of Eq. (77) or by including
higher orders in ↵s, but we leave this for upcoming work. We stress that keeping track of how closely the extracted
TMD merges with the large-kT region is an important step in phenomenology. For instance, it can assist in preventing
the parametrizations from becoming excessively flexible.
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Normalization issue (?) 
in SIDIS TMD region

qT<<Q

We can only fit 
small qT data
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Normalization issue (?) 
in SIDIS TMD region

qT<<Q

We can only fit 
small qT data

qT ~ Q

We should predict 
with existing 
collinear functions 
(no further fitting)

Large qT, collinear 
factorization (no TMDs)
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Normalization issue (?) 
in SIDIS TMD region

qT<<Q

We can only fit 
small qT data
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however the di�erence between LO and NLO decreases as pT increases.
The uncertainty due to the choice of a fragmentation functions set is also quite noticeable, this fact driven by the

di�erent gluon content of the two sets considered here. Low Q
2 bins seem to prefer KKP set, which have a larger

gluon-fragmentation content, whereas for larger Q
2 both sets agree with the data within errors. LO estimates show

a much smaller sensitivity on the choice of fragmentation functions, since gluon fragmentation does not contribute
signi�cantly to the cross section at this order.
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FIG. 3. Fig. 4 from [24]. The di↵erential cross section was integrated over x, z and bins of Q with H1 cuts, calculated with
both leading order and next-to-leading order, and compared with ⇡

0 production data from [23]. Here pT corresponds to our
PH,T – see Eq. (1). Note the large correction from O
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the FFs are from [32]. Scale dependence is estimated using µ =
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point in qT by taking the min and max of the cross section evaluated across the grid ⇣Q⇥⇣qT = [1/2, 1, 3/2, 2]⇥ [0, 1/2, 1, 3/2, 2]
except ⇣Q = ⇣qT = 0. The red band is generated with ⇣Q = 1 and ⇣qT = 0. A lower bound of 1 GeV is place on µ when Q/2
would be less than 1 GeV.
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DDS (for Daleo-de Florian-Sassot). The bar at the bottom marks the region where qT > Q. The PDF set used is CJNLO [31] and

the FFs are from [32]. Scale dependence is estimated using µ =
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(⇣QQ)2 + (⇣qTqT)2
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where the band is constructed point-by-

point in qT by taking the min and max of the cross section evaluated across the grid ⇣Q⇥⇣qT = [1/2, 1, 3/2, 2]⇥ [0, 1/2, 1, 3/2, 2]
except ⇣Q = ⇣qT = 0. The red band is generated with ⇣Q = 1 and ⇣qT = 0. A lower bound of 1 GeV is place on µ when Q/2
would be less than 1 GeV.
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however the di�erence between LO and NLO decreases as pT increases.
The uncertainty due to the choice of a fragmentation functions set is also quite noticeable, this fact driven by the

di�erent gluon content of the two sets considered here. Low Q
2 bins seem to prefer KKP set, which have a larger

gluon-fragmentation content, whereas for larger Q
2 both sets agree with the data within errors. LO estimates show

a much smaller sensitivity on the choice of fragmentation functions, since gluon fragmentation does not contribute
signi�cantly to the cross section at this order.
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both leading order and next-to-leading order, and compared with ⇡

0 production data from [23]. Here pT corresponds to our
PH,T – see Eq. (1). Note the large correction from O
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where the band is constructed point-by-

point in qT by taking the min and max of the cross section evaluated across the grid ⇣Q⇥⇣qT = [1/2, 1, 3/2, 2]⇥ [0, 1/2, 1, 3/2, 2]
except ⇣Q = ⇣qT = 0. The red band is generated with ⇣Q = 1 and ⇣qT = 0. A lower bound of 1 GeV is place on µ when Q/2
would be less than 1 GeV.
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however the di�erence between LO and NLO decreases as pT increases.
The uncertainty due to the choice of a fragmentation functions set is also quite noticeable, this fact driven by the

di�erent gluon content of the two sets considered here. Low Q
2 bins seem to prefer KKP set, which have a larger

gluon-fragmentation content, whereas for larger Q
2 both sets agree with the data within errors. LO estimates show

a much smaller sensitivity on the choice of fragmentation functions, since gluon fragmentation does not contribute
signi�cantly to the cross section at this order.
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except ⇣Q = ⇣qT = 0. The red band is generated with ⇣Q = 1 and ⇣qT = 0. A lower bound of 1 GeV is place on µ when Q/2
would be less than 1 GeV.
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however the di�erence between LO and NLO decreases as pT increases.
The uncertainty due to the choice of a fragmentation functions set is also quite noticeable, this fact driven by the

di�erent gluon content of the two sets considered here. Low Q
2 bins seem to prefer KKP set, which have a larger

gluon-fragmentation content, whereas for larger Q
2 both sets agree with the data within errors. LO estimates show

a much smaller sensitivity on the choice of fragmentation functions, since gluon fragmentation does not contribute
signi�cantly to the cross section at this order.
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where the band is constructed point-by-

point in qT by taking the min and max of the cross section evaluated across the grid ⇣Q⇥⇣qT = [1/2, 1, 3/2, 2]⇥ [0, 1/2, 1, 3/2, 2]
except ⇣Q = ⇣qT = 0. The red band is generated with ⇣Q = 1 and ⇣qT = 0. A lower bound of 1 GeV is place on µ when Q/2
would be less than 1 GeV.
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however the di�erence between LO and NLO decreases as pT increases.
The uncertainty due to the choice of a fragmentation functions set is also quite noticeable, this fact driven by the

di�erent gluon content of the two sets considered here. Low Q
2 bins seem to prefer KKP set, which have a larger

gluon-fragmentation content, whereas for larger Q
2 both sets agree with the data within errors. LO estimates show

a much smaller sensitivity on the choice of fragmentation functions, since gluon fragmentation does not contribute
signi�cantly to the cross section at this order.
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0 production data from [23]. Here pT corresponds to our
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where the band is constructed point-by-

point in qT by taking the min and max of the cross section evaluated across the grid ⇣Q⇥⇣qT = [1/2, 1, 3/2, 2]⇥ [0, 1/2, 1, 3/2, 2]
except ⇣Q = ⇣qT = 0. The red band is generated with ⇣Q = 1 and ⇣qT = 0. A lower bound of 1 GeV is place on µ when Q/2
would be less than 1 GeV.
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however the di�erence between LO and NLO decreases as pT increases.
The uncertainty due to the choice of a fragmentation functions set is also quite noticeable, this fact driven by the

di�erent gluon content of the two sets considered here. Low Q
2 bins seem to prefer KKP set, which have a larger

gluon-fragmentation content, whereas for larger Q
2 both sets agree with the data within errors. LO estimates show

a much smaller sensitivity on the choice of fragmentation functions, since gluon fragmentation does not contribute
signi�cantly to the cross section at this order.
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point in qT by taking the min and max of the cross section evaluated across the grid ⇣Q⇥⇣qT = [1/2, 1, 3/2, 2]⇥ [0, 1/2, 1, 3/2, 2]
except ⇣Q = ⇣qT = 0. The red band is generated with ⇣Q = 1 and ⇣qT = 0. A lower bound of 1 GeV is place on µ when Q/2
would be less than 1 GeV.
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however the di�erence between LO and NLO decreases as pT increases.
The uncertainty due to the choice of a fragmentation functions set is also quite noticeable, this fact driven by the

di�erent gluon content of the two sets considered here. Low Q
2 bins seem to prefer KKP set, which have a larger

gluon-fragmentation content, whereas for larger Q
2 both sets agree with the data within errors. LO estimates show

a much smaller sensitivity on the choice of fragmentation functions, since gluon fragmentation does not contribute
signi�cantly to the cross section at this order.
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however the di�erence between LO and NLO decreases as pT increases.
The uncertainty due to the choice of a fragmentation functions set is also quite noticeable, this fact driven by the

di�erent gluon content of the two sets considered here. Low Q
2 bins seem to prefer KKP set, which have a larger

gluon-fragmentation content, whereas for larger Q
2 both sets agree with the data within errors. LO estimates show

a much smaller sensitivity on the choice of fragmentation functions, since gluon fragmentation does not contribute
signi�cantly to the cross section at this order.
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FIG. 3. Fig. 4 from [24]. The di↵erential cross section was integrated over x, z and bins of Q with H1 cuts, calculated with
both leading order and next-to-leading order, and compared with ⇡

0 production data from [23]. Here pT corresponds to our
PH,T – see Eq. (1). Note the large correction from O
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FIG. 4. Calculation of O(↵s) and O(↵2
s) transversely di↵erential multiplicity using code from [24], shown as the curves labeled

DDS (for Daleo-de Florian-Sassot). The bar at the bottom marks the region where qT > Q. The PDF set used is CJNLO [31] and

the FFs are from [32]. Scale dependence is estimated using µ =
�
(⇣QQ)2 + (⇣qTqT)2

�1/2
where the band is constructed point-by-

point in qT by taking the min and max of the cross section evaluated across the grid ⇣Q⇥⇣qT = [1/2, 1, 3/2, 2]⇥ [0, 1/2, 1, 3/2, 2]
except ⇣Q = ⇣qT = 0. The red band is generated with ⇣Q = 1 and ⇣qT = 0. A lower bound of 1 GeV is place on µ when Q/2
would be less than 1 GeV.

Q ~ 4 GeV

Is this scale too low 
to trust factorization? 

Large qT, collinear 
factorization (no TMDs)
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Normalization issue (?) 
in SIDIS TMD region

qT<<Q

We can only fit 
small qT data
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however the di�erence between LO and NLO decreases as pT increases.
The uncertainty due to the choice of a fragmentation functions set is also quite noticeable, this fact driven by the

di�erent gluon content of the two sets considered here. Low Q
2 bins seem to prefer KKP set, which have a larger

gluon-fragmentation content, whereas for larger Q
2 both sets agree with the data within errors. LO estimates show

a much smaller sensitivity on the choice of fragmentation functions, since gluon fragmentation does not contribute
signi�cantly to the cross section at this order.
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FIG. 3. Fig. 4 from [24]. The di↵erential cross section was integrated over x, z and bins of Q with H1 cuts, calculated with
both leading order and next-to-leading order, and compared with ⇡

0 production data from [23]. Here pT corresponds to our
PH,T – see Eq. (1). Note the large correction from O
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DDS (for Daleo-de Florian-Sassot). The bar at the bottom marks the region where qT > Q. The PDF set used is CJNLO [31] and

the FFs are from [32]. Scale dependence is estimated using µ =
�
(⇣QQ)2 + (⇣qTqT)2
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where the band is constructed point-by-

point in qT by taking the min and max of the cross section evaluated across the grid ⇣Q⇥⇣qT = [1/2, 1, 3/2, 2]⇥ [0, 1/2, 1, 3/2, 2]
except ⇣Q = ⇣qT = 0. The red band is generated with ⇣Q = 1 and ⇣qT = 0. A lower bound of 1 GeV is place on µ when Q/2
would be less than 1 GeV.

qT ~ Q

We should predict 
with existing 
collinear functions 
(no further fitting)
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however the di�erence between LO and NLO decreases as pT increases.
The uncertainty due to the choice of a fragmentation functions set is also quite noticeable, this fact driven by the

di�erent gluon content of the two sets considered here. Low Q
2 bins seem to prefer KKP set, which have a larger

gluon-fragmentation content, whereas for larger Q
2 both sets agree with the data within errors. LO estimates show

a much smaller sensitivity on the choice of fragmentation functions, since gluon fragmentation does not contribute
signi�cantly to the cross section at this order.
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FIG. 3. Fig. 4 from [24]. The di↵erential cross section was integrated over x, z and bins of Q with H1 cuts, calculated with
both leading order and next-to-leading order, and compared with ⇡

0 production data from [23]. Here pT corresponds to our
PH,T – see Eq. (1). Note the large correction from O
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the FFs are from [32]. Scale dependence is estimated using µ =
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where the band is constructed point-by-

point in qT by taking the min and max of the cross section evaluated across the grid ⇣Q⇥⇣qT = [1/2, 1, 3/2, 2]⇥ [0, 1/2, 1, 3/2, 2]
except ⇣Q = ⇣qT = 0. The red band is generated with ⇣Q = 1 and ⇣qT = 0. A lower bound of 1 GeV is place on µ when Q/2
would be less than 1 GeV.
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however the di�erence between LO and NLO decreases as pT increases.
The uncertainty due to the choice of a fragmentation functions set is also quite noticeable, this fact driven by the

di�erent gluon content of the two sets considered here. Low Q
2 bins seem to prefer KKP set, which have a larger

gluon-fragmentation content, whereas for larger Q
2 both sets agree with the data within errors. LO estimates show

a much smaller sensitivity on the choice of fragmentation functions, since gluon fragmentation does not contribute
signi�cantly to the cross section at this order.
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As mentioned, the dependence of the cross section in the choice for the renormalization and factorization scale is

FIG. 3. Fig. 4 from [24]. The di↵erential cross section was integrated over x, z and bins of Q with H1 cuts, calculated with
both leading order and next-to-leading order, and compared with ⇡

0 production data from [23]. Here pT corresponds to our
PH,T – see Eq. (1). Note the large correction from O
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DDS (for Daleo-de Florian-Sassot). The bar at the bottom marks the region where qT > Q. The PDF set used is CJNLO [31] and

the FFs are from [32]. Scale dependence is estimated using µ =
�
(⇣QQ)2 + (⇣qTqT)2
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where the band is constructed point-by-

point in qT by taking the min and max of the cross section evaluated across the grid ⇣Q⇥⇣qT = [1/2, 1, 3/2, 2]⇥ [0, 1/2, 1, 3/2, 2]
except ⇣Q = ⇣qT = 0. The red band is generated with ⇣Q = 1 and ⇣qT = 0. A lower bound of 1 GeV is place on µ when Q/2
would be less than 1 GeV.
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however the di�erence between LO and NLO decreases as pT increases.
The uncertainty due to the choice of a fragmentation functions set is also quite noticeable, this fact driven by the

di�erent gluon content of the two sets considered here. Low Q
2 bins seem to prefer KKP set, which have a larger

gluon-fragmentation content, whereas for larger Q
2 both sets agree with the data within errors. LO estimates show

a much smaller sensitivity on the choice of fragmentation functions, since gluon fragmentation does not contribute
signi�cantly to the cross section at this order.
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FIG. 3. Fig. 4 from [24]. The di↵erential cross section was integrated over x, z and bins of Q with H1 cuts, calculated with
both leading order and next-to-leading order, and compared with ⇡

0 production data from [23]. Here pT corresponds to our
PH,T – see Eq. (1). Note the large correction from O
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DDS (for Daleo-de Florian-Sassot). The bar at the bottom marks the region where qT > Q. The PDF set used is CJNLO [31] and

the FFs are from [32]. Scale dependence is estimated using µ =
�
(⇣QQ)2 + (⇣qTqT)2

�1/2
where the band is constructed point-by-

point in qT by taking the min and max of the cross section evaluated across the grid ⇣Q⇥⇣qT = [1/2, 1, 3/2, 2]⇥ [0, 1/2, 1, 3/2, 2]
except ⇣Q = ⇣qT = 0. The red band is generated with ⇣Q = 1 and ⇣qT = 0. A lower bound of 1 GeV is place on µ when Q/2
would be less than 1 GeV.
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however the di�erence between LO and NLO decreases as pT increases.
The uncertainty due to the choice of a fragmentation functions set is also quite noticeable, this fact driven by the

di�erent gluon content of the two sets considered here. Low Q
2 bins seem to prefer KKP set, which have a larger

gluon-fragmentation content, whereas for larger Q
2 both sets agree with the data within errors. LO estimates show

a much smaller sensitivity on the choice of fragmentation functions, since gluon fragmentation does not contribute
signi�cantly to the cross section at this order.
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FIG. 3. Fig. 4 from [24]. The di↵erential cross section was integrated over x, z and bins of Q with H1 cuts, calculated with
both leading order and next-to-leading order, and compared with ⇡

0 production data from [23]. Here pT corresponds to our
PH,T – see Eq. (1). Note the large correction from O
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s) transversely di↵erential multiplicity using code from [24], shown as the curves labeled

DDS (for Daleo-de Florian-Sassot). The bar at the bottom marks the region where qT > Q. The PDF set used is CJNLO [31] and

the FFs are from [32]. Scale dependence is estimated using µ =
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(⇣QQ)2 + (⇣qTqT)2
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where the band is constructed point-by-

point in qT by taking the min and max of the cross section evaluated across the grid ⇣Q⇥⇣qT = [1/2, 1, 3/2, 2]⇥ [0, 1/2, 1, 3/2, 2]
except ⇣Q = ⇣qT = 0. The red band is generated with ⇣Q = 1 and ⇣qT = 0. A lower bound of 1 GeV is place on µ when Q/2
would be less than 1 GeV.
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however the di�erence between LO and NLO decreases as pT increases.
The uncertainty due to the choice of a fragmentation functions set is also quite noticeable, this fact driven by the

di�erent gluon content of the two sets considered here. Low Q
2 bins seem to prefer KKP set, which have a larger

gluon-fragmentation content, whereas for larger Q
2 both sets agree with the data within errors. LO estimates show

a much smaller sensitivity on the choice of fragmentation functions, since gluon fragmentation does not contribute
signi�cantly to the cross section at this order.
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both leading order and next-to-leading order, and compared with ⇡

0 production data from [23]. Here pT corresponds to our
PH,T – see Eq. (1). Note the large correction from O
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DDS (for Daleo-de Florian-Sassot). The bar at the bottom marks the region where qT > Q. The PDF set used is CJNLO [31] and

the FFs are from [32]. Scale dependence is estimated using µ =
�
(⇣QQ)2 + (⇣qTqT)2

�1/2
where the band is constructed point-by-

point in qT by taking the min and max of the cross section evaluated across the grid ⇣Q⇥⇣qT = [1/2, 1, 3/2, 2]⇥ [0, 1/2, 1, 3/2, 2]
except ⇣Q = ⇣qT = 0. The red band is generated with ⇣Q = 1 and ⇣qT = 0. A lower bound of 1 GeV is place on µ when Q/2
would be less than 1 GeV.

Q ~ 4 GeV

Is this scale too low to 
trust factorization? 

Large qT, collinear 
factorization (no TMDs)

recall we DY fits start  
at about these scales 



39

NO Normalization issue  
in DY TMD region

qT<<Q

qT ~ Q

Large qT, collinear 
factorization (no TMDs)

Can’t describe DY 
“tails” very well 
either
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however the di�erence between LO and NLO decreases as pT increases.
The uncertainty due to the choice of a fragmentation functions set is also quite noticeable, this fact driven by the

di�erent gluon content of the two sets considered here. Low Q
2 bins seem to prefer KKP set, which have a larger

gluon-fragmentation content, whereas for larger Q
2 both sets agree with the data within errors. LO estimates show

a much smaller sensitivity on the choice of fragmentation functions, since gluon fragmentation does not contribute
signi�cantly to the cross section at this order.
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these approaches is the potential for an artificial singularity when the total transverse momentum of the initial state
partons is comparable to the observed transverse momentum. A method for dealing with this issue was proposed in
Ref. [75] and found to give rise to power corrections to the cross section. A full treatment of the Drell–Yan cross
section may require implementation of perturbative joint resummation along with a study of corrections in inverse
powers of Q or qT . Rather than pursuing this elaborate framework, for the purpose of obtaining a simple estimate
of the potential size of such higher-order perturbative and power-suppressed non-perturbative e↵ects, we resort to an
implementation of a simple model of intrinsic-kT smearing that will be described now.

Overview of the formalism

The collinear factorization formula for the process h1h2 ! �⇤X may be adapted from Eq. (6) and reads at LO
(O (↵s)):

E
d3�
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�
, (20)

where as before the fa/h(xa, Q2) are the usual collinear PDFs for partons a = q, q̄, g in hadron h. If one allows the
incoming partons to have a small transverse momentum kT , Eq. (20) becomes [8]:
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(21)

where the functions Fa/h are a generalization of the PDFs, including a dependence on transverse momentum. No-
tice that the partonic Mandelstam invariants must be modified with the inclusion of kT , and consequently a factor
ŝ/(xaxbs) must be inserted to account for the modification of the partonic flux (see Appendix A of [8]). The modi-
fication of the partonic four-momenta is most often done according to two criteria: (1) the partons remain on-shell:
paµpµa = 0, and (2) the light-cone momentum fractions retain the usual meaning, e.g.: xa = p+a /P

+
a . This leads to the

following choice, in terms of Minkowski components [8, 76]:

pµa +
✓
xa

p
s

2
+

k2aT
2xa

p
s
, kaT , xa

p
s

2
�

k2aT
2xa

p
s

◆
, (22)

and likewise for the other parton’s momentum. Note that we use LO cross sections in Eq. (21) since a higher-order
formulation is not really warranted for our simple model.

Phys.Rev.D 100 (2019) 1, 014018 • e-Print: 1901.06916
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IV. TRANSVERSE MOMENTUM DISTRIBUTIONS

At the frontier of hadron structure studies is the three-dimensional (3D) structure of the nucleon. Both the confined
motion and the spatial distribution (see Section III) of quarks and gluons inside a bound nucleon characterize its 3D
internal structure, which is an immediate consequence of QCD dynamics. To probe such 3D internal structure one
utilizes physical observables with two-scales; a large momentum transfer Q that ensures localization of the probe and
manifestation of the particle nature of quarks and gluons, plus an additional well-measured soft momentum scale qT
associated, for instance, with the transverse motion of quarks and gluons. Such two scale measurements provide much
more sensitivity to the details of hadron’s internal structure and to details of the inner mechanism of confinement
in QCD. The distributions that encode both the longitudinal momentum fraction carried by the parton, x, and the
transverse motion, kT are called Transverse Momentum Dependent distribution (TMD PDFs) and fragmentation
functions (TMD FFs), or collectively TMDs [113–115].

Recently a great deal of progress was made in understanding the properties of TMDs from both the theoretical
advances [116–123] and phenomenological studies from global fits [124–132]. A crucial ingredient in our exploration
of hadron structure are experimental measurements provided by various facilities around the world [133], such as
Tevatron at Fermilab [134], HERMES at DESY [135], the LHC at CERN with its collider and fixed target [136, 137],
COMPASS experiments [138], RHIC at BNL [139, 140], Jefferson Lab [141], BELLE at KEK [142], Electron-ion
collider in China [143],etc. The EIC will provide essential information, with the promise to dramatically improve the
precision of various measurements, and to enable the exploration of the role of the sea quarks and the gluons in a
polarized nucleon [33, 144–146].

Guiding and understanding the future experimental measurements will require a laborious and meticulous analysis
of the data, new approaches and new methods in the theoretical treatment and in the phenomenological extraction of
TMDs. The EIC Theory Alliance will provide an essential framework for guiding and organizing the broad theoretical
and phenomenological efforts needed to tackle the challenges and opportunities provided by the future EIC. Research
directions supported by the EIC Theory Alliance will also ensure that US remains at the forefront in studies of the
inner 3D structure of matter.

Important theoretical topics for studies relevant to enabling the full potential of the EIC to be reached include:

• Rigorous theoretical exploration of bench mark TMD observables as well as new experimental observables related
to TMD physics. This exploration includes studies of leading and sub-leading contributions to Semi-Inclusive
Deep Inelastic Scattering process, individuation of the set of observables that allow precise extraction of the 3D
structure for quarks and gluons.

• Theoretical and phenomenological exploration of QCD factorization theorems and expanding the region of their
applicability, for instance by inclusion of power corrections in qT /Q. A crucial ingredient will be matching
collinear factorization (ΛQCD ≪ qT ∼ Q) and TMD factorization (ΛQCD ! qT ≪ Q) in the overlap region
ΛQCD ≪ qT ≪ Q in a stable and efficient way. Such a matching is needed for our ability to describe the
measured quantities, differential in transverse momentum, in the widest possible region of phase space. In
turn, this will lead to a much more reliable understanding of both collinear and TMD related functions and
uncertainties in their determinations.

• Exploring the QCD factorization theorem and phenomenology for distributions related to TMD-like Generalized
TMDs (GTMDs). These distributions extend our understanding of multidimensional hadronization and can arise
in exclusive processes like double Drell-Yan [147–150], as well as being probed by exclusive diffractive processes
that are sensitive to small-x gluon GTMDs and gluon saturation [151–153].

• Development of theoretical methods to address various open issues is crucially needed, including: advancing
new methods for perturbative calculations, developing formalism and calculations for TMD power corrections,
the need to design new observables that can improve the comparison between theory and experiment, and a full
exploration of the best way to parameterize nonperturbative TMDs. Methods used to tackle these problems
include effective theories, nonperturbative and computational methods in QCD, and feedback from carrying out
fits to experimental data.

• Creation of extraction frameworks that include modern techniques and methods from statistics (such as Bayesian
statistical methods) and computer science (such as Artificial Intelligence and Machine Learning). Extraction
frameworks are critical for phenomenological studies of TMDs. There exist already several frameworks such
as NangaParbat2 of the MAP Collaboration, JAM Collaboration3, and arTeMiDe4. These publicly available

2 https://github.com/MapCollaboration/NangaParbat
3 https://github.com/JeffersonLab/jam3d/
4 https://github.com/VladimirovAlexey/artemide-public
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IV. TRANSVERSE MOMENTUM DISTRIBUTIONS

At the frontier of hadron structure studies is the three-dimensional (3D) structure of the nucleon. Both the confined
motion and the spatial distribution (see Section III) of quarks and gluons inside a bound nucleon characterize its 3D
internal structure, which is an immediate consequence of QCD dynamics. To probe such 3D internal structure one
utilizes physical observables with two-scales; a large momentum transfer Q that ensures localization of the probe and
manifestation of the particle nature of quarks and gluons, plus an additional well-measured soft momentum scale qT
associated, for instance, with the transverse motion of quarks and gluons. Such two scale measurements provide much
more sensitivity to the details of hadron’s internal structure and to details of the inner mechanism of confinement
in QCD. The distributions that encode both the longitudinal momentum fraction carried by the parton, x, and the
transverse motion, kT are called Transverse Momentum Dependent distribution (TMD PDFs) and fragmentation
functions (TMD FFs), or collectively TMDs [113–115].

Recently a great deal of progress was made in understanding the properties of TMDs from both the theoretical
advances [116–123] and phenomenological studies from global fits [124–132]. A crucial ingredient in our exploration
of hadron structure are experimental measurements provided by various facilities around the world [133], such as
Tevatron at Fermilab [134], HERMES at DESY [135], the LHC at CERN with its collider and fixed target [136, 137],
COMPASS experiments [138], RHIC at BNL [139, 140], Jefferson Lab [141], BELLE at KEK [142], Electron-ion
collider in China [143],etc. The EIC will provide essential information, with the promise to dramatically improve the
precision of various measurements, and to enable the exploration of the role of the sea quarks and the gluons in a
polarized nucleon [33, 144–146].

Guiding and understanding the future experimental measurements will require a laborious and meticulous analysis
of the data, new approaches and new methods in the theoretical treatment and in the phenomenological extraction of
TMDs. The EIC Theory Alliance will provide an essential framework for guiding and organizing the broad theoretical
and phenomenological efforts needed to tackle the challenges and opportunities provided by the future EIC. Research
directions supported by the EIC Theory Alliance will also ensure that US remains at the forefront in studies of the
inner 3D structure of matter.

Important theoretical topics for studies relevant to enabling the full potential of the EIC to be reached include:

• Rigorous theoretical exploration of bench mark TMD observables as well as new experimental observables related
to TMD physics. This exploration includes studies of leading and sub-leading contributions to Semi-Inclusive
Deep Inelastic Scattering process, individuation of the set of observables that allow precise extraction of the 3D
structure for quarks and gluons.

• Theoretical and phenomenological exploration of QCD factorization theorems and expanding the region of their
applicability, for instance by inclusion of power corrections in qT /Q. A crucial ingredient will be matching
collinear factorization (ΛQCD ≪ qT ∼ Q) and TMD factorization (ΛQCD ! qT ≪ Q) in the overlap region
ΛQCD ≪ qT ≪ Q in a stable and efficient way. Such a matching is needed for our ability to describe the
measured quantities, differential in transverse momentum, in the widest possible region of phase space. In
turn, this will lead to a much more reliable understanding of both collinear and TMD related functions and
uncertainties in their determinations.

• Exploring the QCD factorization theorem and phenomenology for distributions related to TMD-like Generalized
TMDs (GTMDs). These distributions extend our understanding of multidimensional hadronization and can arise
in exclusive processes like double Drell-Yan [147–150], as well as being probed by exclusive diffractive processes
that are sensitive to small-x gluon GTMDs and gluon saturation [151–153].

• Development of theoretical methods to address various open issues is crucially needed, including: advancing
new methods for perturbative calculations, developing formalism and calculations for TMD power corrections,
the need to design new observables that can improve the comparison between theory and experiment, and a full
exploration of the best way to parameterize nonperturbative TMDs. Methods used to tackle these problems
include effective theories, nonperturbative and computational methods in QCD, and feedback from carrying out
fits to experimental data.

• Creation of extraction frameworks that include modern techniques and methods from statistics (such as Bayesian
statistical methods) and computer science (such as Artificial Intelligence and Machine Learning). Extraction
frameworks are critical for phenomenological studies of TMDs. There exist already several frameworks such
as NangaParbat2 of the MAP Collaboration, JAM Collaboration3, and arTeMiDe4. These publicly available

2 https://github.com/MapCollaboration/NangaParbat
3 https://github.com/JeffersonLab/jam3d/
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Phys.Rev.D 107 (2023) 9, 094029 • e-Print: 2303.04921

See talk by Ted Rogers

30

�DY ⇠[fi/a, fi/b] (C2)

(C3)

�SIDIS ⇠[fi/a, Db/i] (C4)

(C5)

�SIA ⇠[Da/i, Db/i] (C6)

(C7)

f̃i/a(x, bT; µ, ⇣) ⇠ [Cpdf(bT; µ, ⇣) ⌦ fi/a(µ)](x) (C8)

(C9)

D̃a/i(z, bT; µ, ⇣) ⇠ [C↵(bT; µ, ⇣) ⌦ da/i(µ)](z) (C10)

(C11)

f̃pheno

i/a = [Cpdf
⌦ fi/a] f̃NP

i/a (C12)

(C13)

D̃pheno

a/i = [C↵
⌦ da/i] D̃NP

a/i (C14)

[1] J. O. Gonzalez-Hernandez, T. C. Rogers, and N. Sato, Phys. Rev. D 106, 034002 (2022), 2205.05750. 1, 3, 9, 10, 11, 13,
14, 16, 17, 18, 22, 23, 26, 28, 29

[2] J. O. Gonzalez-Hernandez, T. Rainaldi, and T. C. Rogers, Phys. Rev. D 107, 094029 (2023), 2303.04921. 1, 3, 10, 22
[3] C. W. Gardiner and D. P. Majumdar, Phys. Rev. D 2, 2040 (1970). 2
[4] R. Tangerman and P. Mulders, Phys. Rev. D51, 3357 (1995), hep-ph/9403227. 2
[5] G. Aad et al. (ATLAS) (2023), 2309.12986. 2
[6] M. Guzzi, P. M. Nadolsky, and B. Wang, Phys. Rev. D90, 014030 (2014), 1309.1393. 2
[7] C. Lorce, B. Pasquini, and M. Vanderhaeghen, JHEP 05, 041 (2011), 1102.4704. 3
[8] J. Cammarota, L. Gamberg, Z.-B. Kang, J. A. Miller, D. Pitonyak, A. Prokudin, T. C. Rogers, and N. Sato (Je↵erson Lab

Angular Momentum), Phys. Rev. D 102, 054002 (2020), 2002.08384. 3, 22
[9] J. Qiu and X.-F. Zhang, Phys. Rev. Lett. 86, 2724 (2001), hep-ph/0012058. 3

[10] M. Grewal, Z.-B. Kang, J.-W. Qiu, and A. Signori, Phys. Rev. D 101, 114023 (2020), 2003.07453. 3
[11] T. Rogers, Hadron structure oriented tmd phenomenology, Retrieved from: https://youtu.be/7Wqx9yhBXuI, presentation

given at GFI 2nd miniworkshop, Oasi di Cavoretto, Torino. 3
[12] M. Aghasyan et al. (COMPASS), Phys. Rev. D 97, 032006 (2018), 1709.07374. 3
[13] A. S. Ito et al., Phys. Rev. D23, 604 (1981). 4, 15
[14] G. Moreno et al., Phys. Rev. D 43, 2815 (1991). 4, 15, 16
[15] M. Boglione, J. O. G. Hernandez, S. Melis, and A. Prokudin, JHEP 02, 095 (2015), 1412.1383. 4
[16] J. O. Gonzalez-Hernandez, T. C. Rogers, N. Sato, and B. Wang, Phys. Rev. D 98, 114005 (2018), 1808.04396. 4
[17] A. Bacchetta, G. Bozzi, M. Lambertsen, F. Piacenza, J. Steiglechner, and W. Vogelsang, Phys. Rev. D 100, 014018 (2019),

1901.06916. 4
[18] C. Balázs and C. P. Yuan, Phys. Rev. D56, 5558 (1997), hep-ph/9704258. 5
[19] S. Arnold, A. Metz, and M. Schlegel, Phys. Rev. D79, 034005 (2009), 0809.2262. 5
[20] J. C. Collins, Foundations of Perturbative QCD (Cambridge University Press, Cambridge, 2011). 6, 8, 29
[21] J. C. Collins and D. E. Soper, Nucl. Phys. B194, 445 (1982). 8
[22] J. C. Collins and D. E. Soper, Nucl. Phys. B193, 381 (1981), erratum: B213, 545 (1983).
[23] J. C. Collins, D. E. Soper, and G. Sterman, Nucl. Phys. B250, 199 (1985). 8, 26
[24] J. Collins and T. C. Rogers, Phys. Rev. D 96, 054011 (2017), 1705.07167. 8, 9
[25] T. C. Rogers, Eur. Phys. J. A 52, 153 (2016), 1509.04766. 8
[26] S. Moch, J. Vermaseren, and A. Vogt, JHEP 0508, 049 (2005), hep-ph/0507039. 8, 9, 24
[27] R. L. Workman et al. (Particle Data Group), PTEP 2022, 083C01 (2022). 8
[28] J. Collins (2012), 1212.5974. 9
[29] C. Davies and W. J. Stirling, Nucl. Phys. B244, 337 (1984). 9, 24
[30] Y. Li and H. X. Zhu, Phys. Rev. Lett. 118, 022004 (2017), 1604.01404. 9, 24
[31] A. Bacchetta, F. Conti, and M. Radici, Phys. Rev. D 78, 074010 (2008), 0807.0323. 12
[32] P. Schweitzer, M. Strikman, and C. Weiss, Acta Phys. Polon. Supp. 6, 109 (2013), 1212.4031.
[33] A. Bacchetta, S. Cotogno, and B. Pasquini, Phys. Lett. B 771, 546 (2017), 1703.07669.
[34] J. V. Guerrero and A. Accardi, Phys. Rev. D 106, 114016 (2022), 2010.07339. 12

Impose conditions on 
nonperturbative models

(Done in momentum space)

10

where we have dropped the underline on the right-hand side and the superscripts of Ref. [1].
When kT ⇡ µ ⇡ Q, the perturbative tail approximation to a single TMD pdf (through O (↵s)) is

fpert

i/p (x, kT; µQ, Q) =
1

2⇡

1

k2

T


Ai/p(x; µQ) + Bi/p(x; µQ) ln

✓
Q2

k2

T

◆
+ Ag

i/p(x; µQ)

�
. (48)

foperator

i/p (x, kT ⇠ Q0; µQ0 , Q
2

0
) = fpert

i/p (x, kT; µQ0 , Q
2

0
) =

1

2⇡

1

k2

T


Ai/p(x; µQ0) + Bi/p(x; µQ0) ln

✓
Q2

0

k2

T

◆
+ Ag

i/p(x; µQ0)

�
.

(49)

The convolution product that appears in the TMD factorization formula is

[fa, fb] =

Z
d2kT fa(x, �kT + qT/2; µQ; Q2)fb(x,kT + qT/2; µQ; Q2) . (50)

In the limit qT ⇠ Q, Q ! 1, the bracket in Eq. (50) gives the so called “asymptotic term”. This can be calculated
entirely in collinear factorization, in terms of the perturbative tail of Eq. (48), up to power suppressed terms

[fa, fb] = fpert

a (x, qT; µQ; Q2)f c
b (x; µQ) + fpert

b (x, qT; µQ; Q2)f c
a(x; µQ)

+

Z
d2kT

�
fpert

a (x, �kT + qT/2; µQ; Q2)fpert

b (x,kT + qT/2; µQ; Q2)

�fpert

a (x, qT; µQ; Q2)fpert

b (x,kT + qT/2; µQ; Q2)⇥(µQ � |kT + qT/2|)

�fpert

a (x, �kT + qT/2; µQ; Q2)fpert

b (x, qT; µQ; Q2)⇥(µQ � | � kT + qT/2|)
 

+ O

✓
m2

q2
T

◆

= [fa, fb]ASY
+ O

✓
m2

q2
T

◆
. (51)

The term in Eq. (51) is useful to implement large-qT corrections to the TMD approximation. We refer the reader
to sections V and VI of Ref. [2] for more details.

IV. TMD PARTON DISTRIBUTION FUNCTIONS: PARAMETRIZATIONS

In this section, we summarize the steps for setting up the parametrizations that we will use in later sections.

A. The input scale TMD pdfs

1. Two component setup

We will use the same additive two component setup from [2] as the basic TMD parametrization. At an input scale
Q0 it is

finpt,i/p(x, kT; µQ0 , Q
2

0
) =

1

2⇡

1

k2

T
+ m2

i,p,A

Ai/p(x; µQ0) +
1

2⇡

1

k2

T
+ m2

i,p,B

Bi/p(x; µQ0) ln

 
Q2

0

k2

T
+ m2

i,p,L

!

+
1

2⇡

1

k2

T
+ m2

g,p

Ag
i/p(x; µQ0)

+ Ci/p fcore,i/p(x, kT; Q2

0
) . (52)

pQCD tail
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to be found in [28]. The TMD pdfs exactly satisfy the following evolution equations in coordinate space,

@ ln f̃j/p(x, bT; µ, ⇣)

@ ln
p

⇣
= K̃(bT; µ) , (41)

dK̃(bT; µ)

d ln µ
= � �K(↵s(µ)) , (42)

d ln f̃j/p(x, bT; µ, ⇣)

d ln µ
= �(↵s(µ); ⇣/µ2) = �(↵s(µ); 1)� �K(↵s(µ))

1

2
ln

✓
⇣

µ2

◆
, (43)

where K̃ is the Collins-Soper kernel, �K is its anomalous dimension and � the TMD anomalous dimension. After
TMD evolution from an initially low input scale Q0 to an arbitrary higher scale Q, Eq. (37) becomes

F 1

UU =
X

j

e2j
|Hj|̄|

2

4⇡2Nc

Z
d2bT eiqhT·bT f̃j/ha

(xa, bT; µQ0 , Q
2

0
) f̃|̄/hb

(xb, bT; µQ0 , Q
2

0
)⇥

⇥ exp

(
K̃(bT; µQ0) ln

✓
Q2

Q2
0

◆
+

Z µQ

µQ0

dµ0

µ0


2�(↵s(µ

0); 1)� ln

✓
Q2

µ02

◆
�K(↵s(µ

0))

�)
+ (a ! b) . (44)

We take Q0 to be the lowest scale for which TMD factorization is to be considered trustworthy. All perturbatively
calculable quantities will be kept through O (↵s).

Within the HSO approach, the strategy is to construct parametrizations of fj/h(x,kT; µQ0 , Q
2
0
) and K̃(bT; µQ0)

that simultaneously: 1.) are phenomenologically successful in the Q0 regime, 2.) recover the perturbative expression
for kT ⇡ Q, and 3.) obey the appropriate evolution equations when evolving to Q� Q0.

The implementation of Eqs. (41)–(44) in this paper will make use of results for the anomalous dimensions and
evolution kernels that were originally calculated in a range of di↵erent formalisms, some of whose connection to the
basic TMD factorization in Eq. (44) is not immediately obvious. Some translation is required, and for that we refer
the reader to Ref. [24]. For example, expressions for K̃, �, and �K are from [29], and extensions up to O

�
↵3

s

�
can be

obtained in, for example, Ref. [26, 30].

III. CUTOFF COLLINEAR PDFS AND THE LARGE TRANSVERSE MOMENTUM ASYMPTOTE

As explained in Sec. I, the HSO approach preserves the integral normalizations that relate TMD and collinear
correlation functions, and ensures that TMD pdfs match the large transverse momentum asymptotic behavior dictated
by the operator definitions. It is useful, therefore, to define a collinear pdf obtained by integrating the TMD pdf over
kT,

f c
i/p(x; µQ; µc) ⌘ 2⇡

Z µc

0

dkT kTfi/p(x,kT; µQ, Q2) , (45)

2⇡

Z µQ0

0

dkT kTfoperator

i/p (x,kT; µQ0 , µ
2

Q0
) = fMS

i/p (x; µQ0) + �i/p(↵s(µQ0)) + O

 
m2

µ2

Q0

!
(46)

where µc = µc(µQ) is a cuto↵ on kT. It coincides with the literal probability density interpretation that one has in
the parton model, and it equals the MS definition up to calculable O (↵s) corrections and corrections suppressed by
powers of 1/µ,

f c
i/p(x; µQ; µc) = fMS

i/p (x; µQ) + �i/p(↵s(µQ), µc/µQ) + O

 
m2

µ2

Q

!
(47)

where � is the correction, see Sec. III of [1] for the equivalent expression for fragmentation functions. 1 For our
applications, we will set µc = µQ and drop the O (m/µQ) errors in Eq. (47) and express the cuto↵ definition (Eq. (58)

1 m represents any mass scale that may be considered small relative to the hard scale, such as ⇤QCD, a light quark mass, or a small
hadronic mass. The subleading errors in expressions like Eq. (47) need not in general be exactly quadratic, but we will retain this
notation for simplicity since the exact power is irrelevant for our purposes.

Integral relation

See also talk by  
Ignazio Scimemi

JOGH, T Rogers, N Sato
Phys.Rev.D 106 (2022) 3, 034002 • e-Print: 2205.05750
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Quark TMDs more easily accessible

Can’t forget the “glue that binds us all”

No picture will be complete without 
gluon TMDs

See talk by  
Daniël Boer
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(PERSONAL )CONCLUSIONS
•  Big progress on the extraction of  

  TMDs from data: high accuracy in pQCD, flavor  
  dependence, theoretical errors, pions!   

•   Important theory developments (pheno?) 

•  Some current challenges remain: large qT tails on  
  data, normalization issue in SIDIS (did we agree?) 

•  Nice to see predictions 
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Thanks 


