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Neutrino Interaction ' L Dataset
\/
The nature of neutrino is measured by oscillation In this study, the T2K near detector (ND280) MC dataset[2] is used for application
measurement. A main source of its uncertainty IS of the Omnifold. The main tracker of ND280 is consist of two scintillator detectors
originated from the interaction with the nucleus. W and three time projection chambers (TPC).
To understand the effects, it is important to measure A signal event is defined as events w/ one muon and w/o pion (CCOT[)

the cross section of channels with hadron(s).
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Unfolding is a process of cross section measurement to deconvolute the S
smearing effect due to the detector resolution. il
Binned unfolding : unfolding is done after filling events in a histogram Barrel ECAL
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A conventional method : Iterative Bayesian Unfolding (IBU)
An iterative method with Bayes theorem and the prior distribution T :
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To evaluate the performance of . e i
Unbinned Method Omnifold, nominal MC is unfolded to  ,500- — e
Reweighting dataset B (sampled from p_(x)) to dataset A p,(x) without binning the pseudo data. The unfolding Is _— J 8 o Omnifod Resut

done using 100 statistic and

dataset B with weight w(x) := p,(x) / p5(x) is statistically identical to dataset A. systematic variations and the
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A neural network classifying two datasets minimizes the following loss deviation of the result is considered
function called binary cross entropy : as the uncertainty of the method. 1000 - 1
Loss(pi, ¢;) := —w; {pilogq; + (1 — p;) log(1 — ¢;)} The left plot shows the result which a 5oo—v__;--4r___, .%—
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Omnifold is an iterative process and it consists Event:x, (P, P, 10001 - 1{*3 . |
of two steps: ' : 93z, [T
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— gives weights to match MC to data As a metric to evaluate the performance ¥? is adopted :
. 7 ~1
Step 2 : | ¥ "‘ - X2 — (P _ Q)TCOV (p . q)
Another NN which distinguish the nominal MC /0 A _
and updated MC by Step1 A\ | X unfolding method | muon (p,6)  dp. 50 5P,
— gives weights to match Nominal MC to truth ' ' shape only IBU 12.5 10.3 2 1 2 7
Network structure - OP; Omnifold 28.2 3.4 3.5 1.3
input 3D momenta of particles 1 B 1 15 6 210
two hidden layers w/ 100 nodes ' S apea+ horm. U 66.7 8.5 9. '
rone output (prediction) Prediction : g, Pr Omnifold 48.9 11.0 1.7 6.5
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