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Datacenter 3.0

Datacenter pressures

Multi-Core CPU architectures allowing bigger and multiple

Server virtualization driving the need for more bandwidth per

Growing need for network storage driving the demand for

10GE LAN on server Motherboards (LoM) beginning mid-2008,

10GE LOMs, Multi-Core CPUs and Server Virtualization driving
the adoption of 10GE network connections




Network Implications
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Cabling and I/0 Consolidation

/O ConsolidationrGoal’ls:

The Vision — Unified Data Center 1/O:

‘—LAN (Ethernet) LAN, SAN, IPC

‘y—LAN (Ethernet)

}—LAN (Ethernet)

CNA = Converged Network Adapter




Merging networks requirements

= Must follow the Fibre = Doesn't care of the
Channel model underlying network,

provided that
. ItiSCheap

Why Ethernet loose frames?

. Transmission .
Collision Congestion
Error

» No longer present
in Full Duplex
Ethernet




Can Ethernet be lossless?

= Yes, with Ethernet PAUSE Frame
- Ethernet Link
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= Defined in IEEE 802.3 — Annex 31B

» The PAUSE operation is used to inhibit transmission of
data frames for a specified period of time

= Ethernet PAUSE transforms Ethernet into a lossless
fabric

Priority Flow Control (PFC)

aka PPP (Per Priority Pause)

PFC enables PAUSE functionality per Ethernet priority
IEEE 802.1q defines 8 priorities
Traffic classes are mapped to different priorities
No traffic interference

IP traffic may be paused while Storage traffic is being forwarded or vice-
versa

Requires independent resources per priority (buffers)
High level of industry support
Cisco distributed proposal
Standard Track in IEEE 802.1Qb

16 3 1 12 bits
Ethertype = IEEE 802.1Q  [Fileliii}
IEEE 802.1Q tag




FCoE Frame Format Specification

= An extension of FC over
lossless Ethernet

FCoE Specification in ANSI
INCITSFC T11.3

Frame Format agreement Aug.
2007

Target completion 2H08

= Optional features being
defined in IEEE

PAUSE enhancements 802.3x
mechanisms

Priority Flow Control (PFC)

Jumbo Ethernet frames:
FC encap of 2112

Data Center Ethernet:

Bit 0 Bit 31

FCoE Frame Format

Destination MAC Address

Etherne
Header
FCol
de
FC
leader
CRC
EOF
FCcs

PFC & Bandwidth Management

| Priority Flow Control |

Transmit Queues Receive Buffers

Ethernet Link

* Enables lossless Fabrics
for each class of service
* PAUSE sent per virtual lane
when buffers limit exceeded
«Standard Track in 802.1Qb

I COS based l

Offered Traffic

10 GE Link Realized Traffic Utilization

3G/ls HPC Traffic 2G/s
3G/s

3G/ls  3Gls 26/

3G/s  Storage Traffic 3Gls
3G/ls  3G/s 3G 3G/s

» Enables Intelligent sharing of
bandwidth between traffic classes
control of bandwidth

» Standard Track in 802.1Qaz




Data Center Ethernet :

Congestion Management & DCBX
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| Congestion Management |

Switch
p——>

Transmit Queue

_——

Switch
—

*Moves congestion out of the

core to avoid congestion spreading
*End-to-End congestion management
*Standards track in 802.1Qau

*N5000 Switches have capability in
ASICs. Future OS release

l Data Center Bridging ]

Handshaking Negotiation for:

*CoS BW Management

*Priority Flow Control (PFC)
*Congestion Management (BCN/QCN
*Application (user_priority usage)
*Logical Link Down

*Based on LLDP (Link Level Discovery Protocol)
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Nuova
Switch

Cisco I/O
consolidation solutions




Cisco Nexus 7000 Series
Data Center Class Switches

Zero Service Disruption design
Graceful systems operations
Integrated lights-out management
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Lossless fabric architecture
Dense 40GbE/100GbE ready
Unified fabric
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Virtualized control and data plane
15Tb+ switching capacity
Efficient physical and power design
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Extending the Cisco Nexus Family
Data Center Class Switches

Simpler More Stable Layer 2 Network
Highly Available Platform
Preserves operational best practices

FCoE based Unified Fabric
Virtualization Optimized Networking
Support for CE, FCoE, DCE, and FC

Reduces power, cooling, cabling
Up to 56 ports non-blocking 10GbE
Up to 1.2 Tbps capacity




Cisco Nexus 5000 Series

Industry First Data Center Class Switch To Deliver Unified
Fabric Today

56-Port L2 Switch

= 40 ports 10 Gigabit Ethernet/
FCoE/DCE, fixed

= Two expansion module slots

Fiber Channel FC + Ethernet
=8 ports1/2/4GFC “4"Ports 10 Gigabit' Ethernet/
FCoE/DCE
= 4 ports 1/2/4G FC

Ethernet

=6 ports 10 Gigabit Ethernet/
FCoE/DCE

NX-OS

DC-NM and Fabric Manager

Evolution of Ethernet Physical Media
Role of Transport in Enabling 10GE Technology

Mid 1980’s Mid 1990’s Early 2000°s Late 2000’s

UTP Cat 3 UTP Cat 5 UTP Cat 5 X2
SFP Fiber

SFP+ Cu (BER better than 1078

SFP+ Fiber
Cat 6/7




Evolution of Ethernet Physical Media
Role of Transport in Enabling 10GE Technology

SFP+ to SFP+

SFP+ Cu

Server Adapter

Compatibility




Fibre Channel and Ethernet Management

— Fabric Manager DCNM Server 4.0 s
‘ Server 3.2 with - ‘
Nexs 5000 DD 2
1 ) Extensions '

. Extensions
Fabric Manager DCM
Client 3.2 Client 4.0

SNMP NetConf CLlissh
SNMP Traps Syslog Syslog

]

Use Case

gifsdrasaig

Nearly twice
the Cables

16 Servers 16 Servers
Adapters Adapters
Switches Switches

Cables
Mgmt Pts Mgmt Pts




Extending the Reach of Unified Fabrics

Cross-Platform Lifecycle Investment Protection

Catalyst 6500s are
designed to
interconnect with
the Cisco Nexus
Unified Fabric,
providing increased
bandwidth and
traffic management

Unified Fabric

Evolution

The new Nexus
Family of data-
center-class
switches provides a
Unified Fabric and
1/0 for hosts,
targets, and
networks

MDS 9500s
interconnect with
the Cisco Nexus
Unified Fabric
allowing storage
targets to connect
to every host




1/0 Consolidation

I/0 Consolidation with FCoE

C LAN | SANA . SANB

anced Ethernet and FCoE

Summary




Data Centers are evolving
requiring new architecture

Cisco is delivering on Data Center
3.0 through continuing innovation in
both the Cisco Nexus, Cisco
Catalyst and Cisco MDS families

Cisco has a broad portfolio of
products to meet data center
requirements for consolidation,
virtualization, and automation

Additional Informations

Cisco Data Center Solutions web page
http://www.cisco.com/go/datacenter

Cisco Nexus family web page
http://www.cisco.com/go/nexus

Cisco Nexus 5000 web page
http://www.cisco.com/go/nexus5000
Cisco Nexus 7000 web page
http://www.cisco.com/go/nexus7000

Cisco Data Center Ethernet web page

http://www.cisco.com/go/dce




Additional Informations

PCI Express
http://en.wikipedia.org/wiki/Pci_express
IEEE 802.3
http://standards.ieee.org/getieee802/802.3.html
Improvements to Ethernet
http://www.nuovasystems.com/EthernetEnhancements-Final.pdf

IEEE 802.1 activities

http://www.ieee802.org/1/files/public/docs2007/new-cm-pelissier-enabling-block-storage-
0705-v0T.pdf

http://www.ieee802.org/1/files/public/docs2007/au-ko-fabric-convergence-0507. pdf
http://www.ieee802.org/1/pages/802.1au.html
http://www.ieee802.org/1/files/public/docs2008/az-wadekar-dcbexp-overview-rev0.2.pdf

FCoE

http://www.fcoe.com/

http://www.t11.0rg/

http://www.open-fcoe.org/
http://www.fibrechannel.org/OVERVIEW/FCIA_SNW_FCoE_WP_Final.pdf

TRILL

http://www.ietf.org/html.charters/trill-charter.htm




