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INFN research and structures
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Facilities at INFN

INFN manages and supports the largest public computing
infrastructure for scientific research spread throughout
the country.

INFN has been running for more than 20 years a distributed
infrastructure which currently offers about 150K CPU cores,
120 PB of enterprise-level disk space and 120 PB of tape
storage, serving more than 40 international scientific
collaborations.

All the INFN centers are connected through 10-100 Gbit/s
dedicated links via the GARR network.

INFN was one of main promoters of the GRID project to
address LHC computing needs. Since then INFN has been
participating to WLCG that includes more than 170 sites
around the world, loosely organized in a tiered model.
« In Italy, there are the Tier-1 at CNAF, Bologna and 9
Tier-2 centers.
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Birth of INFN Cloud

» To support and evolve use cases that could not easily exploit the Grid paradigm,
for many years several INFN sites have been investing in Cloud computing
infrastructures

heterogeneous in hardware, software and cloud middleware

> To optimize the use of available resources and expertise, INFN decided to
implement a national Cloud infrastructure for research

as a federation of existing distributed infrastructures extending them if
necessary in a transparent way to private and commercial providers

as an “user-centric” infrastructure making available to the final users a
dynamic set of services tailored on specific use cases

leveraging the outcomes of several national and European cloud projects
where INFN actively participated

> INFN Cloud was officially made available to users in March 2021

https:/ /www.cloud.infn.it
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Work packages and leaders

INFN Cloud is internally organized into 7 Work Packages (WP), run by people belonging to several INFN sites in a
fully distributed way

» WP1 - Operations: Stefano Stalio (LNGS), Diego Michelotto (CNAF)
« Operations management of the backbone infrastructure, monitoring and accounting

» WP2 - Documentation, User Support, Communication and Training: Carmelo Pellegrino (CNAF), Emidio Giorgio
(LNS)

» WP3 - Resources, Data Lake and Sustainability: Giacinto Donvito (Bari), Daniele Cesini (CNAF)

» WP4 - Security and Policies: Vincenzo Ciaschini (CNAF), Luca Carbone (MIB)

» WP5 - Middleware and New Services: Marica Antonacci (Bari), Enrico Vianello (CNAF)

» WP6 - Research and Development, Testbeds, Use Cases: Daniele Spiga (Perugia), Massimo Sgaravatto (Padova)

» WP7 - Integrated Systems Management and Legal Compliance: Barbara Martelli (CNAF), Nadina Foggetti (Bari)
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Resources in INFN Cloud

The infrastructure is based on a core backbone connecting the
large data centers of CNAF and Bari and on a set of loosely
coupled distributed and federated sites connected to the
backbone

» Backbone’s sites are high speed connected and host the
INFN Cloud core services

> Federated clouds: Cloud@CNAF, CloudVeneto,
Cloud@ReCaS-Bari. Coming soon: Catania Napoli, LNGS,
Milano, HTC in Tier-2s, HPC bubbles

~2000 vCPU > 750 vCPU
~15 TB RAM > 1.7 TB RAM
~1.6 PB Storage (RAW)

> 600 TB Storage net, ~10%

SSD, ~320 TB for object

storage
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Portfolio of Services

/. NaaS
e Harbor
e Minio

(e WM )

e Docker Compose

e Run Docker

e Elasticsearch&Kibana

e Kubernetes

e Spark

e Jupyter with persistence
e Sync&Share

pN
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The Infrastructure as Code paradigm

All services are described through an Infrastructure as Code paradigm based on a declarative approach, via a
combination of TOSCA templates (to model an application stack), Ansible roles (to manage the automated
configuration of virtual environments), and Docker containers (to encapsulate high-level application software and
runtime). This allows to reduce manual processes and increase flexibility and portability across environments.

node_templates:

ml_install:

type: tosca.nodes.DODAS.single-node-jupyterhub

properties:
contact_email: { get_input: contact_email }
iam_url: { get_input: iam_url }
iam_subject: { get_input: iam_subject }
iam_groups: { get_input: iam_groups }
iam_admin_groups: { get_input: iam_admin_groups }
monitoring: { get_input: enable_monitoring }
jupyter_hub_image: dodasts/snj-base-jhub:vl.1.1-snj
jupyter_images: { get_input: jupyter_images }

jupyterlab_collaborative_image:
{ get_input: jupyterlab_collaborative_image }

cert_manager_type: { get_input: certificate_type }
requirements:
- host: vm_server

pub_network:
type: tosca.nodes.network.Network
properties:
network_type: public

server_pub_port:
type: tosca.nodes.network.Port
properties:
order: 1
requirements:
- binding: vm_server
- link: pub_network

priv_network:
type: tosca.nodes.network.Network
properties:
network_type: private

jupyterlab_collaborative: { get_input: jupyterlab_collaborative }
jupyter_post_start_cmd: "/usr/local/share/dodasts/script/post_script.sh"

dns_name: { concat: [get_attribute: [HOST, public_address, 0], ".myip.cloud.infn.it"] }

TOS

server_priv_port:
type: tosca.nodes.network.Port
properties:
order: 0
requirements:
- binding: vm_server
- link: priv_network

vm_server:
type: tosca.nodes.indigo.Compute
properties:
os_users: { get_input: users }
capabilities:
endpoint:
properties:
ports: { get_input: ports }
scalable:
properties:
count: 1
host:
properties:

num_cpus: { get_input: num_cpus }
mem_size: { get_input: mem_size }
0s:
properties:
distribution: { get_input: os_distribution }
version: { get_input: os_version }

— name: Run Jupyter Hub

ansible.builtin.shell:
cmd: docker-compose up -d
chdir: /usr/local/share/dodasts/jupyterhub
when: (run_jupyter | bool)

ARS

- name: register iam client

uri:
url: "{{ registration_endpoint }}"
validate_certs: "no"
method: POST
status_code: 201
headers:
Content-Type: "application/json"
body:
redirect_uris:

- "https://{{ dns_name }}:{{ jupyter_port }}/hub/oauth_callback"
client_name: "jh-client"
token_endpoint_auth_method: client_secret_basic
scope: openid email profile wlcg offline_access address wlcg.groups
grant_types:

- refresh_token

- authorization_code
response_types:

- code

body_format: json
return_content: yes
register: iam_response

- name: Save client info

copy:
content: "{{ iam_response.json }}"

g\st: "/usr/local/share/dodasts/jupyterhub/cookies/.client—iam.json"
<
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The PaaS Orchestration system

- INDIGO 1AM ™
m— INFN )
LA ianager CLOUD, . .
Authorization for
services done via

Welcome to infn-cloud groups and subgroups

Sign in with

Not a member?

Apply for an account

; \_, Submit
©

User TOSCA template

The Orchestrator interacts with the provider
services through the Infrastructure Manager (IM)
for deploying complex and customized virtual
infrastructures on laaS Cloud backends

Resource Provider (RP)

Resource Provider (RP)
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The INFN Cloud dashboard

https://my.cloud.infn.it

It allows users to
> access centralized services

» instantiate PaaS services independently

Welcome to the INFI{\I Cloud Dashboard!

Please login, or register » =
’*‘DJ Compute Services

Scientific Community
Customizations

s e

Data Services
Machine Learning

CENTRALISED SERVICES:

INFN Cloud object storage

A

ON-DEMAND SERVICES:

Virtual machine

—C—
A

INDIGO IAM as a Service

:

Spark + Jupyter cluster

SpaﬁzZ

Jupyter with persistence for
Notebooks

o
Jupyter
et

amazon

Sync&Share aaS

Lo

-

Notebooks as a Service
(NaaS)

s
Jupyter
S’

Docker-compose
&
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Elasticsearch and Kibana

E %e

kibana  g|astic

HTCondor mini

HIC ondsr

Computational enviroment for
Machine Learning INFN
(ML_INFN)

m | (INFN

INFN Cloud Registry

HARBOR

Run docker

&

docker

Kubernetes cluster

HTCondor cluster

HICond%r

Working Station for CYGNO
experiment




Deploying a virtual machine via dashboe

Virtual machine

Launch a compute node getting the IP and
SSH credentials to access via ssh
Configure

10



Deploying a virtual machine via dashboa

Virtual machine

Launch a compute node getting the IP and
SSH credentials to access via ssh
Configure

Select

O VM with no additional storage
VM with block storage
Attach a volume to the machine
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Deploying a virtual machine via dashboa

Sele:

O VMy
VM vy
Attach .

Subi

Virtual machine

Virtual machine

Description: Launch a compute node getting the IP and SSH credentials to access via ssh

Deployment description

description

Configuration Advanced

hostname

service_ports

Add rule

Ports to open on the host

flavor

[ --Select--

Number of vCPUs and memory size of the Virtual Machine

operating_system
\ --Select--

Operating System for the Virtual Machine
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Deploying a virtual machine via dashboare

Virtual machine

Virtual machine

Description: Launch a compute node getting the IP and SSH credentials to access via ssh
Sele

Deployment description
\l 1 .
v Configure scheduling:
Attel Auto @ Manual

Select a provider:
S BACKBONE-BARI: org.openstack.nova B

BACKBONE-BARI: org.openstack.nova

BACKBONE-CNAF: org.openstack.nova

CLOUD-CNAF-T1: org.openstack.nova

favor
[ --Select-- v ]
Number of vCPUs and memory size of the Virtual Machine

operating_system
[ --Select-- v ]
Operating System for the Virtual Machine
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List all deployments via dashboard

= INFN Cloud Dashboard %

Show 10 ¢ entries Search:
Description Deployment identifier Status Creation time 1 Deployed at Actions
1 11edfec8-edas-be23-9ccg-0242a79acofs 2023-05-30 09:0400  BACKBONE-BARI
iy [#' Edit
prova 11edd3c7-c2b8-3caa-8080-0242a79acof5 2023-04-05 15:37:00 BACKBONE-
CNAF Q Show template

B Log

& Request Ports
C3J Manage VMs
& Lock

I Delete
Showing 1to 4 of 4 entries Previous " Next

mlaasghep_3  11edbgog-dize-cide-8080-0242a79ac9f5 2023-03-02 14:52:00 CLOUD-CNAF

MLaaS4HEP 11edb8dd-2e5e-2b7e-8080-0242a79ac9f5 2023-03-02 09:32:00 CLOUD-CNAF



Orchent: the Orchestrator CLI

https://indigo-dc.gitbook.io/orchent/

export ORCHENT_TOKEN=<your access token>

or

export ORCHENT_AGENT_ACCOUNT=<your oidc-agent account>
export ORCHENT_URL=<orchestrator_url>

usage: orchent <command> [<args> ...]

Commands:
help [<command>...]
Show help.
depls
list all deployments
depshow <uuid>
show a specific deployment
depcreate [<flags>] <template> <parameter>
create a new deployment
depupdate [<flags>] <uuid> <template> <parameter>
update the given deployment
deptemplate <uuid>
show the template of the given deployment
deplog <uuid>
get log for given deployment
depdel <uuid>
delete a given deployment

./orchent depcreate --keeplLastAttempt=false --maxProvidersRetry=1 --
user_group dev/cloud ./tosca-templates/single-vm/single_vm.yaml '{

"num_cpus": 1, "mem_size": "2 GB", "users": [{"os_user_add_to_sudoers":
true, "os_user_name": "lgiommi", "os_user_ssh_public_key": "ssh-rsa
xxx"}] }’

Deployment [1lee7cc7-92ba-4180-94e6-2aab17434343]:
status: CREATE_IN_PROGRESS
creation time: 2023-11-06T17:11+0000
update time: 2023-11-06T17:11+0000
outputs:

{}

./orchent depls
retrieving deployment list:
page: 0/1 [ #Elements: 4, size: 10 ]
links:
self [http://localhost:8080/deployments{?createdBy,userGroup}]

Deployment [1lee7cc7-92ba-4180-94e6-2aab17434343]:
status: CREATE_IN_PROGRESS
creation time: 2023-11-06T17:11+0000
update time: 2023-11-06T17:11+0000

Deployment [1lee5dd6-e883-ch85-9501-7e5000df9a09]:
status: CREATE_COMPLETE
creation time: 2023-09-28T08:13+0000
update time: 2023-09-28T08:22+0000

15
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How to access INFN Cloud services

> When the user requests an account on IAM a ticket is automatically opened
» User support (WP2) interacts with the user through this ticket
« verification of requirements
« approval of the account request
« addition to groups that do not require the system administrator designation
> If needed the user can request the system administrator designation
« once obtained, forwards the digitally signed PDF to user support for approval and inclusion in groups
requiring the designation
> https://guides.cloud.infn.it/docs/users-quides/en/latest/users_guides/getting_started/getting_started.html#using-infn-cloud

» Users can access
« centralized SaaS services
« services managed by other system administrator users
» Users cannot
* instantiate or destroy services
« operate as administrators on services instantiated by others

> System administrator users can
« instantiate and destroy PaaS services hosted on INFN Cloud
« give other INFN Cloud users access to these services
« keep deployments updated with the latest security patches
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Users in INFN Cloud

% User registered per month  mm
« ML_INFN . TIFPA i
° KM3NeT  IXPE 25| In production
« ELETBIC « INCANT w0l
« HERD « LHCDb
« CYGNO « Sl - Sistema Informativo INFN 15
« EUROLABS « MUONE ol
« NUCS e QUAX

5L

0

<%

Total users

I8

I N F Istituto Nazionale di Fisica Nucleare [T:rf:ézrlr?::tt;ti r:o; -
CS NUcleo CyberSecurity ¥

and Applications

In production

EUR®-LABS

EUROPEAN LABORATORIES
FOR ACCELERATOR
BASED SCIENCES
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*a Finanziato S Ministero
+ » | dall'Unione europea 5 dell’Universita
Sl NextGenerationEU e della Ricerca

INFN Cloud is the architectural foundation for the evolution
of the distributed infrastructure managed and operated
by INFN (HPC-BD-AI).

>

>

This is true for all the INFN computing-related
engagements with PNRR projects, such as ICSC,
TeRABIT, DARE, as well as other projects, such as Health
Big Data.

This covers both hardware resources and the Cloud
service portfolio, in accordance with the service
composition architecture. Concretely, this means that we
are:
« expanding hardware resources across the entire
INFN DataCloud
« extending the number of ISO-certified DataCloud
regions in ltaly
« increasing the Cloud-native solutions offered by
INFN Cloud

PIANO NAZIONALE
DI RIPRESA E RESILIENZA

i [taliadomani ? tel"Obit

PNRR

M1 DIGITALIZZAZIONE, INNOVAZIONE,
COMPETITIVITA, CULTURA E TURISMO

Piano Nazionale . M2 RIVOLUZIONE VERDE E 19,81 40,32
di Ripresa e Resilienza TRANSIZIONE ECOLOGICA

M3 INFRASTRUTTURE PER UNA
MOBILITA SOSTENIBILE 191’5

20888 Mid di Euro

2 M4 ISTRUZIONE E RICERCA
Le 6 missioni & M5 INCLUSIONE E COESIONE

M6 SALUTE

<) terabit

y ICS

Centro Nazionale di Ricerca in HPC,
Big Data and Quantum Computing
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NextGenerationEU e deIIa Ricerca B RIeRE oA ERESLIENZA

GEANT ) EuroHPC WLCG
- . . . GARR-T PRACF ~ PARTNERSHIP FOR ADVANCED
Investment line: Realization of an integrated system of ey G W HPC-BD-AI - INFN Cloud
. . . = i -Ital o—
research and innovation infrastructures @g‘fﬁ i)
. . : ™ 45
Action: Creation of new research infrastructures, N |
strengthening existing ones and their collaboration for \\Q\A&
scientific excellence in Horizon Europe - W);Q
o (

Galileo100 - cluster HPC
Ospitato al CINECA - Bologna

> Create a distributed, hyper-connected,
hybrid HPC-Cloud environment that offers
services designed to meet the needs of INFN/GARR GARR 0GS INFN 0GS
research and innovation.

j WP 2 Italian Terabit istri d WP 5 Traini d
mansgail G WP 3 PRACE Italy federated cloud et et
> Th e € nVi ronment WI I I b e fe d erate d I n A1.1 Project A2.1 Acquisition of Optical A3.1 HPC infrastructure A4.1 Deployment of HPC Aifa':nﬁ)(pgi;—aet:gxl;?d
se rVi ces at \V; ari ous I eve I S an d W| | I u pd ate Management Fibre and Marine spectrum requirements and codesign bubble (North) m
the GARR-T, PRACE-Italy and HPC-BD-AI a128 0 (2ol el |43 2HRC nicnucu | | 442 Depoymart S e
. . Management and Open Line system evolution and deploymen bubble (South i EEEi
A
resea"rc':h InfraStruc'tureS’ Wlth 1 the A2.3 Packet Network and ,A43I | tati fth\
: .3 Implementation of the
possibility of connections to other national i, (\Paas plomentsicy |ayer/>
and European research infrastructures and ~— —
A2.4 Control and Services A4.4 Deployment of flexible
d ata S p aces. tailoring provision cache solutions
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Resource usage

Ephemeral Disk Used (GB, per month)

Total Disk Used (GB by project)

== Disk ML-INFN
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Disk ML-INFN

- Disk beta-testers

Disk cygno
Disk infn-cloud-catchall
Disk herd

+ VMs beta-testers

VMs infn-cloud-catchall
VMs ML-INFN

VMs cygno

VMs herd

21

Value
935K
511K
93K
90 K
37K

Value
42K
3K
2K
2K
487

Percent
56%
31%

6%
5%
2%

Percent
84%

7%

5%

4%

1%



Resource usage

Memory used (GB, per month) Total Memory used (GB by project)
== RAM ML-INFN Value Percent
15K M = RAM batactastare ﬂ' — RAM beta-testers 104K 43%
125K == RAM cygno ‘ <3 == RAM ML-INFN 98 K 40%
a == RAM herd == RAM infn-cloud-catchall 20 K 8%
= MK = RAM infn-cloud-catchall = RAM cygno 15K 6%
S 750k == RAM herd 5K 2%
@
s
5K - —1 H H
250K -5 & I @ — =L H B
o;====|=_;=_D=‘EE=DEEWD==UEQD EBEBE

2021-03 2021-07 2021-11 2022-03 2022-07 2022-11 2023-03 2023-07 2023~

CPU used (CPU, per month) Total CPUs used (by project)

150K == CPUs ML-INFN Value Percent
1.25 K = CPUs beta-testers ,‘ == CPUs infn-cloud-catchall 7K 37%

== CPUs cygno ! : == CPUs beta-testers 5K 26%
1K == CPUs herd ; == CPUs ML-INFN 5K 25%
M == CPUs infn-cloud-catchall == CPUs cygno 2K 9%
e == CPUs herd 495 3%
500 l;l u I;J
250 H[O D ER BE 2 l:l I;l ‘

JdmHAH __EDD=DDDDD DDDDDDUHDH__D__D
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CPUs
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The PaaS Orchestration System

High-Level
User-Interfaces

O Container
¢ Open Platforms
Nebulc B
<> Anache
Private TOSCA ::"ﬁ:: MESOS
Clouds T
,' — \ . -
" e@’ .
|@
~
/@
o
_— Paas
Orchestration
System
Data g \, Submit > /\/
D o\
Management &s/er TOSCA template @e,\f:
e Services C'-)/
Orchestrator

ONZJATA | ‘._|
Dynafed RUCIO

Resource Provider (RP)

Resource Provider (RP)
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tickets in the last year

Dec Feb Apr Jun

Approximately 1260 opened (and managed) tickets in just over 2 years

Fifth ML-INFN Hackathon: Advanced Level

Aug

24



} dall'Unione europea dell’Universita
NextGenerationEU e della Ricerca
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PIANO NAZIONALE
DI RIPRESA E RESILIENZA
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g Finanziato . Ministero i

General vision objective

Achieve transparent integration between distributed compute and storage resources covering the Edge, Cloud
and traditional HPC domains. This integrated architecture is fundamental to achieve scalable and efficient
processing of large amounts of data that flexibly supports different use cases.

Technological objective

Expand the INFN HPC-BD-AI infrastructure to make a series of HPC services available to users on the Cloud
(which in TeRABIT they are called HPC Bubbles).

> Ai-based orchestrator
> New implementation of the CMDB
> Creation and deletion of IAM clients and S3 buckets managed by orchestrator
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