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Motivations
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Impressive progress on the knowledge 
of neutrino oscillations since 1998. 
Nonetheless, there are still open questions.

Which Mass Ordering?

Is there CP symmetry
violation in leptonic sector?



A new generation Long Baseline (1300 km) neutrino oscillation experiment 

based on:

1. a wide band high intensity (1.2 MW upgradable to 2.4 MW) 𝜈/ ҧ𝜈 neutrino 

beam produced at Fermilab

2. a large mass (~70 kton) Far Detector at the Sanford Underground 

Neutrino Facility (SURF) 1.5 km underground exploiting the Liquid Argon 

Time Projection Chamber (LArTPC) technology

3. a Near Detector complex (ND) at Fermilab providing control of systematic 

uncertainties
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Deep Underground Neutrino Experiment



Goals and Sensitivities
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• Determination of all neutrino 

oscillations parameters in a 

single experiment

• Large mass, low energy 

threshold and low 

background environment:

- Supernova neutrinos

- Solar neutrinos

- Proton decay search

- BSM physics

CP Violation Sensitivity

Mass Ordering Sensitivity



LBNF Timeline
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Data 

Production

• FD: Set a cap at 

30 PB/year: 

allows 2 modules 

 + commissioning/test

• Data taking rate is ~ 10Gb/s, 

 with 100Gb/s bursts for 

 SNB and calibration

• ND: O(300) TB/year

overall
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Data Management System
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Rucio managed 
FNAL ~ 8.9/11 PB 
Other ~ 7.6/12.5 PB 

• RUCIO: Replica Manager
• MetaCat: Metadata Catalog
• Data Dispatcher:

• Server keeps track of files in a project and 
when they are available for use

• Client calls server to get next file to process
• Server returns URL of next file (streamed or copied)
• Client notifies server when file is either complete or has failed

https://rucio.cern.ch/
https://lss.fnal.gov/archive/2021/conf/fermilab-conf-21-061-scd.pdf


DUNE Grid Philosophy
• Beyond being connected to 

the wide area network, a site
should provide at least
one service among:

- DUNE Computing Element (either HTC or HPC)

- Data Cache (i.e. local temporary disk)

- DUNE Storage Element (i.e. disk)

- DUNE Data Archive (i.e. tape)

- Interactive Analysis and Build Facility (i.e. user interfaces)

- DUNE Analysis Facility (e.g. Jupyter notebooks)

• The DUNE model builds on the emergence of faster networks to move
to a service-oriented model, where sites provide services – disk, CPU, 
real memory/core and archival tape – and projects are distributed to 
them based on their capabilities and available networking
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DUNE’s global computing model
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Computing
• Grid job submission with FIFE-jobsub

• POMS manages production campaign

and provide a webUI

• Dedicated tools: JustIN

• Resource/slot provisioning is with 

GlideinWMS (on top of HTCondorCE)
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DUNE Production 
CPU for 2022 used 
24M wall hours

https://iopscience.iop.org/article/10.1088/1742-6596/513/3/032010/pdf
https://www.epj-conferences.org/articles/epjconf/pdf/2020/21/epjconf_chep2020_03024.pdf
https://justin.dune.hep.ac.uk/docs/
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Networking in US
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Global Networking
• DUNE has regular sequence of meetings with ESNet

- Go over updated requirements particularly for fast transfer of 

supernova data

• DUNE participates in LHCOne-related meetings

- Using LHCOne where convenient or necessary (some sites are 

configured to only use it).

- Not planning our own DUNEOne at this time.

• ESNet has set up OSCARS dedicated virtual circuits from 

CERN<->FNAL in ProtoDUNE era, these have proved very 

useful in delivering bandwidth necessary.

• Important to test the “last mile” from border routers to the 

computing facilities, esp. at the HPC sites.
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https://ieeexplore.ieee.org/document/4374316


CNAF
• Current resources and 2024 request

for nu_at_fnal (DUNE from 2024) 
INFN group:

- 510 TB disk + 500 TB 
- 510 TB tape
- 3.5 kHS06 + 1.5 kHS06
- HPC resource (kindly provided) 
→ machine w/ GPU and > 300 GB RAM

• Resource are used:

- to optimize the design, develop
reconstruction tools and evaluate
physics potential for the SAND 
detector through MC simulation
of neutrino interactions

- to optimize (computationally intense) 
reconstruction algorithm for GRAIN
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Finally, we would like CNAF 

to contribute to «official»

DUNE computing



Thank you
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