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●Benchmark for understanding of QCD processes  
● Test of state-of-the-art theory predictions: fixed-order        

perturbative QCD and parton shower models 
● Probe of proton structure (sensitivity to PDFs) 

●High precision SM tests and extraction of SM parameters 
●Background for other measurements and searches (BSM, Higgs, top,…)

➢ Z double differential  cross section at 8 TeV 
➢  and  at 5 and 13 TeV with low pile-up data 
➢ Reanalysis of 7 TeV data for the W mass determination 
➢ W/Z cross sections at 13.6 TeV  

(pT, |y | )
pZ

T pW
T

Today’s presentation:

arXiv:2403.15085

Phys.Lett.B854 (2024) 138725

arXiv:2404.06204

Eur. Phys. J. C 84, 315 (2024)

Drell-Yan di-lepton production of W and Z bosons offer 
clear signature, large statistics, and small background

W and Z production in Drell-Yan processes
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Angles defined in the 
Collins-Soper Frame 

5D differential cross section decomposed as a 
sum of harmonic polynomials Pi(cosθ,φ) times 
polarization coefficients A0-7(pT

Z,yZ,mZ).

• Unpolarized cross sections and Ai from profile likelihood fit to truth-to-reco templates 
obtained in the full lepton phase space 

• Measurement of Ai  consistent with 2016 publication (update in the forward region) 

• 2D differential  at the Z pole,  up to |y|<3.6 thanks to forward leptons  

• Precise measurement of  ( arXiv2309.12986, see talk by E.Conroy on Tuesday)  

d2σ
dpT d |y |

αs

• 20.8 fb-1,  TeV,  
• Analysis derived from JHEP 08 (2016) 159 
• Three  channels: eeCC, µµCC, eeCF 

• C: ;    F:  
•  GeV  (Z pole)

s = 8 μ̄ ∼ 20

Z → ℓ+ℓ−

|ηℓ | < 2.4 |ηℓ | > 2.4
80 < mℓℓ < 100

Z double differential  cross section(pT, |y | )

Main Backgrounds: 
• Physics: , Wt, Dibosons,    (from MC) 
• Multi-jet and W+jet (CC~0.1%, CF~1.0%): 

estimated with data-driven methods

t t̄ Z → ττ
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https://arxiv.org/abs/2309.12986
https://agenda.infn.it/event/37243/contributions/231283/attachments/122030/178144/atlas-QCD@Work_talk.pdf
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Fig. 7 Measured absolute
differential dσ

dpT
cross-sections

with their total uncertainties
shown as a function of pT for
each |y| bin. The uncertainty
of 1.8% in the integrated
luminosity is not included. For
each successive |y| bin, the
differential cross section is
divided by a factor of ten for
plotting purposes

Fig. 8 Illustration of the
softening of the pT spectrum at
large rapidities. Shown are the
ratios of the measured
differential dσ

dpT
cross-sections

in each |y| bin to a reference one
taken to be the most central one,
0 < |y| < 0.4. The ratios shown
do not include any correlated
treatment of the uncertainties
between different y bins

tions of several QCD scales related to the resummation and
fixed-order contributions and the procedure used to match
them such that the summed prediction is well behaved. It
is beyond the scope of this paper to explain the differences
between the various approaches and the theory predictions
are therefore shown below with total uncertainty envelopes
provided by the authors.

Figure 7 shows all the absolute differential d2σ
dpT dy

cross-
section measurements with their total uncertainties (except

for the uniform uncertainty of 1.8% in the integrated lumi-
nosity). This complete set of cross-section numbers with the
full covariance matrix are published in HEPDATA and con-
tain all the information required for comparisons to theory
and for interpretation in terms of PDF fits or of the strong cou-
pling constant. As |y| increases, the pT spectrum becomes
softer and this is illustrated in Fig. 8, which presents a nor-
malised ratio of the measurements, for which the reference
is taken to be the measurement in the most central |y| bin,
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• Joint fit of the cross section and angular coefficients

 
• n:  bin;  i:  bin.   Fitting parameters: , , and nuisance parms (β and γ)

of the angular distributions in the full phase space of the decay leptons, using the orthogonality of the
%8 polynomials (see Ref. [11] describing the underlying moment method used to extract the coefficients).
Together with the reference unpolarised cross-section, they are used in a folding procedure based on the
signal MC simulation. The folded polynomial templates (or simply templates) are built in (cos \, q) space
for each of the nine original polynomials and for each of the measurement bins in (?✓✓T , H✓✓) space. They
are then used to extract the angular coefficients and the unpolarised cross section in the full phase space of
the leptons from /-boson decay. The observables <✓✓ , ?✓✓T , and H

✓✓ , which are defined using reconstructed
lepton pairs, as described in Section 3.3, are to be distinguished from <, ?T and |H |, which are defined at
generator level using lepton pairs at the Born level.

A likelihood is built from the nominal templates and the varied templates reflecting the systematic
uncertainties, which are represented by two categories of nuisance parameters (NP), V and W. The first
category, V, represents experimental and theoretical uncertainties. Each V

< in the set V =
�
V

1
, ..., V

"

 
is

constrained by a unit Gaussian probability density function, ⌧ (0|V<, 1), and linearly interpolates between
the nominal and varied templates. The second category, W=, represents systematic uncertainties from
the limited size of the MC signal and background samples, which are constrained by Poisson probability
density functions, %(#n

eff |W
=
#

n
eff) where #

n
eff is the effective number of MC events in bin =, in each of the

#bins = 22528 bins of the measurement. After including these auxiliary parameters, and after all signal and
background templates (see Section 3 for details of the samples) are summed over (with their respective
normalisations), the expected number of events #=

exp in bin = of the measurement can be written as:

#
=

exp(�,f
*+!

, V, W) =

(’
9

f
*+!

9
⇥ ! ⇥

"
C
=

8 9 (V) +
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8=0

�8 9 ⇥ C
=

8 9
(V)

#)
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+

bkgs’
⌫

)
=

⌫
(V), (2)

where:

• index 8 runs over the eight angular coefficients and the corresponding %8 polynomials, while index 9

runs over all 352 bins in (?T,|H |) space

• � is the set of all angular coefficients, �8 9

• f
*+! is the set of all unpolarised cross sections, f*+!
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• V is the set of all Gaussian-constrained nuisance parameters representing the systematic uncertainties

• W is the set of all Poisson-constrained nuisance parameters representing the statistical uncertainties
in the simulated samples and in the background estimates

• C is the set of all signal %8 polynomial templates, C8 9

• )⌫ is the set of background templates, where the sum runs over all background sources

• ! is the total integrated luminosity.

The summation over index 9 accounts for the contributions from all analysis bins at generator level that
migrate into other analysis bins at the reconstruction level. The likelihood is then constructed as a product
of Poisson probabilities across all #bins and of auxiliary constraints for each nuisance parameter V<:

L(�,f
*+!

, \ |#obs) =
#bins÷
=

�
%(#

=

obs |#
=

exp(�,f
*+!

, \))%(#
=

eff |W
=

#
n
eff)

 
⇥

"÷
<

⌧ (0|V<, 1). (3)
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(cos θ, ϕ) (pT, |y | ) σU+L
i Aji

Absolute 2D differential cross section 
• Statistical uncertainty dominates  
- From 0.6 -> 1% for CC;  3% for CF 
- Overall 1.8% uncert. from luminosity not included   

Cross section ratio to most central |y| bin 
•  distribution softer at higher rapidities 
- Expected and well reproduced by MC

pT
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Comparison with predictions
  integrated over |y|<1.6 

• Compared to various  resummation calculations at 
N4LL, matched with N3LO pQCD MCFM/NNLOJET

1
σ

dσ
dpT

qT

• Agreement within theory uncertainties 
• 2-3% difference in the  peak regionpT

 integrated over  

• Smaller experimental and theoretical uncertainties 
• No dependence on  resummation (after  integration) 
• Default simulation uses DYTURBO+MCFM+ aN3LO    

PDF set 
• -0.4% correction due to ISR QED and NLO EW

dσ
d |y |

pT

qT pT

• Comparison between 
different NNLO PDF 
sets 

• Reasonable agreement 
for MSH20 and CT18A 

• Some shape deviations 
for all sets

Total cross section (for |y|<3.6): 
σZ = 1055.3 ± 0.7(stat.) ± 2.2(syst.) ± 19.0(lum.) pb

Fabio Anulli  -  Drell-Yan processes at ATLAS     —  QCD@Work 2024
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Figure 20: Ratio comparison between the 3f

3H
measurements and NNLO QCD predictions obtained from DYTurbo

using different NNLO PDF sets. The uncertainty bands in the predictions only show the uncertainties specific to each
PDF set (the uncertainties from CT18A have been rescaled from 95% to 68% confidence level). In each |H | bin, the
ratios for each PDF set are gradually displaced to the right for plotting purposes.

NNLO CT18A and NNLO MSHT PDF sets show reasonable agreement with the data, with a positive pull
close to one standard deviation on the luminosity, corresponding to predictions approximately 1.6% lower
than the data. The NNPDF4.0 PDF set with its much smaller uncertainties displays poor agreement with
the data. This is due to the shape of the predicted distribution since the pull on the integrated luminosity is
small. The ABMP16 PDF set is the one that most strongly pulls the integrated luminosity but its poor
agreement with the data is also due to its significant difference in shape with respect to the data. The
HERAPDF2.0 set and, to a lesser extent, the ATLASpdf21 set also display poor agreement because of a
large discrepancy with the data in the highest |H | bin due to the limited set of data used in these fits.

Finally, the total cross-section times branching ratio of / ! ✓✓, f/ , for //W⇤ production in the /-boson
pole region, 80 < < < 100 GeV, and within |H | < 3.6 is extracted from the integration of the measured
differential 3f

3H
cross-section:

f/ = 1055.3 ± 0.7 (stat.) ± 2.2 (syst.) ± 19.0 (lumi.) pb

Aside from the dominant uncertainty in the integrated luminosity, the overall systematic uncertainty of 0.2%
in this measurement is dominated by experimental lepton efficiency systematic uncertainties and has a
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Figure 16: Comparison between the measured normalised differential 1
f

3f

3?)
cross-sections, integrated over |H | < 1.6,

with their total uncertainties and the predictions from the various resummation calculations. The top left panel shows
the data, while the next panels show one by one the ratios between each prediction with its uncertainties as obtained
from renormalisation/factorisation/resummation scale variations and the data. Except for Artemide, the predictions
are matched to the fixed-order O(U3

B
) contributions from MCFM [48, 55].
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Measurement of W and Z pT at √s = 5.02 and 13 TeV
● Data from 2017 and 2018 dedicated runs at low pile-up (µ~2) 
● 255 pb-1 at √s = 5.02 TeV;       338 pb-1 at √s = 13.0 TeV 
● Measured:  for  and their ratios  

●Event selection: 
●  ,    
● W: ;   ; 2nd lepton vetoed 
● Z:  

pT W+, W−, W±, Z W+/W−, W/Z

pℓ
T > 25 GeV |ηℓℓ | < 2.4

mT > 50 GeV Emiss
T > 25 GeV

66 < mT < 116 GeV

6

●Backgrounds:  
● EW (single-, di-bosons, top,..) 

from MC 
● QCD multi-jet: data driven 

●Spectra unfolded using Iterative  
Bayesian Unfolding method 

●   from hadronic recoil  
●   from 

pW
T uT

pZ
T pℓℓ

T
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2/23 calibration

ATLAS Experimental Status 

Extremely successful Run 1 & Run 2 
→ dataset is a goldmine for physics  

Run 3 already collected 45% of Run 2 stat 
→ very interesting years  

2
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun3
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-1 = 13.6 TeV, 66 fbs

2/23 calibration

Measurements of W and Z transverse momentum

I Dataset:
255 pb�1,

p
s = 5.02 TeV

338 pb�1,
p
s = 13 TeV

collected in 2017 and 2018, µ̄ ⇠ 2

I Better hadronic recoil performance than the normal run (µ̄ ⇠ 34)

I Trigger: one electron with pT > 15 GeV OR one muon with pT > 14 GeV

I Event selection

Electron Muon
p
`
T

p
e

T
> 25 GeV p

µ
T

> 25 GeV

⌘` |⌘e | < 2.47 |⌘µ| < 2.4
Identification Medium

Isolation Well-isolated
Vertex Associated with the Primary Vertex

I W ! `⌫: ~/E
T

< 25 GeV, mT > 50 GeV, Second lepton with p
`
T

> 20 GeV Veto
I Z ! ``: 66 < m`` < 116 GeV

I Number of Events Selected:

W ! e⌫ W ! µ⌫ Z ! ee Z ! µµ
p
s = 13 TeV 2.2⇥ 106 2.2⇥ 106 1.7⇥ 105 2.1⇥ 105

p
s = 5.02 TeV 7.1⇥ 105 7.5⇥ 105 5.2⇥ 104 7.0⇥ 104

Chen Wang (JGU) ATLAS Standard Model Precision Measurements 20.07.2023 13 / 20



Results:  distributions pT

7

5 TeV

13 TeV

Distributions compared to predictions: 

• Resummation calculation: DYTurbo + 
different PDFs 
• state-of-the-art calculations 

(NNLO+NNLL) 
• best overall agreement across the 

spectra   

• Parton shower approach: PYTHIA, 
HERWIG7 and SHERPA 
• Significant differences among MCs 
• Generally good agreement at low  
• SHERPA matches data best at  high 

pT
pT

• AZNLO tune [JHEP 09 (2014) 145] 
further validated by these 
measurements (developed for the W-
mass measurement) 
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Figure 19: Measurements of normalised differential distributions at
p
B = 5.02 TeV (black points) for (a) ,� , (b)

,
+, (c) the sum ,

±, (d) / as well as the ratios (e) ,+
/,

� and (f) ,±
// compared to DYT���� predictions with

different PDF sets (coloured lines and PDF and scale uncertainties as shaded band) as described in the text. The
lower panels show the ratio of prediction to data with data markers centred at one and error bars giving the size of the
total measurement uncertainties.
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Figure 20: Measurements of normalised differential distributions at
p
B = 5.02 TeV (black points) for (a) ,� , (b)

,
+, (c) the sum ,

±, (d) / as well as the ratios (e) ,+
/,

� and (f) ,±
// compared to a variety of MC predictions

(coloured lines) as described in the text. The lower panels show the ratio of prediction to data with data markers
centred at one and error bars giving the size of the total measurement uncertainties.
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Figure 21: Measurements of normalised differential distributions at
p
B = 13 TeV (black points) for(a) ,� , (b) ,+,

(c) the sum ,
±, (d) / as well as the ratios (e) ,+

/,
� and (f) ,±

// compared to DYT���� predictions with
different PDF sets (coloured lines and PDF and scale uncertainties as shaded band) as described in the text. The
lower panels show the ratio of prediction to data with data markers centred at one and error bars giving the size of the
total measurement uncertainties.
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Figure 22: Measurements of normalised differential distributions at
p
B = 13 TeV (black points) for (a) ,� , (b) ,+,

(c) the sum ,
±, (d) / as well as the ratios (e) ,+

/,
� and (f) ,±

// compared to a variety of MC predictions
(coloured lines) as described in the text. The lower panels show the ratio of prediction to data with data markers
centred at one and error bars giving the size of the total measurement uncertainties.
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Figure 21: Measurements of normalised differential distributions at
p
B = 13 TeV (black points) for(a) ,� , (b) ,+,

(c) the sum ,
±, (d) / as well as the ratios (e) ,+

/,
� and (f) ,±

// compared to DYT���� predictions with
different PDF sets (coloured lines and PDF and scale uncertainties as shaded band) as described in the text. The
lower panels show the ratio of prediction to data with data markers centred at one and error bars giving the size of the
total measurement uncertainties.
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Figure 21: Measurements of normalised differential distributions at
p
B = 13 TeV (black points) for(a) ,� , (b) ,+,

(c) the sum ,
±, (d) / as well as the ratios (e) ,+

/,
� and (f) ,±

// compared to DYT���� predictions with
different PDF sets (coloured lines and PDF and scale uncertainties as shaded band) as described in the text. The
lower panels show the ratio of prediction to data with data markers centred at one and error bars giving the size of the
total measurement uncertainties.
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Figure 23: Ratios of normalised differential distributions at
p
B = 13 TeV to

p
B = 5.02 TeV (black points) for (a,c)

,
± and (b,d) / compared to (a,b) DYT���� predictions with different PDF sets or (b,d) a variety of MC predictions

(coloured lines, PDF and scale uncertainties as shaded band for DYT����) as described in the text. The lower
panels show the ratio of prediction to data with data markers centred at one and error bars giving the size of the total
measurement uncertainties.
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 ratio at 13 TeVW+/W−  ratio at 13 TeVW+/Z  ratio “13/5” TeVZ

• Ratios take advantage of systematic uncertainties 
cancellation 

• More stringent tests of model predictions 
• All models agree with data within ~5% 
• Good agreement with AZNLO tune also for ratios
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Figure 22: Measurements of normalised differential distributions at
p
B = 13 TeV (black points) for (a) ,� , (b) ,+,

(c) the sum ,
±, (d) / as well as the ratios (e) ,+

/,
� and (f) ,±

// compared to a variety of MC predictions
(coloured lines) as described in the text. The lower panels show the ratio of prediction to data with data markers
centred at one and error bars giving the size of the total measurement uncertainties.
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Measurement of the W-boson mass and width
●   value precisely predicted by global EW fit of the SM 

parameters, with an uncertainty  ~ 6 MeV 

●A precise measurement (  ≲10 MeV) would allow to     
probe SM consistency and seek for New Physics effects  

●Measurement performed by fitting  and .  
● Then combine the two results (combine also e and µ samples) 
● : more precise for  but more sensitive to  and PDF details 
● : better for measuring 

mW
ΔmEW

W
Δmexp

W

pℓ
T mℓν

T

pℓ
T mW pW

T
mℓν

T ΓW

9

Testing the Standard Model with the W-boson mass

The W boson mass can be predicted 

in terms of the input parameters of the model, 

including the quantum effects Standard Model or beyond

m2
W = m2

Z

2 1 + 1 − 4πα
Gμ 2 m2

Z

(1+Δr)

The W boson mass can be determined from the data 

fitting the kinematic distributions of charged-current Drell-Yan 
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The W boson mass can be determined from the data 

fitting the kinematic distributions of charged-current Drell-Yan 

A discrepancy between the Standard Model and experimental values 

may hint about the presence of New Physics:  

new BSM particles contributing to  could explain the differenceΔr

William Barter (Edinburgh) Slide 4mW combination and comparison 23/8/23

Existing Measurements

• Challenging measurements – 
typically take multiple years to 
deliver.
• Three recent measurements:

• LHCb (2021) – uses 2016 dataset.
• CDF (2022) – uses Tevatron 

legacy dataset.
• ATLAS (2023) – reanalysis of 2011 

dataset [not used here].
• Clear tension between the existing 

measurements. 
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NP would hide here

Precision Measurements with Single W Production

W

q

q̄
0

`�(⌫`)

⌫̄`(`+)

W

q

q̄
0

`�(⌫`)

⌫̄`(`+)
g

I W : cannot be fully reconstructed due to the missing neutrino

I The information in the transverse plane is still available by measuring ~/E
T

I p
W

T
, mT , p`T and ⌘` can still be observed

I mT and p
`
T
: used to extract mW

I Providing inputs for EW global fitting
(together with sin2 ✓W )a

I p
W

T
: reconstructed from the hadronic recoil ~uT

I The universality of the non-perturbative
calculation

I Reduce the model uncertainty on mW

due to p
W

T
modeling

I ⌘`: W asymmetry used to constrain PDF

aEur. Phys. J. C 74, 3046 (2014)

Chen Wang (JGU) ATLAS Standard Model Precision Measurements 20.07.2023 10 / 20

This analysis: 
- ~4.5  at 7 TeV (same as previous analysis [EPJC 78 (2018) 10] ) 
- Use of profile likelihood fits 

- Include uncertainties as nuisance parameters  
- Systematics uncert. on PDF, PS, and   significantly improved

fb−1

Ai

Table 4: Uncertainty components for the ?
✓

T, <T and combined <, measurements using the CT18 PDF set. The first
columns give the total, statistical and overall systematic uncertainty in the measurements. The following columns
show the contributions of modelling and experimental systematic uncertainties, grouped into categories.

Unc. [MeV ] Total Stat. Syst. PDF �8 Backg. EW 4 ` DT Lumi �, PS

?
✓

T 16.2 11.1 11.8 4.9 3.5 1.7 5.6 5.9 5.4 0.9 1.1 0.1 1.5
<T 24.4 11.4 21.6 11.7 4.7 4.1 4.9 6.7 6.0 11.4 2.5 0.2 7.0
Combined 15.9 9.8 12.5 5.7 3.7 2.0 5.4 6.0 5.4 2.3 1.3 0.1 2.3
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JHEP 01 (2022) 036
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(b)

Figure 10: (a) Present measured value of <, , compared to SM prediction from the global electroweak fit [6], and to
the measurements of LEP [10], Tevatron [18, 19] and the LHC [12, 13]. (b) The 68% and 95% confidence level
contours of the <, and <C indirect determinations from the global electroweak fit [7], compared to the 68% and
95% confidence-level contours of the present ATLAS measurement of <, , the ATLAS measurement of <� [61]
and the LHC measurement of <C [60].

Standard Model electroweak fit are shown in Figure 10(b), and are compared to the present measurement
of <, and to the combined value of the LHC top-quark mass determinations at 7 and 8 TeV [60].

7 Measurement of the ]-boson width

7.1 Overview

The ?
✓

T and <T distributions are not only sensitive to <, but also to �, , as shown in Figure 1. In particular,
the high tails of the ?

✓

T and <T distributions are sensitive to changes of �, . The fit to the <T distribution
is expected to be more sensitive, because events with high <T are more likely to come from the tail of
the ,-boson Breit–Wigner distribution than events with high ?

✓

T. The measurement of �, relies on the
same statistical framework, the same calibration, and the same distributions as the previously presented
measurement of <, . However, �, is left free in the fit, while the ,-boson mass is treated as NP and
set to its SM expectation within the global electroweak fit, <SM

,
= 80355 ± 6 MeV [6]. The templates are

generated with different values of �, , centred around the reference value used in the Monte Carlo signal

21

arXiv:2403.15085 
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Measurement of !! and Γ! at 7TeV
• Precise !! measurement allows to probe SM consistency and BSM through 

loop corrections.
• Measurement performed with two observables ""ℓ  and !" in # → %&, (&	

channels
• Fitting strategy by profile likelihood fit!
• Several tests with different PDFs → baseline CT18
• Results improved respect to previous result EPJC 78 (2018) 10 

4

Measurement of the W-boson mass and width

●Consistent with previous measurements, 
with the exception of CDF result 

●No deviation from SM fit seen

EW fit

arXiv:2403.15085 
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Figure 15: (a) Present measurement of �, , compared to the SM prediction from the global electroweak fit [6], and
to the measurements of LEP [10] and Tevatron [64]. (b) 68% and 95% CL uncertainty contours for the simultaneous
determination of <, and �, using the CT18 PDF set and combining results from the ?

✓

T and <T distributions. The
triangular marker represents the best fit, while the star corresponds to the SM prediction of Ref. [6].

�, = 2198 ± 49 MeV,

with a correlation of �30% that reflects the negative slope of the dependencies reported in Sections 6.4
and 7.2. The 68% and 95% CL uncertainty contours are shown in Figure 15(b).

9 Conclusion

This paper reports on a first measurement of the ,-boson width at the LHC as well as the reanalysis
of the data used in the published ,-boson mass measurement, using an improved fitting technique and
updated parton distribution functions. Both measurements are based on proton–proton collision data
at a centre-of-mass energy of

p
B = 7 TeV recorded by the ATLAS detector at the LHC in 2011, and

corresponding to an integrated luminosity of 4.6 fb�1 and 4.1 fb�1 in the electron and muon channels,
respectively.

The measurements of <, using the ?
✓

T and <T distributions are found to be consistent and their combination
yields

<, = 80366.5 ± 9.8 (stat.) ± 12.5 (syst.) MeV = 80366.5 ± 15.9 MeV.

The present result is compatible with and supersedes the previous measurement of <, at ATLAS using
the same data. No significant deviation from the SM expectation is observed. The PDF dependence of the
<, result is driven by the pre-fit PDF uncertainties, and is strongly reduced when allowing for enlarged
uncertainties. The final results are obtained using the CT18 PDF set, which is the most conservative PDF
set for these measurements and compatible with the fits using enlarged PDF uncertainties of other sets.

27

mW = 80366.5 ± 9.8(stat.) ± 12.5(syst.) MeV

●A dependence on PDF choice is seen 
●CT18 chosen as the baseline 
●Combined result:

First measurement of   in ATLAS 
●Same strategy as for : profile LH fits to   and .  
●  nuisance parameter (fixed value from EW global fit) 
● Strong dependence on  value:   

ΓW
mW pℓ

T mℓν
T

mW
mW ΔΓW = − 1.25ΔmW

ΓW = 2202 ± 32(stat.) ± 34(syst.) MeV

EW fit

Fabio Anulli  -  Drell-Yan processes at ATLAS     —  QCD@Work 2024

} 10
 M

eV } 22
 M

eV

Largest deviations 
from NNPDFxx 

●Consistent with superseded measurement.  
●Total uncertainty reduced by ~3 MeV.
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Vector boson production at 13.6 TeV
•  29.1 fb-1,  TeV, collected in 2022  (initial RUN 3 data set)   
•  Test theory predictions at a new center-of-mass energy  
•  Early validation of detector performances and software 
•  Measurements: 

• Inclusive fiducial&total cross sections:  and  
• Ratios: , , and  
•  from ATLAS PLB 848.138376 (test the proton’s parton content) 

• Comparison to theory (NNLO + NNLL QCD and NLO EW accuracy), with different PDF sets

s = 13.6

σW+, σW− σZ

σW+/σW− σW ±
/σZ σtt̄ /σW ±

σtt̄

Fabio Anulli  -  Drell-Yan processes at ATLAS     —  QCD@Work 2024
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Figure 4: The ratio of the predictions obtained with different PDF sets and the measured fiducial cross sections for
(a) ,� , ,+, and / bosons, (b) and (c) their ratios '

,
+/,� and '

,
±// , (d), (e) and (f) ratios of CC̄ over ,-boson

fiducial cross sections '
C C̄/,± , '

C C̄/,+ , and '
C C̄/,� . The outer (inner) band in (a) corresponds to the total uncertainty

including (excluding) the luminosity uncertainty. The vertical band in the other plots shows the total (systematic and
statistical) uncertainty in the data. The error bars on the predictions correspond to the theory uncertainties with the
inner error bars (where available) representing the contributions from the PDF uncertainty.

15

Fiducial cross section extracted with a binned profile likelihood fit  
● Total cross section: , where A is the acceptance 
● Dominant source of uncertainties: 
● : luminosity, multijet background 
● Z: luminosity, lepton efficiency

σ tot = σ fid /A

W±

Good agreement with predictions, though 
ATLASpdf21 and NNPDF4.0 tend to give higher 
cross sections in all cases
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Vector boson production at 13.6 TeV

Fabio Anulli  -  Drell-Yan processes at ATLAS     —  QCD@Work 2024

PLB854 (2024) 138725
0.9

0.95

1

1.05

1.1

1.15

1.2

m
ea

s
fid

σ
 / 

pr
ed

fid
σ

(Inner uncert.: PDF only)-W +W Z

ATLAS
  -1 = 13.6 TeV, 29 fbs Total uncertainty (w/o luminosity)

Total uncertainty

CT18
CT18A
MSHT20
NNPDF4.0
PDF4LHC21
ATLASpdf21
ABMP16

(a)

1.25 1.3 1.35 1.4 1.45 1.5
-W

fidσ  /  +W
fidσ = -/W+WR

 syst.)⊕Data (stat. 

CT18
CT18A
MSHT20
NNPDF4.0
PDF4LHC21
ATLASpdf21
ABMP16

ATLAS
  -1 = 13.6 TeV, 29 fbs

(b)

9.5 10 10.5 11 11.5 12 12.5 13
Z
fidσ  /  ±W

fidσ = /Z±WR

 syst.)⊕Data (stat. 

CT18
CT18A
MSHT20
NNPDF4.0
PDF4LHC21
ATLASpdf21
ABMP16

ATLAS
  -1 = 13.6 TeV, 29 fbs

(c)

Figure 4: The ratio of the predictions obtained with different PDF sets and the measured fiducial cross sections for
(a) ,� , ,+, and / bosons, (b) and (c) their ratios '

,
+/,� and '

,
±// , (d), (e) and (f) ratios of CC̄ over ,-boson

fiducial cross sections '
C C̄/,± , '

C C̄/,+ , and '
C C̄/,� . The outer (inner) band in (a) corresponds to the total uncertainty

including (excluding) the luminosity uncertainty. The vertical band in the other plots shows the total (systematic and
statistical) uncertainty in the data. The error bars on the predictions correspond to the theory uncertainties with the
inner error bars (where available) representing the contributions from the PDF uncertainty.

15

0.1 0.11 0.12 0.13 0.14 0.15 0.16
±W

fidσ  /  tt
fidσ = ±/WttR

 syst.)⊕Data (stat. 

CT18
CT18A
MSHT20
NNPDF4.0

=171.5 GeV)
t

PDF4LHC21(m
=172.5 GeV)

t
PDF4LHC21(m

=173.5 GeV)
t

PDF4LHC21(m
ATLASpdf21
ABMP16

(Inner uncert.: PDF only)

ATLAS
 -1 = 13.6 TeV, 29 fbs

(d)

0.24 0.26 0.28 0.3 0.32 0.34 0.36
-W

fidσ  /  tt
fidσ = -/WttR

 syst.)⊕Data (stat. 

CT18
CT18A
MSHT20
NNPDF4.0

=171.5 GeV)
t

PDF4LHC21(m
=172.5 GeV)

t
PDF4LHC21(m

=173.5 GeV)
t

PDF4LHC21(m
ATLASpdf21
ABMP16

(Inner uncert.: PDF only)

ATLAS
 -1 = 13.6 TeV, 29 fbs

(e)

0.18 0.2 0.22 0.24 0.26 0.28
+W

fidσ  /  tt
fidσ = +/WttR

 syst.)⊕Data (stat. 

CT18
CT18A
MSHT20
NNPDF4.0

=171.5 GeV)
t

PDF4LHC21(m
=172.5 GeV)

t
PDF4LHC21(m

=173.5 GeV)
t

PDF4LHC21(m
ATLASpdf21
ABMP16

(Inner uncert.: PDF only)

ATLAS
 -1 = 13.6 TeV, 29 fbs

(f)
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• Ratios benefits from cancellations of some systematic uncertainties 
• Good agreement with SM predictions for the W/Z ratios 
• Slightly lower than predictions for  ratios 

• important uncertainties from  modelling
t t̄ /W

tt̄

Cross-section ratios 
W±/Z tt̄ /W±

Physics Letters B 854 (2024) 138725

9

The ATLAS Collaboration

Fig. 4. The ratio of the predictions obtained with different PDF sets and the measured fiducial cross sections for (a) ! −, ! +, and " bosons, (b) and (c) their ratios 
#! +∕! − and #! ±∕" , (d), (e) and (f) ratios of $$̄ over ! -boson fiducial cross sections #$$̄∕! ± , #$$̄∕! + , and #$$̄∕! − . The outer (inner) band in (a) corresponds to the 
total uncertainty including (excluding) the luminosity uncertainty. The vertical band in the other plots shows the total (systematic and statistical) uncertainty in the 
data. The error bars on the predictions correspond to the theory uncertainties with the inner error bars (where available) representing the contributions from the 
PDF uncertainty.
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Summary
●The high quality of collected data allows for precise measurements of SM processes 

●Drell-Yan processes are a powerful tools to: 
● test state-of-the-art theory predictions 
● study the proton structure 
● measure precisely SM constants to probe the consistency of global EW fits and of 

different BSM scenarios 

●We’ve presented a variety of measurements with different data sets 
● Revised W-mass measurement with  7-TeV data 
● 2D differential cross sections with the Run2 at 8 TeV (also , not shown here) 
● Dedicated low-pileup Runs at 5 and 13 TeV, for  measurements 
● Study of vector boson production in association to HF jets at 13 TeV  
● First studies with RUN3 data at 13.6 TeV 

●Many more results from ATLAS on the way!

Ai, sin θW, and αs
pV

T
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Angular coefficients in Z-boson production

27	September	2016,	Urbana	 F.	Anulli	 13	

Angles defined in the 
Collins-Soper Frame  

•  5-dimension differential cross section decomposed 
as a sum of harmonic polynomials Pi(cosθ,φ) times 
polarization coefficients A0-7(pT

Z,yZ,mZ). 

Motivations: 
•  Spin correlation between initial quarks and decay leptons 
•  Probe fixed-order QCD predictions 
•  Probe parton-shower approach 
•  Ingredient for future precision EW measurements 

• A0 Transverse polarization 
• A2 Longitudinal polarization 
• A1 interference between T and L 

polarizations 
• A3 and A4 sensitive to the Weinberg 

angle 

• LO: only A4 different from zero 
• NLO:  A0--A4  non zero,  

• A0 = A2   (Lam-Tung relation) 
• NNLO: also A5,A6,A7 slightly 

different from zero at large pT
Z 

• A0 ≠ A2  

Unpolarized cross section	



Table 4: Uncertainty components for the ?
✓

T, <T and combined <, measurements using the CT18 PDF set. The first
columns give the total, statistical and overall systematic uncertainty in the measurements. The following columns
show the contributions of modelling and experimental systematic uncertainties, grouped into categories.
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Figure 10: (a) Present measured value of <, , compared to SM prediction from the global electroweak fit [6], and to
the measurements of LEP [10], Tevatron [18, 19] and the LHC [12, 13]. (b) The 68% and 95% confidence level
contours of the <, and <C indirect determinations from the global electroweak fit [7], compared to the 68% and
95% confidence-level contours of the present ATLAS measurement of <, , the ATLAS measurement of <� [61]
and the LHC measurement of <C [60].

Standard Model electroweak fit are shown in Figure 10(b), and are compared to the present measurement
of <, and to the combined value of the LHC top-quark mass determinations at 7 and 8 TeV [60].

7 Measurement of the ]-boson width

7.1 Overview

The ?
✓

T and <T distributions are not only sensitive to <, but also to �, , as shown in Figure 1. In particular,
the high tails of the ?

✓

T and <T distributions are sensitive to changes of �, . The fit to the <T distribution
is expected to be more sensitive, because events with high <T are more likely to come from the tail of
the ,-boson Breit–Wigner distribution than events with high ?

✓

T. The measurement of �, relies on the
same statistical framework, the same calibration, and the same distributions as the previously presented
measurement of <, . However, �, is left free in the fit, while the ,-boson mass is treated as NP and
set to its SM expectation within the global electroweak fit, <SM

,
= 80355 ± 6 MeV [6]. The templates are

generated with different values of �, , centred around the reference value used in the Monte Carlo signal
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Measurement of !! and Γ! at 7TeV
• Precise !! measurement allows to probe SM consistency and BSM through 

loop corrections.
• Measurement performed with two observables ""ℓ  and !" in # → %&, (&	

channels
• Fitting strategy by profile likelihood fit!
• Several tests with different PDFs → baseline CT18
• Results improved respect to previous result EPJC 78 (2018) 10 

4

Measurement of the W-boson mass
●A dependence on PDF choice is seen 
●CT18 chosen as the baseline 
●Final result:
mW = 80366.5 ± 9.8(stat.) ± 12.5(syst.) MeV
●  Consistent with superseded measurement. 

Total uncertainty reduced by ~3 MeV.

●Consistent with previous measurements, with the exception of CDF result 
●No deviation from SM fit seen

EW fit

EW fit

Fabio Anulli  -  Drell-Yan processes at ATLAS     —  QCD@Work 2024
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Measurement of the W-boson width
●First measurement of   in ATLAS 
●Same strategy as : 
● profile LH fits to   and .  Then, the two results are combined.  
●  nuisance parameter, set to its value from the EW global fit 
● Strong dependence on  value:    
● Several PDF sets tested.  A 10% maximum variation observed 
● As for , the baseline is provided by CT18 
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Figure 15: (a) Present measurement of �, , compared to the SM prediction from the global electroweak fit [6], and
to the measurements of LEP [10] and Tevatron [64]. (b) 68% and 95% CL uncertainty contours for the simultaneous
determination of <, and �, using the CT18 PDF set and combining results from the ?

✓

T and <T distributions. The
triangular marker represents the best fit, while the star corresponds to the SM prediction of Ref. [6].

�, = 2198 ± 49 MeV,

with a correlation of �30% that reflects the negative slope of the dependencies reported in Sections 6.4
and 7.2. The 68% and 95% CL uncertainty contours are shown in Figure 15(b).

9 Conclusion

This paper reports on a first measurement of the ,-boson width at the LHC as well as the reanalysis
of the data used in the published ,-boson mass measurement, using an improved fitting technique and
updated parton distribution functions. Both measurements are based on proton–proton collision data
at a centre-of-mass energy of

p
B = 7 TeV recorded by the ATLAS detector at the LHC in 2011, and

corresponding to an integrated luminosity of 4.6 fb�1 and 4.1 fb�1 in the electron and muon channels,
respectively.

The measurements of <, using the ?
✓

T and <T distributions are found to be consistent and their combination
yields

<, = 80366.5 ± 9.8 (stat.) ± 12.5 (syst.) MeV = 80366.5 ± 15.9 MeV.

The present result is compatible with and supersedes the previous measurement of <, at ATLAS using
the same data. No significant deviation from the SM expectation is observed. The PDF dependence of the
<, result is driven by the pre-fit PDF uncertainties, and is strongly reduced when allowing for enlarged
uncertainties. The final results are obtained using the CT18 PDF set, which is the most conservative PDF
set for these measurements and compatible with the fits using enlarged PDF uncertainties of other sets.
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●Simultaneous determination of   and  
● ;  
● -30% correlation
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9 Conclusion
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at a centre-of-mass energy of

p
B = 7 TeV recorded by the ATLAS detector at the LHC in 2011, and
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T and <T distributions are found to be consistent and their combination
yields

<, = 80366.5 ± 9.8 (stat.) ± 12.5 (syst.) MeV = 80366.5 ± 15.9 MeV.

The present result is compatible with and supersedes the previous measurement of <, at ATLAS using
the same data. No significant deviation from the SM expectation is observed. The PDF dependence of the
<, result is driven by the pre-fit PDF uncertainties, and is strongly reduced when allowing for enlarged
uncertainties. The final results are obtained using the CT18 PDF set, which is the most conservative PDF
set for these measurements and compatible with the fits using enlarged PDF uncertainties of other sets.
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Measurement of Γ! at 7TeV
• First Γ" measurement in ATLAS!
• Same strategy as m" → Profile likelihood fit with an extensive study in uncertainty decomposition
• Several tests with different PDFs → baseline CT18

• Result is consistent with the expectation from fits to electroweak precision data.
+% = --.- ± 0- 1232 ± 04 1512 678 = --.- ± 49	678

6
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Vector boson production at 13.6 TeV: Results

Fiducial cross sections 
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Figure 4: The ratio of the predictions obtained with different PDF sets and the measured fiducial cross sections for
(a) ,� , ,+, and / bosons, (b) and (c) their ratios '

,
+/,� and '

,
±// , (d), (e) and (f) ratios of CC̄ over ,-boson

fiducial cross sections '
C C̄/,± , '

C C̄/,+ , and '
C C̄/,� . The outer (inner) band in (a) corresponds to the total uncertainty

including (excluding) the luminosity uncertainty. The vertical band in the other plots shows the total (systematic and
statistical) uncertainty in the data. The error bars on the predictions correspond to the theory uncertainties with the
inner error bars (where available) representing the contributions from the PDF uncertainty.
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Table 4: The measured cross sections using the profile likelihood method. The quoted uncertainty corresponds to the
total uncertainty (the statistical uncertainty is negligibly small). Rounding has been applied to all quoted numbers.

Channel f
fid ± Xfstat � syst [pb] Acceptance � f

tot ± Xfstat � syst [pb]
/ ! 4

+
4
� 740 ± 22 0.374 ± 0.011 1981 ± 82

/ ! `
+
`
� 747 ± 23 0.374 ± 0.011 1997 ± 82

/ ! ✓
+
✓
� 744 ± 20 0.374 ± 0.011 1989 ± 77

,
� ! 4

�
ā 3380 ± 170 0.381 ± 0.009 8880 ± 490

,
� ! `

�
ā 3310 ± 130 0.381 ± 0.009 8680 ± 390

,
� ! ✓

�
ā 3310 ± 120 0.381 ± 0.009 8690 ± 390

,
+ ! 4

+
a 4350 ± 200 0.366 ± 0.009 11880 ± 620

,
+ ! `

+
a 4240 ± 160 0.365 ± 0.010 11620 ± 530

,
+ ! ✓

+
a 4250 ± 150 0.366 ± 0.009 11620 ± 520

,
± ! ✓

±
a 7560 ± 270 0.372 ± 0.009 20310 ± 890

Ratio ' ± X'stat � syst

,
+/,� 1.286 ± 0.022

,
±// 10.17 ± 0.25

CC̄/,� 0.256 ± 0.008
CC̄/,+ 0.199 ± 0.006
CC̄/,± 0.112 ± 0.003

14

Dominant source of uncertainties: 
• : luminosity, multijet background 
• Z: luminosity, lepton efficiency

W±

Good agreement with predictions, though 
ATLASpdf21 and NNPDF4.0 tend to give 
higher cross sections in all cases

Fabio Anulli  -  Drell-Yan processes at ATLAS     —  QCD@Work 2024
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Vector boson production at 13.6 TeV
Cross-section ratios 

Table 4: The measured cross sections using the profile likelihood method. The quoted uncertainty corresponds to the
total uncertainty (the statistical uncertainty is negligibly small). Rounding has been applied to all quoted numbers.
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Figure 4: The ratio of the predictions obtained with different PDF sets and the measured fiducial cross sections for
(a) ,� , ,+, and / bosons, (b) and (c) their ratios '

,
+/,� and '

,
±// , (d), (e) and (f) ratios of CC̄ over ,-boson

fiducial cross sections '
C C̄/,± , '

C C̄/,+ , and '
C C̄/,� . The outer (inner) band in (a) corresponds to the total uncertainty

including (excluding) the luminosity uncertainty. The vertical band in the other plots shows the total (systematic and
statistical) uncertainty in the data. The error bars on the predictions correspond to the theory uncertainties with the
inner error bars (where available) representing the contributions from the PDF uncertainty.
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• Ratios benefits from cancellations 
of some systematic uncertainties 

• Good agreement with SM 
predictions for the W/Z ratios 

• Slightly lower than predictions for 
 ratiostt̄ /W

Dominant source of uncertainties:  
• : multi-jet bkgd 
• : jet-related uncertainties 
• :   modelling, jet and   

multi-jet bkg.

W+/W−

W±/Z
tt̄ /W tt̄
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•  Inclusive and differential  b-jet,  b-jets,  c-jet  

●Access to b-quark, c-quark and gluon PDFs 
● Potentially sensitive to the proton Intrinsic Charm (IC) 

component  

●Precise test of pQCD predictions and MC modelling 
● Z+HF bkgd for VHbb analyses and various BSM searches 

●Test predictions of different Flavor number Schemes (5/4/3 FS) 

• This analysis:   TeV,  140 fb-1 (full RUN2) 
• supersedes [JHEP 07 (2020) 044]  b-jet and  b-jets 

based on 36 fb-1       
•  c-jet first time in ATLAS 
• Selected samples: ≳4M, ~0.3M, and ≳4M for 1b-, 2b- and 1c-jet

Z + ≥ 1 Z + ≥ 2 Z + ≥ 1

s = 13
Z + ≥ 1 Z + ≥ 2

Z + ≥ 1

Z + Heavy Flavor jets
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 Z + HF-jets measurements pp collisions at √s = 13 TeV ! = 140 fb-1 
arXiv:2403.15093 
Submitted to EPJC 

Inclusive and differential Z+≥1 b-jet, Z+≥2 b-jets, Z+≥1 c-jet cross-sections

✦ Precise test of pQCD predictions (NNLO available)

✦ Unique access to b-, c-quark and gluon PDFs
✦ Explore possible sensitivity to Intrinsic Charm (IC) 

component

✦ Sensitive to different Flavour number Schemes (FS) 
in the predictions

✦ Inputs for MC modelling tuning
✦ Z+HF background in VHbb analyses and BSM searches

★Z+≥1 b-jet and Z+≥2 b-jets: update 36 fb-1 results with 
larger statistics, new b-tagging algorithm and optimised 
strategy

★Z+≥1 c-jet: first time in ATLAS!
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 Inclusive cross sections:  
• 5FS describe data well both with MGaMC+Py8 and Sherpa 
• 4FS underestimate data in 1 b-jet case (OK for 2b-jet) 
• 3FS ~3σ below data for  c-jet 
- lack of log-resummation term   

Z + ≥ 1
ln(Q2 /m2

c )

21

Camilla Vittori DIS2024

Results consistent with previous 36 fb-1 
measurement

11

 Z + HF-jets Results pp collisions at √s = 13 TeV ! = 140 fb-1 
arXiv:2403.15093 
Submitted to EPJC 

Inclusive cross-sections:
✦ 5FS better describes data
✦ Large underestimation from: 

• 4FS of Z+1 b-jet 
• 3FS of Z+1 c-jet
→ lack of log-resummation in 
PDF evolution

✦ Factor 2 improved precision with respect to 
previous 36 fb-1 Z+b results

✦ Dominant uncertainty contributions from: 
flavour-tagging, jet energy scale and 
resolution and unfolding 

4FS

3FS

ln(Q2/m2
c )

*backup

• Large production rate:  
• results dominated by systematic uncertainties 

• X2 improved precision w.r.t. JHEP 07, 044 (2020)  
• Dominant uncertainties: 

• flavor tagging 
• unfolding  
• jet energy scale and resolution  

• Statistical uncertainties very small

Z + HF jets: Inclusive cross sections
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Figure 6: Measured fiducial cross-section for (a) / + � 1 1-jet and (b) / + � 2 1-jets production. The data are
compared with the predictions from the 5FS multi-leg generators MG�MC+P�8 F�F� and S����� 2.2.11, with
MG�MC+P�8 4FS (NLO), and with MG�MC+P�8 5FS (NLO). The thin inner band corresponds to the statistical
uncertainty of the data, and the outer band to statistical and systematic uncertainties of the data, added in quadrature.
The error bars on the MG�MC+P�8 F�F�, S����� 2.2.11, and MG�MC+P�8 predictions correspond to the statistical
and theoretical uncertainties added in quadrature. The sum in quadrature of statistical and PDF related uncertainties
are shown as inner bars.

Theoretical uncertainties of the various samples, computed as described in Section 3, are shown in the
comparison with data. In this section, all predictions are normalised to their own cross-section to allow an
unbiased comparison among different generators.

9.1 Inclusive fiducial cross-sections

The measured inclusive cross-sections in the fiducial phase space for / + � 1 1-jet, / + � 2 1-jets and / + �
1 2-jet, shown in Figures 6 and 7, are 10.49±0.02(stat.) ±0.59(syst.) pb, 1.39±0.01(stat.) ±0.13(syst.) pb,
and 20.9 ± 0.1(stat.) ± 2.8(syst.) pb, respectively.

The 5FS simulations, in general, adequately predict the inclusive cross-sections for both the / + � 1 1-jet
and / + � 2 1-jets whereas the 4FS simulation shows an underestimate of about 2f for the / + � 1 1-jet
inclusive cross-section, while predicting the / + � 2 1-jets cross-sections accurately. Overall, these results
are consistent with the ones presented in the ATLAS measurement on a partial Run 2 data set [13], based
on previous generator versions. All 5FS multi-leg predictions considered here, as well as MG�MC+P�8
4FS (NLO), are in agreement with the measured / + � 1 2-jet cross-section. The MG�MC+P�8 3FS
(NLO) prediction drastically underestimates the measured cross-section by about a factor of 3, consistent
with the lack of resummation of ln(&2/<2

2
) in the collinear PDF evolution.
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Figure 7: Measured fiducial cross-section for / + � 1 2-jet production. The data are compared with the 5FS
predictions from MG�MC+P�8 F�F� and S����� 2.2.11, with MG�MC+P�8 3FS (NLO), and with MG�MC+P�8
4FS (NLO), and with various PDFs based on different intrinsic charm models (see Section 3). The thin inner band
corresponds to the statistical uncertainty of the data, and the outer band to statistical and systematic uncertainties of
the data, added in quadrature. The error bars on the MG�MC+P�8 F�F�, and S����� 2.2.11 predictions correspond
to the statistical and theoretical uncertainties added in quadrature.

9.2 Differential cross-sections for ` + � 1 b-jet

The differential cross-section measurements for the / + � 1 1-jet process are shown in Figures 8–9.
They are compared with the predictions from the 5FS multi-leg generators MG�MC+P�8 F�F� and
S����� 2.2.11, with MG�MC+P�8 4FS (NLO) and MG�MC+P�8 5FS (NLO), and with NLO and NNLO
fixed-order predictions [3].

As the fixed-order predictions are made at parton level and, moreover, use a different jet flavour definition [2],
the unfolded cross-sections cannot be compared with them directly. To allow for a proper comparison,
two corrections are applied to the predictions. The first one accounts for the hadronisation and multi-
parton-interaction (MPI) effects. It is calculated as the ratio of the simulated distributions at hadron level
with MPI enabled to those at parton level with MPI disabled, using a dedicated sample of /+jets events
generated with P����� 8.310 at LO accuracy. The jet flavour definition in this case uses the flavour-dressing
algorithm [2]. The second correction accounts for the effect of different jet flavour classification algorithms.
It is calculated as the ratio of hadron-level distributions using the jet flavour definition described in Section 7
to those made with the flavour-dressing algorithm, using MG�MC+P�8 F�F� sample. This correction is
also derived using the S����� 2.2.11 sample and the difference with MG�MC+P�8 F�F� is treated as
its uncertainty. Both corrections are applied to the fixed-order predictions as bin-by-bin multiplicative
factors. Uncertainties in these predictions shown on the plot correspond to the sum of the intrinsic theory
uncertainty of the predictions and the total uncertainty of the corrections, while the former are also shown
separately.

The distributions of the transverse momentum of the / boson and of the 1-jets probe pQCD over a wide
range of scales and provide important input to the background prediction for other SM processes and
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  c-jet: comparison with various 
PDF sets to test IC component 
• all PDFs provide rates consistent with data

Z + ≥ 1

  
b-jet
Z + ≥ 1   

b-jets
Z + ≥ 2

  
c-jet
Z + ≥ 1

Fabio Anulli  -  Drell-Yan processes at ATLAS     —  QCD@Work 2024

arXiv:2403.15093 



22

Z + HF jets: Differential cross sections
1D differential cross section vs 
- (  b-jet): , ,  of leading b-jet 
- (  b-jet): , ,  of leading b-jet, ,  
- (  c-jet): ,  ,  and  of leading c-jet

Z + ≥ 1 pZ
T ΔRZ, jet pT

Z + ≥ 2 pZ
T ΔRZ, jet pT mbb Δϕbb

Z + ≥ 1 pZ
T ΔRZ, jet pT xF

Comparison with: 
- 5/4 FS MGaMG+ Py8 and Sherpa  
- 5FS fixed-order NLO and NNLO 
- various PDF sets (charm-jet sample)
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Figure 8: Measured fiducial cross-section for / + � 1 1-jet production as a function of (a) ?T (/) and (b) leading
1-jet ?T. The data are compared with the predictions from the 5FS multi-leg generators MG�MC+P�8 F�F�
and S����� 2.2.11, with MG�MC+P�8 4FS (NLO) and MG�MC+P�8 5FS (NLO), and with NLO and NNLO
fixed-order (F.O.) predictions [3]. The error bars correspond to the statistical uncertainty, and the hatched bands to
the data statistical and systematic uncertainties added in quadrature. The shaded bands correspond to the statistical
and theoretical uncertainties of the predictions added in quadrature. For the fixed-order predictions, the uncertainties
in the hadronisation and MPI and flavour definition algorithm corrections are also added in quadrature to the total,
while pure theory uncertainty of the predictions are shown as the range between the horizontal lines.
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 b-jet: Z + ≥ 1 pZ
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Figure 10: Measured fiducial cross-section for / + � 2 1-jets production as a function of (a) �q11 and (b) <11. The
data are compared with the predictions from the 5FS multi-leg generators MG�MC+P�8 F�F� and S����� 2.2.11,
and with MG�MC+P�8 4FS (NLO). The error bars correspond to the statistical uncertainty, and the hatched bands to
the data statistical and systematic uncertainties added in quadrature. The shaded bands correspond to the statistical
and theoretical uncertainties of the predictions added in quadrature.

9.4 Differential cross-sections for ` + � 1 c-jet

Differential cross-section measurements for the / + � 1 2-jet process constitute an important probe of
pQCD and of the charm PDF. The results are presented in Figures 11–13. The differential / + 2-jets
cross-section measurements are compared with the predictions from the 5FS multi-leg generators S�����
2.2.11 and MG�MC+P�8 F�F�, with MG�MC+P�8 3FS (NLO) and MG�MC+P�8 4FS (NLO), and
with NLO and NNLO fixed-order predictions [3]. The latter are corrected for the effects related to the
hadronisation and MPI and to the different jet flavour classification algorithms as described in Section 9.2.
These comparisons are shown in Figures 11–12.

Besides, the measurements are compared to MG�MC+P�8 F�F� predictions with various PDFs, probing
the IC models as listed in Section 3.3. Comparisons to those predictions are shown in Figure 13.

Differential cross-sections as function of ?T of the / boson and the leading 2-jet are shown in Figure 11.
Both ?T spectra are described well by MG�MC+P�8 F�F� and S����� 2.2.11 in the soft part, while above
40–50 GeV (80–100 GeV) for / boson (2-jet) ?T the data cross-section is significantly underestimated by
these predictions. A better description of the data shape overall is provided by MG�MC+P�8 4FS (NLO),
however, it is generally near or beyond the lower edge of the data uncertainty band. The MG�MC+P�8
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Figure 11: Measured fiducial cross-section for / + � 1 2-jet production as a function of (a) ?T (/) and (b) leading
2-jet ?T. The data are compared with the predictions from the 5FS multi-leg generators MG�MC+P�8 F�F�
and S����� 2.2.11, with MG�MC+P�8 3FS (NLO) and MG�MC+P�8 4FS (NLO), and with NLO and NNLO
fixed-order (F.O.) predictions [3]. The error bars correspond to the statistical uncertainty, and the hatched bands to
the data statistical and systematic uncertainties added in quadrature. The shaded bands correspond to the statistical
and theoretical uncertainties of the predictions added in quadrature. For the fixed-order predictions, the uncertainties
in the hadronisation and MPI and flavour definition algorithm corrections are also added in quadrature to the total,
while pure theory uncertainty of the predictions are shown as the range between the horizontal lines.

3FS (NLO) prediction is significantly below the data as mentioned above when discussing the inclusive
cross-sections. This discrepancy is noticeably larger than that between the MG�MC+P�8 4FS (NLO)
prediction and the / + � 1 1-jet measurement, which can be attributed to the different masses of 1- and
2-quarks, causing those logarithmic terms to be larger for the latter.

The NLO fixed-order calculation predicts softer spectra of both / boson and leading 2-jet ?T than that in
data. The discrepancy is the most noticeable for ?T(/) above 50–100 GeV. Moving to NNLO precision
improves the agreement only slightly for ?T(/) and has no impact on ?

0
T,2.

Figure 12 shows the distribution of G� of the leading 2-jet. MG�MC+P�8 F�F� and S����� 2.2.11
predict a steeper slope of the G� spectrum compared to the data. At the same time, the MG�MC+P�8 4FS
(NLO) prediction and both NLO and NNLO fixed-order calculations describe the data shape well, while
systematically underestimating the overall normalization.

Figure 13 presents comparisons of the measured cross-section as a function of leading 2-jet G� and of
R(?T(/)) for events with at least one 2-jet with various IC models. The G� distribution is more sensitive to
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 c-jet: 
 leding c-jet

Z + ≥ 1
pT

Best description by 5FS 
MGaMC+Py8 FxFx 
F.O. underestimate data at high  
F.O: large uncertainties at low 

pZ
T

pZ
T

 shape not well reproduced 
by any simulation  

 (not shown) instead 
generally well reproduced

mbb

Δϕbb
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5FS predictions starts to deviate from data 
above ~50 GeV 
Worst agreement F.O. predictions 
Shape looks better for MGaMG+ Py8 4FS  
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