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Flavour Tagging with Graph Neural 
Network with the ATLAS Detector
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Odyssey of ATLAS Flavour Tagging
• FTAG algorithms (aka “tagger”) 

hypothesise jet flavour ⟹ Use 
reconstructed jets & track properties for 
B/C hadron identification 


• Used in many analyses:  H→ bb,  H→ cc 
& di-Higgs ….

ATLAS FTAG group continually advances, making use of 
ever more sophisticated methods & architectures like 
deep-learning Rejection = 1 / miss-

classification efficiency

PCCF-R1 92-02 CDF@Tevatron

MV1
GN2

Today in FTAG we are 
all about transformers

Transformers we’re 
training: 
GN2: Small-R jets 
GN2X: Large-R jets 
(X→bb tagging…)

FTAG-2023-01
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based

https://www.sciencedirect.com/science/article/pii/S0920563207003830
https://inis.iaea.org/collection/NCLCollectionStore/_Public/25/023/25023795.pdf?r=1
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/


Previous approach…
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Jet and track inputs are fed to low level taggers


Manually optimised taggers, exploit different B/C-
hadron decay properties: IPxD, SV1, JetFitter 

Track-based ML models: RNNIP, DIPS

Low-level outputs are fed into high level taggers, 
MV2 (BDTs) or DL1 (NNs)

Complexity in handling reconstructed tracks


Dependence on Low-Level Tagger


Tuning for different use-cases requires lots of single steps before final tagger

Challenges….

Output probability

Run-2 
recommendation
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GN2 Flavour Tagging

• GN1 ATL-PHYS-PUB-2022-027: All-in-one GNN-
based (Inspired by J. Shlomi’s work 
-arXiv:2008.02831)


• Use track information and jet kinematics directly ⟹ 
naturally adapts to variable #unordered input tracks 

• Tasks include jet flavour, vertexing, and track origin 
prediction, trained simultaneously


• Auxiliary targets enhance interpretability 

• Easily optimised for diverse use cases and track/jet 
improvements.
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(DL1d)

GN2 is an upgraded version of GN1: all-in-one transformer network with significant state-of-Art 
performance enhancements
GN2 is based on GN1 architecture with Optimised training , Updated architecture, Increased training statistics
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2022-027/
https://arxiv.org/abs/2008.02831
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GN2 architecture

Deep Sets 
Architecture

Auxiliary Task Heads

Global Attention 
PoolingTransformers, 

with multi-head 
attention layers

 ATL-PHYS-PUB-2022-027

Neural network for 
combined representations 
embedding

Conditional track 
representation

GN2 Inputs:  
• Tracks + jets variables 
• pT & η  resampled for each flavour
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2022-027/
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GN2 architecture

Deep Sets 
Architecture

Auxiliary Task Heads

Global Attention 
PoolingTransformers, 

with multi-head 
attention layers

GN2 training performed 
using the Salt framework ATL-PHYS-PUB-2022-027

Neural network for 
combined representations 
embedding

Conditional track 
representation

GN2 Inputs:  
• Tracks + jets variables 
• pT & η  resampled for each flavour

Large Multimodal Multitask Transformer Model with over 2600k parameters 
( GN1: 800K, DL1d: 130k)

• One-cycle learning rate scheduler 


• LayerNorm + DropOut to stabilise training 


• Large training dataset: 192M training jets (GN2)
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FTAG-2023-01

https://gitlab.cern.ch/atlas-flavor-tagging-tools/algorithms/salt/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2022-027/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/
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GN2 tasks

NN output creates a b-tag discriminant

Classifies track originating from 
pileup, primary, B-/C-hadron 
decay etc. 

2-tracks vertex origin: predict if 
track pair comes from same 
vertex

NN weights optimised by gradient descent:

Jet flavour 
prediction

Track 
origin 
prediction 

Vertex 
prediction
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FTAG-2023-01

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/


GN2 b-tagging performance
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Perf at Low pT @70% b-jet eff 

x2 light-jet rej, x2.8 c-jet rej

FTAG-2023-01

Model fc
DL1d 0.0018
GN1 0.05
GN2 0.1

Perf at hight pT @20% b-jet eff 

x4.8 light-jet rej, x5.5 c-jet rej
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  0.018

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/
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Perf at low pT @40% c-jet eff 

x1.3 light-jet rej, x2.7 c-jet rej 

FTAG-2023-01

Model fc
DL1d 18
GN1 0.05
GN2 0.1

Perf at hight pT @20% b-jet eff 

x1.8 Light-jet rej, x2.6 c-jet rej

GN2 c-tagging performance
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0.018

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/
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Building GN2 ecosystem…. 

S. Van Stroud

• Key software frameworks 
used for GN2: Training 
Data Dumper (TDD), 
Umami Pre-processing 
(UPP), Puma-HEP, SALT


• Successful application in 
various CP, analyses and 
HL-LHC forecast

Taking an ecosystem-wide view 
brings many benefits:

• Synergy with other CP 
groups: Access to FTAG 
tools becomes easier.


• Increased collaboration


• Reduced barriers: Clear 
documentation 
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• Boosted Xbb tagging: [ATL-PHYS-
PUB-2023-021]: GN2X Similar architecture 
as GN2 with four output classes (Hbb, 
Hcc, top, or multijet)

https://gitlab.cern.ch/atlas-flavor-tagging-tools/training-dataset-dumper/
https://github.com/umami-hep/umami-preprocessing
http://www.apple.com/uk
https://gitlab.cern.ch/atlas-flavor-tagging-tools/algorithms/salt
https://cds.cern.ch/record/2866601
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2023-021/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2023-021/
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Boosted Higgs Tagging

• GN2X is trained on mass decorrelated Higgs sample


• Modified Higgs sample with increased decay width 
to reduce background mass sculpting  ⟹ keeps 
sculpting within 20% in bulk of distribution

• GN2X is a transformer based Xbb tagger that 
replaces the previous subjet based model used 
within ATLAS  


• Trained to discriminate between boosted H → bb, 
H → cc, hadronic top and QCD jets


• GN2X + Subjets: kinematic + 𝑏-tagging info VR 
subjets, where the subjets are tagged using the 
GN2 tagger


• GN2X + Flow uses UFO constituents which 
includes the use of charged and neutral calorimeter 
information.

ATL-PHYS-PUB-2023-021

W.Leinonen
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2023-021/
https://indico.nikhef.nl/event/4875/contributions/20318/attachments/8262/11813/GNNsinFTAGv2.pdf
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Boosted Higgs Tagging

ATL-PHYS-PUB-2023-021

@60% signal efficiency, GN2X achieves 
more than double the top and QCD rej

Calibration efforts underway, future boosted Higgs searches with hadronic decays greatly benefit from GN2-based model

@50% signal eff, 3x top jet rej, 5x multĳ-et 
rej and a 6x improvement in the 𝐻(𝑏𝑏¯) rej
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2023-021/
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MC/Data comparison
Simulated sample trained on

• Overall generator 
dependence ~ O(3-6%)

• Ongoing calibration for GN2


• Overall good agreement 
similar to DL1d
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FTAG-2023-01

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/
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Conclusion

• New GN2 algorithms with transformer 
architecture provides significant boost in rejection 
power over DL1d: @70% GN2 >2x rejection 


• GN2 soon be the recommended ATLAS 
flavour tagger


• The GN2 architecture can be re-used in many 
places: Trigger, Upgrade, Xbb, etc


• Developments for GN3 ongoing: targeted for 
ATLAS / CMS FTAG workshop 2024 

•  Latest FTAG CMS results ICHEP24

2021
Early proof of 
concept studies 
[1] [2]

2022 Use in the 
trigger [1]

GN2  CERN 
seminar 2023Xbb GN2x Pub 

Note [ATL-PHYS-
PUB-2023-021 ]

2023

Soon!

GN2: Recommended 
ATLAS flavour tagger

GN1 Pub Note 
[ATL-PHYS-
PUB-2022-027]

2022

New tagger journey….
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https://indico.cern.ch/event/1387465/overview
https://indico.cern.ch/event/1291157/contributions/5896919/attachments/2899854/5085062/ICHEP2024_UttiyaSarkar.pdf
https://indico.cern.ch/event/1019389/contributions/4287943/attachments/2214938/3749536/ctagging2021.pdf
https://indico.cern.ch/event/1047126/contributions/4412245/attachments/2270517/3856370/2021-06-24_FTAG_Algs_GNN.pdf
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/BJetTriggerPublicResults#Performance_of_Run_3_HLT_b_taggi
https://indico.cern.ch/event/1232499/
https://indico.cern.ch/event/1232499/
https://indico.cern.ch/event/1232499/
https://cds.cern.ch/record/2866601
https://cds.cern.ch/record/2866601
https://cds.cern.ch/record/2866601
https://cds.cern.ch/record/2811135
https://cds.cern.ch/record/2811135


Thank you!

15



Backup
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GN2 architecture

Data Science Seminar(Talk by Samuel)

GN2 follows more closely the transformer architecture [1706.03762]

https://indico.cern.ch/event/1232499/attachments/2602341/4494127/2023-03-01_GN1_Seminar.pdf
https://arxiv.org/abs/1706.03762


GN2 inputs
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GN2 tasks

19

Model fc
DL1d 0.0018
GN1 0.05
GN2 0.1



GN2X
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GN2X
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GN2X
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CMS
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Extension of ParticleTransformer 


Extended class: extending from b and c jet identification to s and hadronic tau (one per final state) 
identification 


Extended regression: simultaneous flavor aware jet energy and resolution regression • Input 
variable distortion: • Reduce the observed differences prior to any calibration • Improve robustness 
of the classifier against injected mismodelings ➡Distortions of UParT: Preserving the Particle Cloud 
representation and the feature importance mapping

ICHEP24

https://indico.cern.ch/event/1291157/contributions/5896919/attachments/2899854/5085062/ICHEP2024_UttiyaSarkar.pdf

