
Precision Timing with the CMS 
MIP Timing Detector for High-

Luminosity LHC
Frank Golf (Boston University)

On behalf of the CMS Collaboration



Motivation for High-Luminosity LHC (HL-LHC)
Precision tests of the standard model and searches for rare beyond-the-SM phenomena.

CMS PAS FTR-22-001

Precision measurements of the 
Higgs boson couplings

Measurement of the Higgs boson self-coupling via 
direction observation of di-Higgs boson production

Searches for dark matter candidates, 
long-lived particles, new gauge 
bosons, new interactions, etc.
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https://cds.cern.ch/record/2806962/files/FTR-22-001-pas.pdf


Upgrade of the accelerator complex optics and injectors to 
increase the beam intensity.
• Luminosity delivery by LHC (2009-2025): 
• ~ 400 fb-1 / experiment , ~280 fb-1 delivered so far

• Target luminosity for HL-LHC (2029-2042):   
• > 3000 fb-1 / experiment    
• 1 year of HL-LHC equivalent to ~10 years of LHC!

Collision event with 35 reconstructed vertices 

Today:
• About 50 collisions / beam crossing (pileup) 
• Up to 2000 tracks / beam crossing (40 MHz) 

≈130 vertices

HL-LHC:
• Up to 200 collisions / beam crossing  
• > 10000 tracks / beam crossing (40 MHz) 

CMS-PHO-EVENTS-2016-008

Real LHC event from a special, HL-LHC-like run

How to achieve HL-LHC goals

Radiation damage increases with 
integrated luminosity

CMS DP-2023-087
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https://cds.cern.ch/record/2231915
https://cds.cern.ch/record/2881090


MTD

} Detector upgrades required to deal with enhanced pileup interactions and radiation damage levels
} >5x collision events per beam crossing, same spatial spread of the vertices along the beam lines 
} Up to 200 pileup events, about 10’000 tracks per event, and vertex densities >1.5 mm-1

} Reconstruction quality depends on track-vertex assignments, which become 
ambiguous when track resolution is comparable to vertex separation
} Vertex merging, fake association of “pileup” tracks with vertices, final state kinematics distorted, jet, lepton, photon identification affected 

HL-LHC: experimental challenges

140 - 200
collisions per 
beam crossing

CMS average pileup at LHC HL-LHC

HL-LHC

LHC

beam axis
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CMS average pileup at LHC at HL- LHC

Reconstruction depends on track-vertex assignments that become ambiguous when track 
resolution is comparable to vertex separation.
• Vertex merging and the incorrect association of tracks with vertices distorts the final state kinematics.
• The efficiencies to correctly identify jets, leptons, and photons are affected; every object is degraded!
• Degraded reconstruction results in loss of sensitivity, undermining physics objectives motivating HL-LHC.

Experimental challenges at HL-LHC

CMS Luminosity
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https://twiki.cern.ch/twiki/bin/view/CMSPublic/LumiPublicResults
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The Challenge of the HL-LHC era

• Dealing with the effects of pileup interactions 
will be a major challenge of the HL-LHC era

• Although PU interactions significantly overlap 
in space, they are more separable in space + 
time.

• Imagine separating the 25ns beam crossing into 
consecutive time slices
– Each exposure has far fewer vertices than when 

integrating over an event’s complete time profile.

• Per-particle timing provided by the MIP 
Timing Detector (MTD) allows 4D track and 
vertex reconstruction
– PU reduced in each time slice
– Every object is improved
– Significant benefit to CMS physics program

One 25ns bunch crossing

Every object is degraded

Mitigating pileup with precision timing at CMS for HL-LHC
Upgrade CMS detector to mitigate pileup and radiation damage.

• New tracker and calorimeters with enhanced granularity and radiation tolerance.  Nonetheless, the event density will 
challenge the enhanced spatial resolution of these new detectors.

• A new MIP Timing Detector (MTD) for precision timing of minimum ionizing particles (MIPs)
• Exploit beam spot spread to reduce PU: “slice” in successive O(50) ps time frames.
• Spatially overlapping vertices resolved in time → enhance track-vertex association comparable to LHC.4-D Vertex Reconstruction 2
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4-D vertexing leads to significant sensitivity gains across the HL-LHC physics program4



5.3. Performance in the reconstruction of final state observables 213

of both signal jets and pileup jets with and without precision timing for the charged particles
is shown in Fig. 5.14, for different assumptions on the MTD time resolution. For a resolution
of 30–40 ps, representative of the MTD performance up to about 1000 fb fb�1 for BTL and up
to the end of the HL-LHC for ETL, the addition of precision timing reduces the rate of pileup
jets by 25�40% depending on pseudorapidity with minimal effect on the signal jet rate. The
working point and the rate reduction from timing may be further optimized, also with the
inclusion of the timing information for neutrals.

A more modest reduction of the pileup jet rate is expected for resolutions of 60 ps, which is
illustrative of the case of extreme BTL degradation after 4000 fb�1 or of an ETL detector with a
single disk, providing a resolution of 50 ps per track with a coverage of 85%.
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Figure 5.14: Rate of signal jets (left) and pileup jets (right) of pT > 30 GeV, reconstructed with
the PUPPI algorithm and the anti-kT clustering, with precision timing for the charged particles
relative to the no timing case. Three different time resolutions are shown.

The reduction in pileup jet rate is expected to have a significant impact on signal extraction
cases that rely on jet multiplicity event categorization, central or forward jet vetoes, or forward
jet tagging, as in the case of VBF topologies. The benefit of the reduction is more relevant in
the endcap regions, where the rate of pileup jets is larger. As discussed in the CMS Upgrade
Scope Document [3], the rate of jets reconstructed from pileup energy depositions is observed
to increase up to 30% in the endcaps with the Phase-2 CMS detector. For measurements of the
VBF Higgs boson production in the tt final state, for example, this effect alone degrades the
analysis performance expressed as signal over the square-root of background (S/

p
B) by 25%,

because of a reduction of the signal yield and the increase of the background from Drell–Yan
production. Track-timing with the MTD provides a reduction of the pileup jet rate that offsets
this performance degradation.

5.3.2.2 Missing transverse momentum

The correct reconstruction of the missing transverse momentum, pmiss
T , of the hard collision is

key to several measurements, such as Higgs boson decays to t pairs (H ! tt) — where the
tt invariant mass is reconstructed using the missing transverse momentum — or pmiss

T -based
searches for new phenomena, including searches for neutralino production, WIMP-like dark
matter production, and stable massive dark sector particles.

In the Phase-2 CMS detector without MTD, the pmiss
T resolution is expected to worsen by 15%

in the transition from 140 to 200 pileup. This effect causes a 15% degradation of the S/
p

B
performance of the VBF–H ! tt measurements [3], and translates into a 40% increase in
the luminosity needed to achieve the equivalent result at 200 pileup. Similarly, the degraded

Improving Event Reconstruction
5.3. Performance in the reconstruction of final state observables 217
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Figure 5.18: Prompt muons isolation efficiency as a function of the vertex density for a relative
charged isolation cut-off of 0.08 for the barrel (left) and the endcaps (right). The efficiency for
the with timing (red) and no timing (blue) cases are compared.

5.3.4 Lepton isolation from charged tracks

The impact of adding track-timing information in the computation of charged track isolation
was tested on taus, muons and electrons, extending the studies presented in [8]. While taus
are particularly relevant for some key process of the HL-LHC physics program, like di-Higgs
boson searches and H ! tt measurements, muons are of no lower importance and offer a
clean signature that is an ideal test bench to understand the impact of the MTD on the charged
isolation sum used to enhance the identification of isolated particles.

A thorough set of studies of the muon isolation, without and with the MTD and for different
time resolutions, as a function of the pileup density, of the muon pT, and of the pseudorapid-
ity has been performed using Z ! µµ decays for prompt muons. Misidentified muons or
non-prompt muon candidates, originating mostly from semileptonic decays of heavy-flavour
hadrons, are selected from simulated tt events. The separation between prompt and non-
prompt muons is strengthened by requiring or vetoing a match with a prompt muon at the
generator level. Additional acceptance and quality selections include: pT > 10 GeV, |h| < 2.4,
a loose muon identification selection, and to have a point of closest approach to the primary
vertex, assumed to be known, within 0.5 cm in the z direction and 0.2 cm in the transverse
plane.

The charged isolation sum is computed from the sum of the transverse momenta of charged
PF candidates in a cone DR < 0.3 around the muon candidate — the muon track excluded —
satisfying the following selections: track pT > 0.7 (0.4) GeV and |Dz(track, PV))| < 1 (2) mm
for tracks in the BTL (ETL) acceptance. As discussed in Section 5.3.1, these Dz windows max-
imize the performance for the no timing case. When using timing information, the additional
requirement |Dt(track, PV)| < 3strack

t is applied, for the assumed time resolution strack
t . A se-

lection on the charged isolation sum (i.e. tracks pT sum divided by the muon pT) is applied and
the efficiency is calculated as the fraction of muon candidates passing that selection.

The efficiency gain provided by the MTD can be gauged from Fig. 5.18, which shows the ef-
ficiency for prompt muons with pT > 20 GeV as a function of the line vertex density for a

MTD

} Significant sensitivity gains across the HL-LHC physics program
1. Object identification and Higgs boson physics

} Gains in lepton/photon identification and b-tagging (at constant background) compound in multi-object final state 
} E.g., expected HL-LHC HH significance equivalent to ~3 additional years of HL-LHC data taking 

Impact of precision timing - 1

CMS MTD Technical Design Report: https://cds.cern.ch/record/2667167

October 26th 2023 KPS Fall Meeting - TTdF 5

Increase lepton 
efficiency

Improvements in object identification compound in multi-object final states, including measurements of the 
Higgs boson.  Timing will enhance the sensitivity of Higgs boson measurements equivalent to a ~20-30% 
increase in integrated luminosity, or ~3 additional years of HL-LHC data taking!

CMS MTD Technical Design Report Suppress PU jets
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Figure 5.16: Secondary vertex tagging ROC curves for light and charm jets for |h| < 1.5 (left)
and for 1.5 < |h| < 3.0 (right). Results with without (blue) and with timing for 30 (red) and
60 ps (green) resolution hypotheses are compared to the zero pileup case (grey).

object level combine in multi-object final states. For instance, in the final state with four b
quarks, HH ! bbbb, the signal yield is increased by 14% by the BTL alone, and 18% from
the combined power of BTL and ETL, at constant background rate (Fig. 5.17 right). While the
full optimization of the b-tagging algorithm and of the working points is left for future studies,
further details on the impact of the current performance projections of the MTD on the di-Higgs
boson searches are given in Section 5.4.
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light-jet efficiency of 0.01. Right: Projections for yield enhancement in HH ! bbbb as function
of the Higgs boson rapidity. The distributions are normalized to the no-timing case.

MTD

} Significant sensitivity gains across the HL-LHC physics program
1. Object identification and Higgs boson physics

} Gains in lepton/photon identification and b-tagging (at constant background) compound in multi-object final state 
} E.g., expected HL-LHC HH significance equivalent to ~3 additional years of HL-LHC data taking 

Impact of precision timing - 1

CMS MTD Technical Design Report: https://cds.cern.ch/record/2667167
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Enhance b-tagging

CMS DP-2022-025

5

Physics impact of MTD - object reconstruction
● Removal of PU tracks inconsistent with the hard interaction improves the quality of physics objects 

reconstruction and selection at the HL-LHC:
○ improved b-tagging, lepton isolation, photon identification
○ better rejection of fake jets due to pile-up 
○ improved missing transverse momentum resolution 

5
Increased lepton 

isolation efficiency Reduction of fake jets Improved b-tagging

CMS-TDR-020

Bryan Cardwell (University of Virginia)                                           bryan.cardwell@cern.ch                                                             Nov 9, 2023

Why precision timing?

4

HL-LHC is simultaneously thrilling and terrifying
- 3000_fb-1 at the cost of 140-200 simultaneous collisions (PU) 

But “simultaneous” is a relative term
- Collisions in one bunch crossing are spread out over ~180_ps
- A MIP Timing Detector (MTD) with tens-of-ps precision

can distinguish collisions in time

MTD + upgraded tracker = Run2-esque PU mitigation
- Improves performance of ~all CMS physics objects and therefore ~all CMS analyses
- e.g. MTD improves expected HL-LHC HH significance as much as ~2-3 additional years of 

HL-LHC data taking

MTD adds genuinely new information to the CMS event record
- New handle for long-lived particles, hadron ID, B-physics, nuclear physics, …
- I suspect the thousands of creative people that make up CMS might have a few more ideas 🙂

 

PU ~50

PU ~200

PU ~140

Track-vertex 
association

CMS DP-2022-025

https://cds.cern.ch/record/2667167
https://cds.cern.ch/record/2815409
https://cds.cern.ch/record/2815409
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Figure 5.25: Diagram for top-squark pair production and decay (left), h and distribution of
the mass of ec0

1 (right) reconstructed from the final state kinematics for decays with M(et) =
1000 GeV and M(ec0

1) = 700 GeV. The mass distributions are shown for various values of the
ct of the ec0

1.

gravitino. The right panel of Fig. 5.25 shows the distribution of the reconstructed mass of the
neutralino for various ct values of the LLP. The fraction of events with separation between
primary and secondary vertices exceeding 3s in both space and time as a function of the MTD
resolution is shown in Fig. 5.26 (left). The mass resolution, defined as half of the shortest mass
interval that contains 68% of events with 3s displacement is shown in Fig. 5.26 (right), as a
function of the MTD resolution.

A conceptually similar example is a SUSY scenario where the two lightest neutralinos and
light chargino are higgsino–like. The light charginos and neutralinos are nearly mass degen-
erate [120] and may become long-lived as a consequence of the heavy higgsinos [121]. The
neutralino-chargino ec0

2 ec±
1 pairs can decay into the lightest supersymmetric particle (LSP) ec0

1
and a virtual Z? boson or a W?, respectively. In the limit where the light charginos and neu-
tralinos are degenerate in mass (DM = M(ec0

2) � M(ec0
1) ' 0), the energy of the e+e� (visible)

system in the LLP rest frame provides a direct measurement of the mass splitting. The full
event reconstruction gives a distribution similar to Fig. 5.26 but peaked at DM [8].

In both these examples, the lepton–antilepton pair is the visible part of the LLP decay. The
pseudorapidity distribution of the `+`� pair is peaked in the central region with about 90% of
the leptons within the barrel acceptance (|h| < 1.5). This emphasizes the need for the barrel
portion of the MTD in the reconstruction of these signatures.

5.4.2.2 Measurement of late photon with respect to the primary vertex in SUSY models

In the GMSB benchmark scenario [122] used as the reference for this topology, the lightest
neutralino c̃0

1 is the next-to-lightest supersymmetric particle. It can be long-lived and decay to
a photon and a gravitino (G̃), which is the LSP. Figure 5.27 (left) shows a diagram of this process,
which starts from the production of two gluinos that further decay into a quark-squark pair,
with the squark decaying into another quark and the lightest neutralino c̃0

1. In constrast to the

7

The Λ!" to D0 yield ratio as a function of pT projected for minimum bias PbPb collisions at 5.5 TeV
without the MTD, with BTL only and with ETL+BTL, for rapidity ranges of |y| < 1 (left), 1 < |y| < 2 
(middle) and 2 < |y| < 3 (right), corresponding to an integrated luminosity of 7 nb-1 (the full Run 4 
data sample). A set of different theoretical model calculations are also shown. Statistical 
uncertainties are shown in bars, while systematic uncertainties are shown as boxes. 
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New Capability: Time-of-flight
MTD

} Significant sensitivity gains across the HL-LHC physics program
2. New capability for CMS: time-of-flight particle identification 

} Flavour physics with heavy ions (wide angular acceptance)

3. Search for long-lived particles
} Vast acceptance extension from vertex + object timing 
} LLP mass (or mass splitting) reconstruction from velocity measurement of displaced vertex 

Impact of precision timing - 2

MTD fundamentally changes how we execute these searches

October 26th 2023 KPS Fall Meeting - TTdF 6

Flavor physics with heavy ions
!/K separation up to 2-3 GeV 
and K/p separation up to 5 GeV

BSM: LLP, heavy stable charged particles, …
Vast acceptance extension from vertex-object timing 
fundamentally changes how we execute these searches 
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Figure 5.23 shows the 2-D distributions of 1
b as a function of the particle momentum in min-

imum bias HYDJET PbPb events, for the BTL and ETL regions, respectively. The expected
bands for pions, kaons and protons are clearly visible. The resolution is consistent with the
expectation, with proton ID up to p ⇠ 5 GeV and kaon ID up to p ⇠ 3 GeV.

Figure 5.23: The inverse velocity (1/b) as a function of the particle momentum, p, for BTL
(|h| < 1.5) and ETL (|h| > 1.6) in HYDJET PbPb simulation at 5.5 TeV.

5.4 Physics impact examples
Despite the integration of the time information in the event reconstruction being still prelim-
inary and limited to the charged tracks, the improvements in physics-object reconstruction
from timing (Section 5.3) consistently demonstrate that the MTD will allow CMS to operate at
a leveled luminosity corresponding to 200 pileup interactions with a performance equivalent to
Run-2 and Run-3 pileup conditions. The benefits in sensitivity for measurements and searches,
across a wide range of objects and across the HL-LHC physics program leveraging gains across
the full pseudorapidity coverage. For multi-objects final states, such as di-Higgs searches, this
can be summarized as a 15–30% gain in effective integrated luminosity, which is equivalent to
an additional three years of operation of the HL-LHC complex, as anticipated in Section 1.2
(Table 1.1).

This section assesses the impact of the MTD on a few benchmark cases, representative of three
different ways of exploiting the MTD: by using physics objects with improved performance
from the time information; by improving the discrimination power through the use of new,
time-based variables; and by using the new particle identification capabilities provided by
time-of-flight measurements exploiting the MTD. Three families of analyses are considered
to cover these aspects: the search for Higgs boson pair (HH) production in several final states;
the search for long-lived particles (LLP) in “beyond the standard model” (BSM) models; the
measurement of heavy flavor hadron production in Heavy Ion collisions.

The precision characterization of the Higgs boson will be one of the highest priorities of the HL-
LHC physics program. The cumulative impact of the MTD-improved object reconstruction was
quantified in enhanced signal yields of about 15–25% for prominent Higgs boson processes for

CMS MTD TDR

CMS DP-2021-037

CMS MTD TDR

J. Phys. G 47 090501

https://cds.cern.ch/record/2667167?ln=en
https://cds.cern.ch/record/2800541
https://cds.cern.ch/record/2667167?ln=en
https://iopscience.iop.org/article/10.1088/1361-6471/ab4574


CMS MIP Timing Detector (MTD)
• CMS MTD is comprised of 2 thin timing layers installed between the tracker 

and the calorimeters, providing almost hermetic coverage for |η|<3.
• Choice of sensor technologies for barrel and endcap timing layers driven by 

technology maturity, radiation hardness, power consumption, and cost and 
schedule considerations.

MTD

} Thin timing layers for minimum ionizing particles between the tracker and the calorimeters
} Hermetic coverage coverage for |η|<3

} Different sensor technologies for barrel and endcap timing layers, dictated by: 
} Technology maturity and radiation tolerance considerations
} Compliance with CMS integration and CMS upgrade installation schedule
} Cost and power budget effectiveness 

CMS MIP Timing Detector

99
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Paolo Meridiani

CMS MIP TIMING DETECTOR

7

CMS MTD: 2 thin timing layers for charged particles installed 
between tracker and calorimeters  
– Almost hermetic coverage for |η|<3 
– Different technologies adopted for barrel and endcap: 

choice driven by radiation hardness, cost/area/channel, 
power consumption, schedule 

– MTD project approved by CERN research board at the 
end of 2019

1m

3m

7



MTD

} A single layer of sensor modules (basic detection unit): 
} 16 LYSO:Ce crystal bars

} Fast and bright scintillator with excellent radiation hardness
} Two arrays of 16 SiPMs with thermoelectric coolers (TECs)

} Compact, fast, and B-field imunune photodetectors 
with large photon detection efficiency

} Biggest challenge for BTL performance and operation: SiPM radiation damage: 
} Single-photon Dark Count Rate (DCR) increasing up to O(10) GHz after 3000 fb-1 (2E14 neq/cm2)  

Barrel timing layer (BTL) technology and structure

} Dual-end readout 
} Two measurements per track à improve resolution by √2
} Mean time indepentent of impact point

Sensor module Detector module
• Two sensor modules
• Front-end board
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Design of the Barrel Timing Layer (BTL)

Dual-end readout: 2 measurements / track. 
• Improve resolution by √2, mean time independent of 

impact point. Time resolution ≲60 ps at end-of-life.
• Measure track position with O(mm) resolution.

MTD

} A single layer of sensor modules (basic detection unit): 
} 16 LYSO:Ce crystal bars

} Fast and bright scintillator with excellent radiation hardness
} Two arrays of 16 SiPMs with thermoelectric coolers (TECs)

} Compact, fast, and B-field imunune photodetectors 
with large photon detection efficiency

} Biggest challenge for BTL performance and operation: SiPM radiation damage: 
} Single-photon Dark Count Rate (DCR) increasing up to O(10) GHz after 3000 fb-1 (2E14 neq/cm2)  
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Single layer of sensor modules with 16 LYSO:Ce 
crystal bars.
• Established technology. Fast with large light yield and excellent 

radiation hardness.
2 arrays of 16 SiPMs w/ thermoelectric coolers (TECs).
• Compact and fast with high photon detection efficiency. Robust 

operation in B-field.
8



Understanding the BTL Performance

Expected BTL time resolution: 
 !!"#$ ∼ !!%!&!⊕!!'(')⊕!!*+,
• Photon statistics: 

 #!"!#! ∝ $
√&!"

∼ √ '#'$
(%&'	⋅*+⋅*,(⋅-.(	

• Electronics contribution: 
 #!0102 ∼ 3)*+,&

&!"
• Dark count rate (DCR) contribution: 

 !!*+, ∝ %&'/)-..
• dddd ..= DCR is the dominant contribution to the 

BTL time resolution at end-of-life. The 
single-photon DCR increases up to O(10) 
GHz after 3000 fb-1 (2E14 neq/cm2).

Benefit from bright scintillator and fast SiPM 
response.

9
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MTD

} DCR noise cancellation in the redout chip (TOFHIR2) 
with differential leading-edge discrimination
} Inverted and delayed pulse added to the original pulse 
} Preserve fast signal rising edge while cancelling correlated noise

} Delay line approximated by a programmable RC network

Key innovations to fight SiPM’s dark count rate
} Smart thermal management 

} TECs provide local cooling and heating capabilities relative 
to the CO2 thermal bath à x10 reduction of the dark count rate

} with SiPMs at –45 0C during operations (CO2 at –35 0C) and 
in-situ annealing at +60 0C during technical stops (CO2 at +10 0C)

0                 5                10               15               20
DCR (GHz)

70

60

50

40

30

20

! !
(#
$) • ~160 mV measurement

• ~166 mV simulation
• ~40 mV measurement
• ~46 mV simulation

Time resolution as a function of DCR before and 
after DLED filter [J. Varela, IEEE—NSSMIC-2020]
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Smart thermal management with TECs
• Local cooling and heating provides x10 reduction of the dark count 

rate with SiPMs at –45 °C during operations and in-situ annealing 
at +60 °C during technical stops.

Optimize SiPM cell size.
• Trade-off between photodetection efficiency and gain (better for 

larger cell area) and DCR/power dissipation. Cell size of 25 *m 
optimal for BTL.

DCR noise cancellation in the readout chip (TOFHIR2) with 
differential leading-edge discrimination
• Inverted and delayed pulse added to the original pulse (DLED).
• Preserve fast signal rising edge while cancelling correlated noise.

Mitigating DCR contribution in BTL
● Smart thermal management thanks to the usage of TECs

○ lower local SiPM temperature (ΔT = -10° C)
w.r.t. the CO2 temperature during operations
(from -35° C to -45° C) →
DCR reduction of a factor of about 2

○ high-temperature cycles during technical stops / machine 
shutdowns to anneal SiPM radiation damage (up to 60° C, 
when the CO2 runs at 10° C)

○ ~5× reduction in DCR compared to the case of no TECs

● SiPM spad size optimized
○ trade-off between PDE and gain (better for large spad area) and 

DCR / power dissipation
○ 25 µm2 spad size identified as the optimum for the BTL case

● DCR mitigation within the TOFHIR ASIC
○ inverted and delayed current pulse added to the original pulse 

(DLED)
○ mitigate noise / baseline fluctuations

The BTL solution to high dark noise

8

typical LYSO 
pulse + DCR
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Performance of prototype BTL detector
Module optimization and prototyping effort complete:
• Thermal operation with CO2 and TECs and response stability under thermal cycles validated.
• Readout ASIC (TOFHIR2) performance and functionality fully validated in laboratory and beams.
• Prototypes with LYSO arrays (Type 1) and SiPM cells (25 µm) maximizing S/N validated with beam data.

MTD

} Module optimization and prototyping effort complete 
} Thermal operation with CO2 and TECs and response stability under thermal cycles validated 
} Readout ASIC (TOFHIR2) performance and functionality fully validated in laboratory and beams
} Module prototypes with LYSO arrays (type 1) and SiPM cells (25 μm) optimized to maximize S/N validated with beam data

} Target performance demonstrated à moving to production, assembly, and integration (2024-2025)

BTL prototype performance with beams

[arXiv 2104.07786]

Uniformity along the bar (old) and across the bars (new 2023) [before irradiation] Performance evolution vs int. luminosity

#
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Performance demonstrated. Next: production, assembly, and integration (2024-2025). 11

2023 TB with irradiated SiPMs

NEW Sep ‘23



MTDEndcap timing layer (ETL) technology and structure
Sensor module

Beam 
axis

Backplate
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eter

} Modules with Low Gain Avalanche Detectors (LGADs)
} LGADs bump-bonded to designated readout chip (ETROC) 

mounted on two sides of cooling plates (disks) 
} Structure:

} Independent cold (–35 0C) volume : stageable, serviceable, maintainable
} Two disks on each side provide up to 2 measurements per track 

} 50 ps per hit  and 35 ps per track 

} Design and operation targets and challenge: 
} Readout chip targets handling small signals (down to ~5 fC).
} Sensor targets >8 fC in high radiation field (fluence  >1 x 1015 neq/cm2 in the 15% innermost region)
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Design of the Endcap Timing Layer (ETL)

Paolo Meridiani

ETL: TECHNOLOGY AND DESIGN

11

Sensor bump bonded to readout ASIC (ETROC) 
– Modules assembled as 2 double-sided disks on each 

endcap 
– Each disk provides large geometrical acceptance (~85%), 2 

disks to ensure 2 hits/track 
– ~8000 modules on 2 endcaps, 8.5M channels 
– Target time resolution: 50ps/hit, 35ps/track

50 μm thick planar low-gain avalanche 
silicon diode (LGAD) 
– highly doped thin gain layer, moderate 

gain (10-30) to improve S/N ratio 
– 16x16 array, pad size 1.3x1.3 mm2, inter-

pad <50μm 

– charge collected >8 fC until EoO 

~12% of ETL will be exposed to 
fluence >1E15 neq/cm2
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} Modules with Low Gain Avalanche Detectors (LGADs)
} LGADs bump-bonded to designated readout chip (ETROC) 

mounted on two sides of cooling plates (disks) 
} Structure:

} Independent cold (–35 0C) volume : stageable, serviceable, maintainable
} Two disks on each side provide up to 2 measurements per track 

} 50 ps per hit  and 35 ps per track 

} Design and operation targets and challenge: 
} Readout chip targets handling small signals (down to ~5 fC).
} Sensor targets >8 fC in high radiation field (fluence  >1 x 1015 neq/cm2 in the 15% innermost region)
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Each endcap is comprised of 2 cooling disks. 

Detector modules, comprised of Low Gain Avalanche Diode 
(LGAD) sensors bump-bonded to a custom readout ASIC 
(ETROC) are mounted on both sides of each disk, providing 
up to two measurements (50 ps/hit) per track (35 ps).

Design and operation targets and challenge:
• ETROC targets handling small signals, down to ~5 fC.
• Sensor targets >8 fC at end-of-life; fluence >1 x 1015 

neq/cm2 in the 15% innermost region

MTDEndcap timing layer (ETL) technology and structure
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} Modules with Low Gain Avalanche Detectors (LGADs)
} LGADs bump-bonded to designated readout chip (ETROC) 

mounted on two sides of cooling plates (disks) 
} Structure:

} Independent cold (–35 0C) volume : stageable, serviceable, maintainable
} Two disks on each side provide up to 2 measurements per track 

} 50 ps per hit  and 35 ps per track 

} Design and operation targets and challenge: 
} Readout chip targets handling small signals (down to ~5 fC).
} Sensor targets >8 fC in high radiation field (fluence  >1 x 1015 neq/cm2 in the 15% innermost region)
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Paolo Meridiani

ETL: TECHNOLOGY AND DESIGN
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Sensor bump bonded to readout ASIC (ETROC) 
– Modules assembled as 2 double-sided disks on each 

endcap 
– Each disk provides large geometrical acceptance (~85%), 2 

disks to ensure 2 hits/track 
– ~8000 modules on 2 endcaps, 8.5M channels 
– Target time resolution: 50ps/hit, 35ps/track

50 μm thick planar low-gain avalanche 
silicon diode (LGAD) 
– highly doped thin gain layer, moderate 

gain (10-30) to improve S/N ratio 
– 16x16 array, pad size 1.3x1.3 mm2, inter-

pad <50μm 

– charge collected >8 fC until EoO 

~12% of ETL will be exposed to 
fluence >1E15 neq/cm2
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Precision timing in high radiation environment: LGAD sensors
Silicon structure optimized for time measurements (~30 ps from sensor).
• A  moderately p-doped implant creates a volume of high field, where charge multiplication happens. 
• The wider or deeper the gain layer, the lower the doping level. 
• Different designs lead to different properties; e.g. more or less radiation resistance, easier fabrication, more uniformity,  etc.
• Thickness (50 µm) a trade-off between signal size and time jitter of primary ionization.
• The success of LGADs rests on the fact that the sensor noise is hidden by the electronic noise.

13

Courtesy N. Cartiglia (INFN-Torino)



Precision timing in high radiation environment: LGAD sensors
Worked with multiple vendors to optimize LGAD arrays.
• Excellent uniformity, fill-factor, and production yield (>70%) per wafer.

Increase bias voltage to maintain gain after irradiation.
• Test beam studies show sparking damage to sensors for E-field above 11.5 V/µm.
• Prototype LGAD sensors characterized before and after irradiation proven to meet ETL requirements (>8 fC) for E-fields 

below 11.5V/µm.

MTD

} Silicon structure optimized for time measurements
} Additional p+ implant to localize signal formation in a thin region 
} Thickness (50 μm) trade-off between signal size and time jitter of primary ionization 

} Worked with multiple vendors to optimize LGADs arrays 
} Excellent uniformity, fill-factor, and production yield (>70%) per wafer 

} Increase bias voltage to maintain gain after irradiation
} Test beam studies show sparking damage to sensors at E>11.5 V/μm 
} Prototype LGAD sensors characterized before and after irradiation proven 

to meet the ETL requirements (>8 fC) at E≤11.5V/μm 

ETL sensors: key prototype features

Spark damage
(microscope)

FBK 5x5 arrayFBK 5x5 array

E<11.5 V/μm
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MTD

} Silicon structure optimized for time measurements
} Additional p+ implant to localize signal formation in a thin region 
} Thickness (50 μm) trade-off between signal size and time jitter of primary ionization 

} Worked with multiple vendors to optimize LGADs arrays 
} Excellent uniformity, fill-factor, and production yield (>70%) per wafer 

} Increase bias voltage to maintain gain after irradiation
} Test beam studies show sparking damage to sensors at E>11.5 V/μm 
} Prototype LGAD sensors characterized before and after irradiation proven 

to meet the ETL requirements (>8 fC) at E≤11.5V/μm 

ETL sensors: key prototype features

Spark damage
(microscope)

FBK 5x5 arrayFBK 5x5 array

E<11.5 V/μm

October 26th 2023 KPS Fall Meeting - TTdF 12 14



CMS Minimum Ionizing Particle Timing Detector for the HL-LHC

4 04/17/24 Murtaza Safdari | CMS ETROC Beam Telescope | Beam Telescopes and Test Beams Workshop 2024 : Test Beam Analysis

ETL 
50 ps / hit
35 ps / track

More 
details on 
the TDC in 
backup...

Precision timing at low power: ETROC ASIC
Design features:
• Preamplifier + discriminator, auto threshold calibration
• Single TDC measures Time-Of-Arrival (TOA) and Time-

Over-Threshold (TOT), and delay cell time (CAL)
• 16x16 clock tree distribution
• Radiation hard waveform sampler
• Charge injection for testing & calibration

Performance specifications:
• TSMC 65nm technology, 100 MRad (TID spec)
• Low noise and fast rise time
• Low power: ≲ 4 mW / channel at end-of-life
• ASIC contribution to time resolution ≲ 40 ps at end-of-life

16 x 16 pixel cell matrix, 
1.3 x 1.3 mm2 pixels

ETROC0: single analog channel               ETROC1: with TDC, 4x4 channel-clock tree
ETROC2: full size, full functionality, testing now! 
ETROC3:final chip, submit next year 15



Performance of prototype ETL detector

Extensive testing of 
ETROC2 prototypes with 
bump-bonded sensors 
underway. Initial results 
confirm measurements 
with ETROC1.

Paolo Meridiani

ETL PERFORMANCE VALIDATION

13

Full size 16x16 array tested on beam with custom 
electronics 
– σt ~ 30ps 
Realistic readout tested: LGAD + ETROC1 (4x4) 
– σt ~ 45ps, first full system DAQ 
ETROC2 (16x16) currently under test 
– All looks good, aim to submit the final chip 

(ETROC3) in 2024

Two new ETROC2 wafers from TSMC
Arrived CERN in Aug 2023

probe testing shows 4 bad dies (out of
116 dies) per wafer in each case

Production QC procedure developed and
established for wafer probe testing.

ABSTRACT

≠≠≠≠≠

Bump bonded  ETROC2 performance using charge injection 

ETROC2: the first full size, full functionality Precision Timing ASIC prototype for 
LGAD-based CMS Endcap Timing Layer (ETL) Upgrade

Fermilab: Datao Gong, Tiehui Ted Liu, Sergey Los, Jamieson Olsen, Murtaza Safdari, Quan Sun, Jinyuan Wu, Frank Chlebana
SMU Physics: Kent Liu, Tiankuan Liu, Kevin Wang, Jinbo Ye

UCSB: Xing Huang
SMU EE: Tao Fu, Ping Gui, Xianshan Wen

LBNL:  Dario Gnani, Carl Grace
UIC:  Jongho Lee, Zhenyu Ye

University of Kansas:  Zachary Buchanan Flowers, Chris Rogan
INFN Torino: Roberta Arcidiacono, Leonardo Lanteri

LIP: Cristóvão Beirão da Cruz e Silva, Jonathan Hollar, Michele Gallinaro
IFCA:  Ivan Vila Alvarez, Marcos Fernandez Garcia, Andres Molina Ribagorda, Efren Navarrete

The ETROC (Endcap Timing Readout Chip) is being developed for the LGAD-based CMS Endcap Timing Layer (ETL) at HL-LHC. The ETL on each side of the interaction region will be 
instrumented with a two-disk system of MIP-sensitive LGAD (Low Gain Avalanche Diodes) silicon devices, read out by ETROCs for precision timing measurement with down to ~35 ps timing 
resolution. The ETROC is designed to handle a 16 x 16 pixel cell matrix, with each pixel being 1.3 mm x 1.3 mm to match the LGAD sensor pixel size. Approximately 15% of the sensors near 
the highest eta region will experience hadron fluence above 1e^15 neq/cm2 towards end of operation of HL-LHC, resulting in small signal amplitude with reduced LGAD gain. For this reason, 
the front-end design for preamplifier and discriminator has been specifically optimized for the reduced LGAD signals, with enough flexibilities to meet the ETL specific needs for time 
resolution, power budget and radiation profile.

The ETROC chip is implemented in a commercial 65nm CMOS process. Each channel consists of a preamplifier, a discriminator, a TDC used for TOA (Time Of Arrival) and TOT (Time Over 
Threshold) measurements, and a memory for data storage and readout. An in-pixel auto threshold calibration is included, along with a self-testing pattern generator. The TOT is used for 
time-walk correction of the TOA measurement. The detailed hit information (TOA and TOT) from each cell will be read out from a local circular buffer after each Level-1 Accept (about 1 
MHz). In addition, a charge injection circuit is implemented to allow for testing and calibration. For more detailed monitoring of the signal pulses as radiation dose increases, waveform 
sampling circuits are included for one pixel. The clock distribution is based on the ETROC1 4x4 H-tree design, scaled up to 16x16 with a new shielding structure added to alleviate potential 
interference. The global peripheral circuits include a PLL, a phase shifter, an I2C slave controller, a fast control block, a global readout, and a data driver along with an efuse and temperature 
sensor. The ETROC builds event data frames for each L1A selected event and is also capable of providing L1 trigger information for user-defined delayed hits. The main design challenge is 
how to extract precision timing information from the small LGAD signals in the presence of high irradiation fluence, while keeping the power consumption and digital activity low. The ETL 
design goal for the time resolution of 50 ps per hit is required to achieve a 35 ps arrival time measurement for a MIP particle, which has its track registered in two ETL disk layers. The LGAD 
contribution is known to be about 30 ps, this means that the jitter from the ETROC has to be kept below 40 ps.
The ETROC2 is the first full size (16x16) and full functionality prototype and its dimension is 21mm x 23mm, making it one of the largest chips in HEP.

ETROC2 layout

For the robust long term operation of the 
ETL it will be important to monitor signal 
waveforms to detect variations from the 
increasing radiation dose. Recorded 
waveforms can be used to optimize 
thresholds and bias voltages in order to
maintain the target performance. The 
10bit (Effective Number of Bits (ENOB)) 
320MS/s ADC is the critical building block 
for waveform sampler for ETROC. ETROC 
can use a 2.56 GS/s wave sampler which 
interleaves 8 channels of the 320MS/s 
single-channel ADC.
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WAVEFORM SAMPLER (2.56 GS/s):  recorded waveform using charge injection

ETROC  Block Diagram
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Charge Injection
Charge Injection

400ns of waveform recorded in WS memory 

Due to trailing edge
of the injection pulse

9 ps line

Temperature vs Voltage vs TID scan
done at CERN in Aug 2023

T:        from -30C to +30C
V:       from 1.3V to 1.0V
TID:  to 200 MRad

All works
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Two new ETROC2 wafers from TSMC : The probe testing has showed 4 bad dies (out of 116 dies)  per wafer 
in each case.  Production QC procedure has been developed and established for wafer probe testing.

Chip size:  21 mm x 23mm

Area receiving X-Ray 
at ~4.1 MRad/hour

Wafer probe testing to study the yield at CERN in  Aug 2023

ETROC2 TID testing at CERN 

-

First look at ETROC2 performance with
a double pulse IR laser at CERN-SSD (Sept 2023)

B

Initial ETROC2 beam test at CERN in Sept 20-28 

After TID 200MRad

TOA vs
Threshold DAC value

TOA std vs
Threshold DAC value
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16x16 Array

ETROC2 Red&IR top

With ETROC2 wire-bonded 
to 2x2 sensor

Two pulse “timing” 
configuration
As seen by
monitoring
photodiode

50ns 

High Preamp power
9 MIPs, -210V
CALcode=194

High Preamp power
1.6 MIPs, -210V
CALcode=194

13 ps 9 ps
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beam

Beam profile
seen by
bump bonded 
ETROC2+LGAD

Three layers 
telescope with
middle board
self-triggering

Trigger pixel

Top pixel

Bottom pixel

2cm

~5k events with 
exactly one hit 
per board in 
these pixels

Data taken
on Sept 24
at CERN

Initial analysis
on Sept 24
at FNAL

Time walk 
correction on
going,  to study
the timing 
performance,

Stay tuned … 

Test results with ETROC1 
wire-bonded to LGAD 
sensor demonstrate 
expected performance.
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Summary

MTD is one of the most challenging and rewarding detectors of the CMS upgrade.
• It will be essential at HL-LHC with broad impacts across the CMS physics program by providing a handle 

to mitigate pile-up contributions, thereby improving object reconstruction, and enabling new physics 
opportunities by providing time-of-flight capabilities.
• MTD is a pioneering effort demonstrating a new capability that will enable a fully time-aware event 

reconstruction that is foreseen to be essential to future collider-based particle physics experiments, in 
the near term (e.g. EIC) and beyond (e.g. a future hadron collider).

Mature design for MTD has been established through extensive prototyping and 
testing, verifying that the sensor technologies meet the design targets for HL-LHC.
• BTL design is fully validated, and the detector is beginning the production era.
• ETL is in a decisive phase of final prototyping before moving to construction.
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