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Figure 2: Layout of the upgraded LHCb detector.

maintenance and to guarantee access to the beam pipe.74

The particle tracking system comprises an array of pixel silicon detectors surrounding75

the interaction region called vertex locator (VELO), the silicon-strip upstream tracker76

(UT) in front of the large-aperture dipole magnet, and three scintillating fibre tracker77

(SciFi Tracker) stations downstream of the magnet.1 All three subsystems were designed to78

comply with the 40MHz readout architecture and to address the challenges associated with79

the increased luminosity. The upgraded VELO, based on hybrid silicon pixel detectors, is80

described in Sect. 3, and the UT is described in Sect. 5. The SciFi Tracker, which replaces81

both the straw-tube Outer Tracker and silicon-strip Inner Tracker systems used in the82

downstream tracking stations in the original LHCb experiment, is described in Sect. 6.83

The particle identification (PID) is provided by two ring imaging Cherenkov detectors84

(RICH1 and RICH2) using C4F10 and CF4 gases as radiators, a shashlik-type electromag-85

netic calorimeter (ECAL), an iron-scintillator tile sampling hadronic calorimeter (HCAL),86

and four stations of muon chambers (M2–5) interleaved with iron shielding.2 The Scintil-87

lating Pad Detector and Pre-Shower, which were part of the previous calorimeter system,88

as well as the most upstream muon station, have been removed due to their reduced role in89

the full software trigger compared to the former hardware L0. The upgraded ring imaging90

Cherenkov detectors (RICHs) are described in Sect. 7, the calorimeters are described in91

Sect. 8, and the muon system is described in Sect. 9.92

1Upstream and downstream are intended in the direction of increasing z.
2 The muon detector consisted of five stations of which the first (M1) has been removed – see text. For
historical reasons the remaining stations kept their original names.
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The LHCb Upgrade I detector

• New silicon pixel detector (VELO) at 5 mm 
from the beam 

• New RICH optics and photodetectors
• New silicon strip Upstream Tracker (UT)
• New scintillating fibres tracker (SciFi)
• New electronics for MUON and Calorimeters 
• Installation of a luminometer (PLUME) and a 
gas storage cell (SMOG2)

• All subdetector readout at 40 MHz with fully 
software trigger: HLT1 (GPU) + HLT2 (CPU)  
 Real Time Analysis (RTA)→

« Se vogliamo che tutto rimanga come è, bisogna che tutto cambi » 
(Il Gattopardo)

• Run 3 : Major upgrade of all subdetectors 
completed on-budget and near schedule

• Aiming at Run 2 (or better) performance with 
Lpeak = 2x1033 cm-2 s-1 (pile-up~5)

[LHCb-DP-2022-002]

https://cds.cern.ch/record/2859353
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VELO 1/2

• Instead of closing at each fill, set the VELO position to the minimum 
one allowed by injection and keep it fixed until 2023 YETS, when the RF 
foils will be replaced

are circulating. Each VELO half moves independently in the horizontal direction from a809

�29mm retraction from the beam line to +4mm overclosure. The halves have common810

vertical motion and may be moved ±4.7 mm above or below the beam line. The VELO811

detector halves, their support structures and the RF boxes are replaced to accommodate812

the requirements of the new pixel detector.813

Figure 20: The Side C half, with 26 modules, ready for the installation into the vacuum vessel.

The central structure, onto which 26 modules are mounted, is the aluminium module814

support base, visible in Fig. 20. Whereas the modules are designed to have minimal815

radiation length, the bases are built for precision and rigidity. Any distortion of the816

bases moves the module tip towards the RF box with a lever-arm equal to the module817

height. To avoid thermal distortions, they are maintained to 20 �C (the manufacturing818

temperature) by several adhesive heating pads. Once installed, the bases are bolted to819

the detector support which is, in turn, fixed to large, rectangular bellows that provide820

a flexible barrier between the primary and secondary vacua. All electronic and cooling821

services run from the movable bases to the fixed detector hood, which is the large flange822

that seals the detector volume on the external wall of the vacuum vessel. The ⇠ 3 cm823

travel of the halves is absorbed by flexible power and data cables running between the824

module foot and the vacuum feedthrough. These details are shown in Fig. 21. For the825

CO2 supply, an elongated cooling loop, incorporated into every pipe running to/from826

each module, absorbs the movement. The cooling lines are connected to a series of valves827

located in the tertiary vacuum, the isolation volume.828

29

VELO vacuum incident
• The VELO detector is installed in a secondary vacuum inside the LHC primary 

vacuum
• The primary and secondary volumes are separated by two thin walled Aluminum 

boxes, the RF foils
• The LHC vacuum control system protects against pressure differentials, both during 

vacuum operation and during technical stops, when all volumes are sometimes 
filled with neon

Primary
Vacuum

Secondary
Vacuum
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• Aluminium RF foils (min thickness ~150 μm) • VELO sensors

• On Jan 2023, a failure of the LHC vacuum protection system caused 
an overpressure in the RF foils enclosing the VELO.               
 provoked an outward deformation: no damage to the sensors→
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VELO 2/2
• Impact of the VELO open position:
• Reduced acceptance 
• Degraded impact parameter resolution
• To limit the VELO radiation dose we’ll mostly run 
at low luminosity (μ~0.1-0.2)

η ∈ [2,5] → η ∈ [2,3.7]

VELO
VELO Commissioning

7

● Efficiency:
○ Start up at 10% inefficiency, last LHCC 2% now at 0.38%

● Calibration
○ robust and easy to re-estimate time alignment.
○ pixel equalisation procedure improved, soon to be deployed

● Configuration and operability:
○ More robust control and configuration
○ Software alarms on temperature, HV and LV to be tested
○ Online monitoring tools further developed (automatic analysis, 

online hit efficiencies)

● DAQ Firmware evolution 
○ New clustering dedicated to PbPb operation 
○ To be used together with dynamic RAM in the time ordering 

firmware allowing large events to be treated
○ Better error handling

● Main focus now  
○ FE and TELL40 stability to reduce the “up-time” inefficiencies
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Detector status

contribution from  
italy-RETINA 
under RTA
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• The schedule is reshuffled but the 
commissioning does not stop:
• 10%  0.38% inefficiency after time-
alignment of the VELO

• Long tracks still delivered

→

1 Introduction1

In this note, we describe the current definitions, conventions and rules as used for the2

upgrade tracking studies, and show the distributions and detector e�ciencies for Monte3

Carlo (MC) particles generated in the LHCb acceptance (2 < ⌘ < 5), giving a general4

impression of the detector coverage and response. The note adapts and extends the5

descriptions and definitions in Ref. [1] for the tracking detectors of LHCb Upgrade I [2].6

2 Track Types7

In the LHCb track event model, the possible types of reconstructed tracks are classified8

according to their hits in tracking system consisting of the Vertex locator (VELO) [3], the9

Upstream Tracker (UT) and the Scintillating Fibre Tracker (FT) [4]. The definitions of10

the five types of tracks are adapted from Ref. [1] for the new tracking detectors (Figure 1):11

Velo: tracks with hits solely in the VELO;12

Ttrack: tracks with hits solely in FT;13

Long: tracks traversing the detector, with hits in the VELO and FT. They might have14

additional hits in the UT;15

Upstream: tracks with hits in the VELO and UT only;16

Downstream: tracks with hits in the UT and FT only.17

Figure 1: Pictorial view of the track types in the LHCb upgrade tracking system [5].
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Upstream tracker
• UT installation completed during the 2022 YETS
• Intense activity underground during CERN closure to 
meet the schedule:
• LV, HV, CO2 cooling, closure test  ✅
• Firmware & ECS development ongoing 🟧
• Data-quality & HLT1 decoding ongoing 🟧
• Flexible trigger allows UT exclusion in the tracking 
• [The UT is primarily used to reconstruct downstream 
tracks & to reduce the ghost rate at high occupancy]

• Noise level in the cavern 
acquired & found compatible 
with surface

• Threshold determination 
ongoing, noisy channels 
~0.16 %

• Procedure for coarse time 
alignment in place, needs 
collisions to test it

UT work in progress
• UT safely in operation, first tests of global LHCb acquisition
• Current focus on stable data taking

(de-syncing of links also needs work)
• Ongoing work on: 
• Firmware (parts available)
• Time alignment
• ECS 
• DSS (Detector Safety System)
• Online monitoring  (focus of MI group)

• Help also from non-UT colleagues
DAQ

13
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SciFi tracker
• Very large system, just-in-time 
installation before Run 3 data-taking

• Good time-alignment reached and hit 
efficiency close to the 99% target

• Good 2022 runs used to perform 
spatial alignment with huge tracking 
improvements

• Approaching the  resolution 
expected from simulation (~8 MeV)

D0 → K−π+
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Figure 1: Distribution of �2 per degree of freedom for long tracks using survey measurement
position corrections for VELO and SciFi (black), using tracking alignment corrections for VELO
and survey for SciFi (blue), or using tracking alignment corrections for both VELO and SciFi
(orange).

During the LHC upgrade period, the LHCb experiment has replaced the majority of its1

subdetectors and extensively upgraded its trigger system. The Scintillating Fibre Tracker2

(SciFi) is the first detector after the LHCb magnet, which plays a crucial for the mass and3

momentum resolution of the upgraded experiment [1]. To reach the best possible physics4

performance for LHCb in Run 3, alignment and calibration of the tracking detectors5

are crucial [2]. Long tracks are reconstructed for alignment in 2022 commissioning by6

combining seed tracks from the vertex locator (VELO) and the SciFi using two possible7

methods [3,4]. The first data samples with a moderate number of long tracks were recorded8

on 27.10.2022. A preliminary alignment of the VELO detector is performed using VELO9

tracks reconstructed from this dataset, and a preliminary alignment of the SciFi is then10

performed using the preliminary VELO alignment and long tracks from the sample.11

A �2 minimisation method using states from the track Kalman filter [5] is used for12

the alignment of tracking detectors at LHCb. The particular method chosen also allows13

vertex and mass constraints to be applied [6], and each detector element can be aligned for14

three translation degrees of freedom (Tx, Ty, Tz) and three rotational degrees of freedom15

(Rx, Ry, Rz).16

The performance of the tracking alignment is compared for three di↵erent scenarios.17

In the first, ‘Velo + SciFi survey’, the description of the detector geometry in simulation18

is corrected using measurements of the VELO module and sensor positions, and the SciFi19

module positions. In the second, ‘Velo align + SciFi survey’, the alignment procedure is20

performed for the VELO detector using VELO seed tacks. Finally, the updated aligned21

VELO positions are used in the reconstruction of long tracks, and the SciFi is aligned22

using its survey position as a starting point (‘Velo+SciFi align’). In this preliminary23

1

[LHCB-FIGURE-2022-018]
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D0 mesons: comparison (2022 MagDown)

AlignmentV9 tag before and after SciFi mat alignment. Run 256159
(EMTF OK)
≈ 30K Signal candidates recovered and improved mass resolution.
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before alignment
 MeVσ = 14.3

after alignment
 MeVσ = 9.6

Performances of LHCb: hit efficiencies

VELO: 
• over all excellent 

efficiency
• monitored online

SciFi: 
• 98 % hit 

efficiency
• close to 

design goal of 
99 %
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Elisabeth Niel – LHCb status report - 155 LHCC Open Session
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Ø VELO and SciFi first estimate of hit efficiency with recent 2023 data (July)
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VeloMuon - Matched candidates

Ø Work on tracking efficiency evaluation on-going 

Example of mass fit of </> → .#.! used to 
study SciFi tracking efficiencies in data:

results match simulation at 5-10 % level
àresidual discrepancies are being investigated 
(most likely linked to hardware inefficiencies to 
be implemented in simulation)

LHCb-FIGURE in preparation

https://cds.cern.ch/record/2842545
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PID: RICH
• Very smooth occupancy, fast recovery of SEU 
(~ few per fill) implemented

• Fine time alignment (~6 ns) achieved
• Online calibration of the refractive index
• Spatial alignment of the photodetector 
planes with tracks  close to design  

• Performance on Run 3 events (with nominal 
multiplicity) already better than Run 2!

• Further calibration & alignment is ongoing

→ ΔθC

RICH Status
• Temporal alignment to bunch crossing completed


• Stable DAQ conditions


• All individual channels aligned to within 6.25 ns of 
Cherenkov photons arrival time -> INFN MILESTONE 2023


• Verified robustness and stability of temporal alignment

8

Performances of LHCb: PID

Mis-identification versus identification efficiency on 2022 Data 
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Similar performance for Run 3 at higher luminosity (*~5) as in Run 2 (*~1), 
design goal achieved!

Ø Charge hadrons identified by RICH detectors (Ring Imaging Cherenkov detectors)
Ø Study PID efficiency for Δ 11 variables with fit and count method

Elisabeth Niel – LHCb status report - 155 LHCC Open Session
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PID: ECAL, HCAL, MUON
• CALO and MUON detectors are running well despite their age!
• HCAL energy calibration with 137Cs scan
• Developed a  HLT1 line for ECAL online calibration
• MUON: Tell40 (DAQ boards) desynchronisation caused 
inefficiencies in 2022. Developed firmware & software patch 
to mitigate this issue to negligible level

• The cause is still being investigated (by all sub-
detectors) but is not affecting MUON performance anymore

• MUON: good time-alignment, to be refined with tracks     
(see  backup)
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Figure 1: Distribution of the invariant mass of the ⇡0
candidates (black histogram) reconstructed

in Run 243067. The total PDF (red solid line), signal PDF (pink hatched area) and background

PDF (blue dashed line) of the fit results are also shown.
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Figure 2: Distribution of the invariant mass of the ⇡0
candidates (black histogram) reconstructed

in Run 253597. The total PDF (red solid line), signal PDF (pink hatched area) and background

PDF (blue dashed line) of the fit results are also shown.

Figure 1 shows the distribution of the invariant mass of the ⇡0 candidates reconstructed1

in Run 243067 (taken in August 17th). In this run, the magnetic field orientation is2

DOWN and the average pileup, hµi, is 1.085. These candidates are selected by requiring3

both photon candidates to have CaloNeutralE19 > 0.7 and the ⇡0 candidate to have4

pT > 1800MeV for Outer region of ECAL and pT > 1200MeV for Inner and Middle5

regions to suppress the background. CaloNeutralE19 is the ratio of energy deposited in6

the seed cell to the total energy of electromagnetic cluster (3⇥3 cells).7

The ⇡0 mass distribution is fitted using a Gaussian function for signal and 2nd order8

polynomial function for background in the range from 70 to 200MeV.9

Figure 2 shows the distribution of the invariant mass of the ⇡0 candidates reconstructed10

1

[LHCB-FIGURE-2022-019]

6

Time alignment: 
 - Muon alignment with LHC clock re-checked after the re-start
 - New set of delays in place: now alignment good for almost all 24K 
channels (last time 1/4 was missing)  
- Ongoing: Better fine alignment by selecting hits associated to real 
muons - needs data from collisions

Online monitoring: 
 Stably running in Monet, including de-sync links.
• Ongoing:
•  Porting MWPC efficiency monitoring to Run 3 environment
• Designing new suite of registers monitored in Grafana
• Tool for automatic managing of noisy channels (FEB/nODE)

Muon: work in progress

Muon identification

5

• Effect of Muon PID requirement on  peak

• Preliminary tag-and-probe efficiency( ) ~50% (70% per track)

J/ψ

J/ψ

Muon PID

 reconstructed massJ/ψ  reconstructed massJ/ψ

• 07/2023 calibration data

No PID on probe track Loose PID on probe track

https://cds.cern.ch/record/2843467?ln=en
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PLUME
• PLUME is an array of 24 PMTs with quartz windows for online luminosity 
measurement, used in particular to level the luminosity at IP8

• PLUME was ready since the first collisions in April

• CMS
• ATLAS
• LHCb (PLUME)

Fill 8644, 23-04-2023

• Non-linearity of the luminosity measurement was observed in 2022           
 10-20% bias of the nominal μ due to high rate of random coincidences

• A new paradigm to measure luminosity was developed during the winter break: 
use the mean value of the integrated charge from a single PMT               
 new Tell40 firmware ready, to be tested in the coming weeks

→

→
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2.4 Composite particle reconstruction31

Figure 11: Distribution of the invariant mass and the longitudinal primary vertex coordinate for
K0

S candidates firing an exclusive HLT1 selection algorithm. Two clear peaks originating from
pp and pAr collisions emerge. Run number 251995.

Figure 12: Comparison of the normalised invariant mass distributions for K0
S candidates firing

an exclusive HLT1 selection algorithm with a primary vertex in SMOG2 (pAr) or in the pp
region. Despite the di↵erent event topology, the mass resolution is found to be comparable. Run
number 251995.

9

• Fixed-target physics is performed at LHCb since 2015 by injecting 
noble gases into the VELO (SMOG). See our  publications

• A gas storage cell with precise flux and temperature measurements 
has been installed for Run 3 (SMOG2)  Luminosity precision ~1%

• The injected gas has a negligible impact on the LHC beam lifetime 
& the LHCb trigger load

• Early data: beam-gas and beam-beam simultaneous data-taking with 
same resolution is demonstrated!

• Clean signals with few minutes of data-taking, also exploiting a 
new muonID operator [JINST 15 (2020) T12005]

→

→

K0
s → π+π−, RUN 251995

[LHCB-FIGUR
E-2023-001]

SMOG2 
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SMOG2 cell

VELO 
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VELO 
box

SMOG2

Λ → pπ− in pH2 J/ψ → μ+μ− in pAr

https://lhcbproject.web.cern.ch/lhcbproject/Publications/LHCbProjectPublic/Summary_IFT.html
https://arxiv.org/abs/2008.01579
https://cds.cern.ch/record/2845444?ln=en
https://cds.cern.ch/record/2845444?ln=en
https://cds.cern.ch/record/2845444?ln=en
https://cds.cern.ch/record/2845444?ln=en
https://cds.cern.ch/record/2845444?ln=en
https://cds.cern.ch/record/2845444?ln=en
https://cds.cern.ch/record/2845444?ln=en
https://cds.cern.ch/record/2845444?ln=en
https://cds.cern.ch/record/2845444?ln=en
https://cds.cern.ch/record/2845444?ln=en
https://cds.cern.ch/record/2845444?ln=en
https://cds.cern.ch/record/2845444?ln=en
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Online
• We removed the L0 trigger for the Run 3 to fully exploit 
the increased luminosity: HLT1 is the new first trigger 
stage, running fully-software on GPUs on 5 TB/s of data

Computing and Software for Big Science (2020) 4:7 

1 3

Page 3 of 11 7

reconstruction of more than one subdetector and data com-
pression on the GPU, at a data rate of 5 Tbit/s [12].

In this paper, we show that for LHCb it is possible to 
execute a full trigger stage, including track reconstruction 
for several subdetectors and a variety of physics selections, 
at 40 Tbit/s on about 500 GPUs. We describe our imple-
mentation, named Allen after Frances E. Allen, following 
the LHCb convention of naming software projects after 
renowned scientists.

Mapping the First Trigger Stage to Graphics 
Processing Units

Characteristics of Graphics Processing Units

Developed for the graphics processing pipeline, GPUs excel 
at data parallel tasks under the SIMT paradigm [13]. An 
algorithm executed on the GPU is called a kernel. Every 
kernel is launched with many threads on the GPU execut-
ing the same instruction on different parts of the data in 
parallel, independently from each other. These threads are 
grouped into blocks within a grid, as illustrated in Fig. 2. 
Threads within one block share a common memory and can 
be synchronized, while threads from different blocks cannot 

communicate. The threads are mapped onto the thousands of 
cores available on modern GPUs for processing.

Typically, a GPU is connected to its CPU host server 
via a PCIe connection, which sets a limit on the bandwidth 
between the GPU and the CPU: 16 lanes of PCIe 3.0 and 
PCIe 4.0 provide 128 Gbit/s and 256 Gbit/s, respectively. 
From these parameters we conclude that 500 GPUs are able 
to consume the 40 Tbit/s data rate of the upgraded LHCb 
detector. The total memory on a GPU is on the order of 
hundreds of Gbits nowadays. Consequently, 500 GPUs 
should also be able to process the full HLT1 sequence if 
enough data processing tasks fit into GPU memory at the 
same time and if the tasks can be sufficiently parallelized to 
fully unlock the TFLOPs theoretically available on the GPU.

The Allen Concept

In our proposal, a farm of GPUs processes the full data 
stream, as shown in Fig. 3, which can be compared to the 
baseline x86-only architecture of Fig. 1. Every GPU receives 
complete events from an event building unit and handles 
several thousand events at once. Raw detector data is cop-
ied to the GPU, the full HLT1 sequence is processed on the 
GPU and only selection decisions and objects used for the 
selections, such as tracks and primary vertices, are copied 

Fig. 2  Threads are grouped into blocks, forming a grid that executes 
one kernel on the GPU

Fig. 3  In the GPU-enhanced proposal for the upgraded LHCb data 
acquisition system x86 event building units receive data from the sub-
detectors and build events by sending and receiving event fragments 
over a 100G Infiniband (IB) network. The same x86 servers also host 
GPUs which process HLT1. Only events selected by HLT1 are sent to 
the x86 servers processing HLT2. The data rate between the two x86 
server farms is, therefore, reduced by a factor 30–60

Left-hand plot courtesy of A. Cerri — University of Sussex 18

The biggest data challenge in HEP

And we are signal saturated already at the first-level trigger!

The anatomy of an LHCb event in the upgrade era, and implications for the LHCb trigger Ref: LHCb-PUB-2014-027

Public Note Issue: 1

6 Reconstructed yields Date: May 21, 2014

b-hadrons c-hadrons light, long-lived hadrons

Reconstructed yield 0.0317± 0.0006 0.118± 0.001 0.406± 0.002
✏(pT > 2GeV/c) 85.6± 0.6% 51.8± 0.5% 2.34± 0.08%
✏(⌧ > 0.2 ps) 88.1± 0.6% 63.1± 0.5% 99.46± 0.03%
✏(pT)⇥ ✏(⌧) 75.9± 0.8% 32.6± 0.4% 2.30± 0.08%
✏(pT)⇥ ✏(⌧)⇥ ✏(LHCb) 27.9± 0.3% 22.6± 0.3% 2.17± 0.07%

Output rate 270 kHz 800 kHz 264 kHz

Table 6: Per-event yields determined from 100k of upgrade minimum-bias events after partial offline
reconstruction. The first row indicates the number of candidates which had at least two tracks from
which a vertex could be produced. The last row shows the output rate of a trigger selecting such
events with perfect efficiency, assuming an input rate of 30 MHz from the LHC, as expected during
upgrade running. A breakdown of each category is available in Table 14.

Figure 1: HLT partially reconstructed (but fully reconstructible) signal rates as a function of decay
time for candidates with pT > 2 GeV/c (left) and transverse momentum cuts for candidates with
⌧ > 0.2 ps(right). The rate is for two-track combinations that form a vertex only for candidates that
can be fully reconstructed offline, ie: All additional tracks are also within the LHCb acceptance.
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Real Time Analysis (RTA)

• The (software) trigger is split into:
• HLT1  partial reconstruction, bandwidth division across ~100 lines.           
This already provides offline-quality objects in real time! (right 
plots)

• HLT2  selections via ~2000 lines
Automatic rate tests deployed for stream optimisation

• First HLT2 signals of the year (05/2023) shown below
• 2023 processing ongoing (e.g. calibration data shown on slide 8)

→

→
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Figure 1: Mass peaks obtained with a preliminary configuration of HLT1. Left: K�⇡+
mass

hypothesis; right: K+⇡�
mass hypothesis. Top: D2KPiLine nominal selections; bottom: refined

o✏ine selections.

Figure 1 shows the invariant mass peaks for the D0! K�⇡+
decays obtained from data1

collected during Run 256030
1
(26 Nov. 2022), corresponding to an integrated luminosity2

of approximately 105 nb
�1
. The HLT1 software and alignment conditions were not optimal3

during data-taking as expected in a commissioning stage. As a result, the used data4

samples are biased by imperfect selections. To address this issue, an updated version5

of HLT1 was rerun o✏ine on the stored data using the hlt1 pp no gec no ut tracking6

sequence and the AlignmentV10 2023 05 09 LHCP alignment tag. HLT1 reconstructed7

quantities, on which the selections are applied, are monitored through the ROOTService8

utility. The nominal selection implemented in the exclusive HLT1 D2KPiLIne is applied at9

o✏ine stage, and it is summarized in Tab. 1. The signal-to-background ratio is improved10

by tightening some requirements. This new refined selection is reported in Tab. 2.11

1https://lbrundb.cern.ch/rundb/run/2568030/

1

HLT1

HLT1
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Conclusions & prospects
• The LHCb collaboration is growing and now facing:
1. Run 2 analyses 
  LNF: semileptonics and rare decays

2. Run 3 commissioning
  LNF: Key roles in MUON and SMOG2

3. Upgrade II R&D (next slide)
Collaboration Overview

24-Jul-23
People Ricercatori Tecnologi People summary Richieste totali (k

€)
SJ (k€) Richieste presenti nel DB SJ

Sezione Pers. FTE FTE/Pers Ricercatori FTE FTE/Pers Tecnologi FTE FTE/Pers MOF-A Authors pdoc dott. diff

BA 12 7.7 0.64 9 7.2 0.80 3 0.5 0.17 7 9 0 1 142.5 50.0 0.0 142.5 50

BO 14 9.9 0.71 12 8.4 0.70 2 1.5 0.75 10 13 2 2 669.0 0.0 497.0 172

CA 18 12.4 0.69 14 10.4 0.74 4 2.0 0.50 13 16 3 2 168.1 0.0 0.1 168

FE 27 20.9 0.77 20 17.5 0.88 7 3.4 0.48 16 24 2 7 279.0 25.0 0.0 279 25

FI 7 6.7 0.96 7 6.7 0.96 0 0.0 0.00 5 7 0 2 96.5 0.0 0.0 96.5

GE 7 4.9 0.70 6 4.8 0.80 1 0.1 0.10 4 5 0 0 154.0 0.0 0.0 154

LNF 16 13.1 0.82 12 10.6 0.88 4 2.5 0.63 14 14 1 1 364.5 0.0 -0.5 365

MI 16 12.2 0.76 14 11.9 0.85 2 0.3 0.15 8 11 4 3 178.5 0.0 0.0 178.5

MIB 13 9.7 0.75 11 9.2 0.84 2 0.5 0.25 10 12 3 0 131.0 0.0 0.0 131

PD 13 7.6 0.58 10 6.6 0.66 3 1.0 0.33 6 9 1 3 108.1 2.0 0.1 108 2

PI 18 15.7 0.87 18 15.7 0.87 0 0.0 0.00 9 16 4 6 204.0 0.0 0.0 204

RM1 6 2.5 0.42 5 2.4 0.48 1 0.1 0.10 4 5 0 0 29.0 0.0 0.0 29

RM2 4 3.1 0.78 4 3.1 0.78 0 0.0 0.00 3 3 0 0 34.5 0.0 0.0 34.5
PG 8 5.3 0.66 8 5.3 0.66 0 0.0 0.00 2 5 0 0 65.5 0.0 0.0 65.5

Totale 179 131.7 0.74 150 119.8 0.80 29 11.9 0.41 111 149 20 27 2624.2 77.0 TOT 2127.5 77

24-Jul-22
People Ricercatori Tecnologi People summary Richieste totali (k

€)
SJ (k€) Richieste presenti nel DB SJ

Sezione Pers. FTE FTE/Pers Ricercatori FTE FTE/Pers Tecnologi FTE FTE/Pers MOF-A Authors pdoc dott.

BA 13 8.1 0.62 10 7.8 0.78 3 0.3 0.10 7 10 0 1 88.0 0.0 88

BO 14 9.5 0.68 13 9.0 0.69 1 0.5 0.50 9 12 3 2 623.5 0.0 623.5

CA 17 15.8 0.93 15 13.8 0.92 2 2.0 1.00 12 16 3 4 196.0 0.0 196

FE 23 15.8 0.69 17 13.7 0.81 6 2.1 0.35 12 18 3 6 273.5 0.0 273.5

FI 7 6.7 0.96 7 6.7 0.96 0 0.0 0.00 5 7 0 2 88.0 0.0 88

GE 6 3.3 0.55 5 3.1 0.62 1 0.2 0.20 3 4 0 0 106.0 0.0 106

LNF 16 12.1 0.76 12 9.8 0.82 4 2.3 0.58 13 14 1 2 304.0 4.0 304 4

MI 15 10.5 0.70 12 10.2 0.85 3 0.3 0.10 7 9 3 1 147.0 0.0 147

MIB 13 8.7 0.67 11 8.2 0.75 2 0.5 0.25 8 11 2 2 96.5 0.0 96.5

PD 11 6.7 0.61 9 5.9 0.66 2 0.8 0.40 4 8 0 4 79.0 79

PI 12 10.0 0.83 12 10.0 0.83 0 0.0 0.00 6 10 1 4 147.5 0.0 147.5

RM1 6 2.7 0.45 5 2.6 0.52 1 0.1 0.10 4 5 0 0 26.5 0.0 26.5

RM2 3 2.1 0.70 3 2.1 0.70 0 0.0 0.00 2 2 0 0 20.5 0.0 20.5
PG 7 4.3 0.61 7 4.3 0.61 0 0.0 0.00 2 4 0 0 48.0 0.0 48

Totale 163 116.3 0.71 138 107.2 0.78 25 9.1 0.36 94 130 16 28 2244.0 4.0
TOT 2244 4

• LHCb is a growing collaboration


• The Italian group is also growing: 13% in just one year


• Currently going through one of its most intense phases:


• Analysis of Run 2 data


• Commissioning the Run 3 detector


• Preparing for Run 4 enhancement


• Planning for Run 5 Upgrade-2


This talk is about the status of Run 3

2

- E. de Lucia: WP-D Simulation Coordinator
                          L2b [01/2022 - 12/2024]
- P. de Simone: Muon Software Coordinator
                          L2b [01/2017 - 12/2024]
- P. Di Nezza: SMOG2 Project Leader
                          L1 [04/2019 - 12/2024] 
- M. Palutan: U2 Planning Group Chair
                          L1 [07/2023 - 06/2024] 

- M. Pepe Altarelli: Chair of Membership Committee
                          L1 [07/2023 - 12/2024] 
- M. Rotondo: Speakers Bureau Member
                          L2b [07/2022 - 06/2024] 
- B. Sciascia: Muon Project Leader
                          L1 [01/2021 - 12/2024] 
- B. Sciascia: Membership Committee Member
                         L2b [01/2021 - 12/2024]

Ruoli di coordinamento in LHCb attivi nel 2024 

• Huge effort to commission the detector with 2022 data:
• Full functionality of all installed subdetectors has been demonstrated
• Calibration & alignment are rapidly improving performance, in some cases 
reaching the expectation

• 2023 data are crucial to achieve full performance:
• UT installed & closed, priority to firmware development 
• Achieving stability of the operations
• VELO incident has a sizeable impact but does not prevent commissioning
• LHC cryo incident during summer voids physics possibilities for 2023
• A leak at TDIS further hampered the commissioning and postponed the p-p 
reference run (for Pb-Pb) to next year

2022

2023
+13 %
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Upgrade II
• Many key observables will be statistically limited after LHCb Upgrade I 
• LHCb Upgrade II is a major detector change to fully exploit HL-LHC
• Lpeak = 2x1034 cm-2 s-1, Lint = 300 fb-1 in Run 5 + Run 6
• The LNF group is committed to:
• MUON Upgrade II:

• Inner regions (R1-R2) where R ~ 1 MHz/cm2  muRwell
• Outer regions (R3-R4) where R < 50 KHz/cm2  keep current MWPCs
• More details: performance and hardware talks @ U2 workshop

• LHCspin project (SMOG3):
• A polarised gas target to bring spin physics at the LHC
• More details: [EPJ WoC 276, 05007 (2023)]

→

→

→ →

[CERN-LHCC-2018-027] [CERN-LHCC-2021-012]
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https://indico.icc.ub.edu/event/163/contributions/1410/attachments/678/1341/santimaria_barcellona_mar2023.pdf
https://indico.icc.ub.edu/event/163/contributions/1628/attachments/679/1344/Santovetti-Barcellona-march-2023.pdf
https://www.epj-conferences.org/articles/epjconf/pdf/2023/02/epjconf_sqm2022_05007.pdf
https://cds.cern.ch/record/2636441?ln=en
http://cdsweb.cern.ch/record/2776420?ln=en
https://iopscience.iop.org/article/10.1088/1748-0221/10/02/P02008
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MUON: time alignment
• LHC provides 1 (or more) isolated bunch crossings, around 
which we look at +-10 BXIDs
1. Coarse time alignment: a peak finding algorithm 
computes the BXID shift wrt reference, which is then 
applied at the nODE level

2. Fine time alignment: the delay is regulated at the FEB 
level with 1.5 ns steps

3. Final time alignment: will be performed with tracks
• MUON: good level of time-alignment on 23k / 24k channels. 
Need tracks to refine & align sparsely populated 1k 
channels

First step - have something nice to work with
● Offline I process the initial 

histograms to produce plots 
for each channels where I 
spread the TDC entries for all 
the BXID in the TAE in the 
same histogram

● In this way I can get at the 
same time coarse and fine 
correction

3

1 bin = 1.56 ns reference

before time alignment after time alignment


