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Proton therapy range verification
• Protons potentially offer better targeting of tumor than x-ray therapy, thanks to Bragg peak.

• But, requires aim in 3D, not just 2D

• In practice, treatment planned with very conservative margins, negating a lot of the potential benefit.
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Range verification techniques
• Many viable approaches using secondary particle emission

• PET, in-beam / post-beam


- Mature systems, but require extra acquisition time & susceptible to 
biological washout.


• Prompt gamma rays—immediate emission and closer 
correspondence to dose.


- Direct imaging (PGI):

• Compton camera: susceptible to combinatorics at high rate & BG

• Collimation: sacrifice sensitivity


- Prompt gamma timing (PGT)

• Time of flight proportional to depth

• No collimator, and only single detection per PG
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proton range verification applications (such as the 16.3 MeV positron endpoint for ​12​N,                         
with a range of ~2 cm)  ​[42] ​. 

 

PG emission 
The drawbacks of PET have fueled interest in the development of prompt gamma                         

imaging (PGI) during proton therapy. PGs are emitted instantaneously (on the order of a                           
few tens of femtoseconds) following an inelastic collision of a protonwith a target nucleus.                             
Like with PET, PGs are produced by nuclear reactions. However, in PGI the measured                           
photons are emitted directly from the nucleus as opposed to PET photons emitted some                           
distance from their origin following a electron­positron annihilation. Thus, the effects of                       
biological washout and decay time seen with the PET method are nonexistent in PGI. In a                               
direct comparison with PET, PG was found to have an approximately 10­fold larger                         
production rate and to have a distribution physically much closer to the Bragg peak ​[43] ​.                             
Thus, the spatial distribution (Figure 3) of the induced activity correlates better with                         
absorbed dose for PG as compared to PET ​[44] ​. The PG production is highest at low proton                                 
energies, as shown in Figure 4. This results in more PG emissions in the vicinity of the                                 
Bragg peak. 

 
 
 
 

 
Figure 3. Simulated profiles for dose (black), prompt gamma (blue), and PET (red) integrated over the                               
entire beam for an abdomen irradiated with pencil beams. All profiles are normalized to unity for                               
easier comparison. The x­axis represents the position along the beam direction relative to the                           
isocenter. Adapted from  ​[43] ​. 
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Prompt gamma emission

Moteabbed, España, Paganetti, Phys. Med. Biol. 2011

https://pubmed.ncbi.nlm.nih.gov/21263174/


Prompt gamma timing
• Key challenges

- Pushing limits of time resolution

- High signal intensity / pileup / repetition rate

- Backgrounds (neutrons, gammas)

- Radiation damage to start detector

Figure 2: Each of the samples used in this work labeled as defined in figure 1.

three were placed on fixed positions at approximately 20 cm from the target (figure 1). The smaller
TlBr20 and TlCl5 crystals were coupled with 3⇥3 mm2 Hamatsu Silicon Photomultipliers (SiPMs)
S14160-3050HS while TlBr12 was coupled with a 6⇥6 mm2 Hamamatsu SiPM S14160-6050HS to
cover more surface. The SiPMs were readout using Broadcom (San Jose, CA, USA) AFBR-S4K
evaluation boards. Their output was amplified with ZFL-1000LNB+ RF low noise amplifiers from
Mini-Circuits (Brooklyn, NY, USA) before digitization. All SiPMs were biased at 41 V and operated
at room temperature.

The RF, T0, and gamma-ray waveforms were recorded using two daisy-chained DRS4 evaluation
boards from Paul Scherrer Institute (Villigen, Switzerland). The signals of the prompt gamma
detectors (TlBr12, TlBr20, and TlCl5) were used as triggers. Their trigger thresholds were set at
100 mV and an OR logic with the three of them was used. For each event 5 waveforms were recorded:
the RF signal, the T0, and the three prompt gamma detectors. The record length and sampling
frequency was 200 ns and 5 GS/s, respectively, for all waveforms.

2.3 Analysis

For each prompt gamma detector, 30k events were acquired at each target position. The timestamp
for each of the prompt gamma detectors was determined through the use of a leading edge threshold
set above the noise of the signal after baseline subtraction. Figure 3 shows a representative event
indicated in blue with a prompt rise associated with the Cherenkov emission followed by the decay
time of the SiPM and preamplifier. Pileup from this decay was found to be insignificant given the
e�ciency of the setup.

For the T0 detector, each waveform contained between 4 and 5 regular pulses within the trace of
each event, each of them corresponding to one proton bunch. The baseline was determined through
the use of a linear fit on the tail of the proceeding pulse. The timestamp for each pulse was then
again determined through a leading edge threshold after inversion and subtraction of this baseline.
These are indicated by maroon dashed lines in figure 3. To choose the best reference, a consistency
cut was applied to keep only pulses for which the timestamp was within 1 ns of an integer multiple
of the beam period for any other T0 pulse. After the cut, the T0 pulse with the fastest rise time to
15 mV after crossing the leading edge threshold was selected as the start reference. The proton time
of flight was determined as the di↵erence between the T0 and gamma detector timestamps modulo
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FIGURE 5 | Illustrative sketch of the PGT method. The therapeutic 
proton p (the projectile) slows down as it penetrates the target and interacts 
with a nucleus, which emits a prompt gamma ray. The time between the 
entrance of the proton to the target (the start !ag) and the arrival of the 
gamma ray to the detector (the stop !ag at the yellow rectangle) encodes the 
proton transit time and gamma time of !ight, which can be correlated to the 
depth of interaction of the proton (gamma emission point).

FIGURE 4 | Incoherent scattering event in a two-plane Compton 
camera. The cone surface contains the possible incidence directions (any 
generatrix) of the initial photon (γ). It interacts with the scatterer plane and 
deposits an energy Ls. The scattered photon (γ′) releases the rest of the 
energy La in the absorber. The line connecting both interaction points (in 
orange) is the propagation direction of γ′. This de"nes the axis (directrix) of 
the aforementioned cone, with half-opening (scattering) angle θ and vertex at 
the scatter point.
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!ick collimators reduce the system e"ciency and deteriorate 
the image quality, whereas large detectors increase critically 
the system price and enlarge the footprint. Hence, alternative 
concepts are needed.

Dedicated PGI detector systems have been designed and 
tested in the last decade based on active or passive collimation. A 
pin-hole camera (30) is the pioneer approach to scan the prompt 
gamma emission distribution in a right angle to the beam track. 
Many research groups have performed experiments based on 
slit cameras at proton or carbon beams (31–37). !e knife-edge-
shaped camera has demonstrated the feasibility of millimeter 
range veri#cation at clinical current intensities (38) in real time 
on a spot basis with realistic treatment plans and heterogeneous 
phantoms (39).

Among actively collimated systems, most e$orts are con-
centrated on the Compton camera (40). It comprises multiple 
position sensitive gamma ray detectors, which are arranged in 
one scatterer and one absorber, or in several scatter planes. !e 
prompt gamma rays reach the detectors, and the energy deposit 
as well as the point of interaction in each plane are measured, 
cf. Figure  4 for the two-plane camera. !e Compton equation 
(41) relates the scattering angle θ to the initial (Eγ) and #nal (Eγʹ) 
photon energies:
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where Ls and La are the energies released in scatterer and 
absorber, respectively, and mec2 = 511-keV is the electron rest 
energy. In contrast to a slit camera, no collimation is needed 
in order to reconstruct the angle of incidence of the gamma 

ray, and two-dimensional (2D) or even three-dimensional 
(3D) images instead of one-dimensional (1D) pro#les may 
be obtained. More single gamma rays and directions can be 
detected, but the condition of simultaneous interaction in the 
di$erent camera stages limits the overall e"ciency. Furthermore, 
the instrumentation requirements in terms of spatial, time, and 
energy resolution for the detectors of a Compton camera are 
especially high, and the reconstruction algorithm is complex 
and computationally intensive, as the incident direction can-
not be recovered univocally for each event. Nowadays, a PGI 
Compton camera prototype demonstrating range veri#cation 
in a clinical scenario is still a challenge several institutes aim at 
(42–47), and the only published experimental results at a proton 
beam are constrained to <2-MeV gammas (48, 49) or to beam 
currents far below the clinical case (50). Technical complexity, 
electronics expense, low coincident e"ciency, high detector 
load, radiation background, and the elevated percentage of 
random coincidences are intrinsic hurdles that cast doubts on 
the applicability of this concept (19).

In the recent years, one can identify a trend toward less 
complicated PGI systems, at least concerning hardware. !ese 
may have a faster translation into clinical practice due to their 
lower price (35, 37, 51). !e Prompt Gamma Ray Timing (PGT) 
method (28) is one of these novel approaches, which relies on a 
single monolithic detector with excellent timing resolution and 
no collimation. As a consequence of the measurable transit time 
of ions through matter, the detection times of prompt gamma 
rays encode essential information about their spatial emission 
point. Figure  5 illustrates this physical e$ect: the deeper the 
proton interaction (prompt gamma emission) point, the larger 
the proton transit time and time of 'ight of the gammas to the 
detector. Applying the Continuous Slowing Down Approximation 
(CSDA), the transit time can be derived mathematically (28) if the 
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proton p (the projectile) slows down as it penetrates the target and interacts 
with a nucleus, which emits a prompt gamma ray. The time between the 
entrance of the proton to the target (the start !ag) and the arrival of the 
gamma ray to the detector (the stop !ag at the yellow rectangle) encodes the 
proton transit time and gamma time of !ight, which can be correlated to the 
depth of interaction of the proton (gamma emission point).

FIGURE 4 | Incoherent scattering event in a two-plane Compton 
camera. The cone surface contains the possible incidence directions (any 
generatrix) of the initial photon (γ). It interacts with the scatterer plane and 
deposits an energy Ls. The scattered photon (γ′) releases the rest of the 
energy La in the absorber. The line connecting both interaction points (in 
orange) is the propagation direction of γ′. This de"nes the axis (directrix) of 
the aforementioned cone, with half-opening (scattering) angle θ and vertex at 
the scatter point.
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the system price and enlarge the footprint. Hence, alternative 
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Dedicated PGI detector systems have been designed and 
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where Ls and La are the energies released in scatterer and 
absorber, respectively, and mec2 = 511-keV is the electron rest 
energy. In contrast to a slit camera, no collimation is needed 
in order to reconstruct the angle of incidence of the gamma 

ray, and two-dimensional (2D) or even three-dimensional 
(3D) images instead of one-dimensional (1D) pro#les may 
be obtained. More single gamma rays and directions can be 
detected, but the condition of simultaneous interaction in the 
di$erent camera stages limits the overall e"ciency. Furthermore, 
the instrumentation requirements in terms of spatial, time, and 
energy resolution for the detectors of a Compton camera are 
especially high, and the reconstruction algorithm is complex 
and computationally intensive, as the incident direction can-
not be recovered univocally for each event. Nowadays, a PGI 
Compton camera prototype demonstrating range veri#cation 
in a clinical scenario is still a challenge several institutes aim at 
(42–47), and the only published experimental results at a proton 
beam are constrained to <2-MeV gammas (48, 49) or to beam 
currents far below the clinical case (50). Technical complexity, 
electronics expense, low coincident e"ciency, high detector 
load, radiation background, and the elevated percentage of 
random coincidences are intrinsic hurdles that cast doubts on 
the applicability of this concept (19).

In the recent years, one can identify a trend toward less 
complicated PGI systems, at least concerning hardware. !ese 
may have a faster translation into clinical practice due to their 
lower price (35, 37, 51). !e Prompt Gamma Ray Timing (PGT) 
method (28) is one of these novel approaches, which relies on a 
single monolithic detector with excellent timing resolution and 
no collimation. As a consequence of the measurable transit time 
of ions through matter, the detection times of prompt gamma 
rays encode essential information about their spatial emission 
point. Figure  5 illustrates this physical e$ect: the deeper the 
proton interaction (prompt gamma emission) point, the larger 
the proton transit time and time of 'ight of the gammas to the 
detector. Applying the Continuous Slowing Down Approximation 
(CSDA), the transit time can be derived mathematically (28) if the 
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where Ls and La are the energies released in scatterer and 
absorber, respectively, and mec2 = 511-keV is the electron rest 
energy. In contrast to a slit camera, no collimation is needed 
in order to reconstruct the angle of incidence of the gamma 

ray, and two-dimensional (2D) or even three-dimensional 
(3D) images instead of one-dimensional (1D) pro#les may 
be obtained. More single gamma rays and directions can be 
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load, radiation background, and the elevated percentage of 
random coincidences are intrinsic hurdles that cast doubts on 
the applicability of this concept (19).
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complicated PGI systems, at least concerning hardware. !ese 
may have a faster translation into clinical practice due to their 
lower price (35, 37, 51). !e Prompt Gamma Ray Timing (PGT) 
method (28) is one of these novel approaches, which relies on a 
single monolithic detector with excellent timing resolution and 
no collimation. As a consequence of the measurable transit time 
of ions through matter, the detection times of prompt gamma 
rays encode essential information about their spatial emission 
point. Figure  5 illustrates this physical e$ect: the deeper the 
proton interaction (prompt gamma emission) point, the larger 
the proton transit time and time of 'ight of the gammas to the 
detector. Applying the Continuous Slowing Down Approximation 
(CSDA), the transit time can be derived mathematically (28) if the 
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Low Gain Avalanche Diodes (LGAD)
• Silicon ionization sensors optimized for timing: Low Gain Avalanche Detectors (LGADs)

- Thin depletion region (50 micron): fast & uniform signals

- Modest internal gain (x10-40): boost signal-to-noise. Analogous to APD, not SiPM


• Note for charged particles, thinness does not harm sensitivity

• Time resolution σ = 30 ps for MIPs, likely 20-25 ps for 50-200 MeV protons
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3.2. Silicon sensors 101

Figure 3.5: A cross-section diagrams comparing a standard Silicon detector and an Ultra-Fast
Silicon Detector. UFSDs have an additional p implant providing the larger electric field needed
for charge multiplication.

each pad has an extension of at least 1 mm in each direction, while the thickness is2616

about 50 µm, yielding an almost perfect parallel plate configuration. Distortion due2617

to non saturated drift velocity is minimized by operating the sensor at a bias voltage2618

where the carriers’ velocity is saturated.2619

• sTDC: the effect of the TDC binning is discussed in Sec. 3.3.5.2620

3.2 Silicon sensors2621

3.2.1 Design and specifications2622

The design requirements for a hermetic MIP precision timing detector in the CMS endcap re-2623

gion present a number of challenges. What is needed is a uniform and efficient device capable2624

of operating with sufficient radiation resistance to maintain performance throughout the life-2625

time of the HL-LHC. To meet these needs the ETL will be instrumented with Ultra-Fast Silicon2626

Detector (UFSD), planar silicon devices based on the LGAD technology [21, 22].2627

UFSDs are planar silicon sensors incorporating a low, controlled, gain in the signal formation2628

mechanism, see Figure 3.5. Charge multiplication in silicon sensors happens when the charge2629

carriers are in electric fields of the order of E ⇠ 300 kV/cm. Under this condition the electrons2630

(and to less extent the holes) acquire sufficient kinetic energy to generate additional e/h pairs.2631

A field value of 300 kV/cm can be obtained by implanting an appropriate charge density that2632

locally generates very high fields (ND ⇠ 1016/cm3). The gain has an exponential dependence2633

on the electric field N(l) = Noea(E)l , where a(E) is a strong function of the electric field and l2634

is the path length inside the high field region. The gain layer is realized through the addition2635

of a p-type implant and, to avoid breakdown, its lateral spread is controlled by deep n doped2636

implant, called JTE. Typical gain values are in the 10-30 range, modest compared to gains of2637

thousands or more in APDs or SiPMs.2638

Three vendors have successfully produced optimized UFSDs which have been tested by CMS2639

and are being considered for providing the ETL sensors, including Centro Nacional de Mi-2640

croelectronica (CNM), Barcelona [21, 56, 57], Fondazione Bruno Kessler (FBK) [58, 59], and2641

Hamamatsu Photonics (HPK) [60, 61].2642

Achieving good time performance at low gain requires silicon pixel sizes typically less than a2643

few mm2, to limit the sensor capacitance, implying that a large number of pixels are required2644

to cover the 7 m2 of each ETL endcap. The design studied in the 2017 CMS MTD Technical2645

Proposal (TP) used very large sensors, 5 cm ⇥ 10 cm, with 3 mm ⇥ 1 mm pixels. Our R&D and2646
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Traditional Si diode detector

Low Gain Avalanche Detector
arxiv:1704.08666

50 um thickness: 

σ = 30 ps

HPK LGAD array, segmented in mm pads

LGAD (UFSD) also proposed for PGT by Pennazio, Ferrero et al

https://arxiv.org/abs/1704.08666
https://iopscience.iop.org/article/10.1088/1361-6560/ac5765


LGAD radiation hardness
• Originally developed for hadron colliders — radiation and hit rate tolerance are critical. 

• Study radiation hardness w/ nuclear reactor (up to 1.5 x 1015 neutrons / cm2)
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LGAD radiation hardness
• Originally developed for hadron colliders — radiation and hit rate tolerance are critical. 

• Study radiation hardness w/ nuclear reactor (up to 1.5 x 1015 neutrons / cm2)
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Cherenkov detectors
• Pure Cherenkov emission: 

instantaneous light. Ideal for timing and 
pileup tolerance


• Several good options: PbF2, TlBr, TlCl

- TlBr: can operate as semiconductor 

detector

- TlCl: higher Cherenkov yield. Can be 

doped for scintillation

- PbF2: slightly higher stopping power


• Light yield heavily dependent on energy

- 511 keV → detect few photons

- 2-6 MeV → detect tens or hundreds

- Set threshold to reject BG


• 3 prototypes studied: TlBr (12 mm)3, 
TlBr 3x3x20 mm3, TlCl (5 mm)3

8

Figure 2: Each of the samples used in this work labeled as defined in figure 1.

three were placed on fixed positions at approximately 20 cm from the target (figure 1). The smaller
TlBr20 and TlCl5 crystals were coupled with 3⇥3 mm2 Hamatsu Silicon Photomultipliers (SiPMs)
S14160-3050HS while TlBr12 was coupled with a 6⇥6 mm2 Hamamatsu SiPM S14160-6050HS to
cover more surface. The SiPMs were readout using Broadcom (San Jose, CA, USA) AFBR-S4K
evaluation boards. Their output was amplified with ZFL-1000LNB+ RF low noise amplifiers from
Mini-Circuits (Brooklyn, NY, USA) before digitization. All SiPMs were biased at 41 V and operated
at room temperature.

The RF, T0, and gamma-ray waveforms were recorded using two daisy-chained DRS4 evaluation
boards from Paul Scherrer Institute (Villigen, Switzerland). The signals of the prompt gamma
detectors (TlBr12, TlBr20, and TlCl5) were used as triggers. Their trigger thresholds were set at
100 mV and an OR logic with the three of them was used. For each event 5 waveforms were recorded:
the RF signal, the T0, and the three prompt gamma detectors. The record length and sampling
frequency was 200 ns and 5 GS/s, respectively, for all waveforms.

2.3 Analysis

For each prompt gamma detector, 30k events were acquired at each target position. The timestamp
for each of the prompt gamma detectors was determined through the use of a leading edge threshold
set above the noise of the signal after baseline subtraction. Figure 3 shows a representative event
indicated in blue with a prompt rise associated with the Cherenkov emission followed by the decay
time of the SiPM and preamplifier. Pileup from this decay was found to be insignificant given the
e�ciency of the setup.

For the T0 detector, each waveform contained between 4 and 5 regular pulses within the trace of
each event, each of them corresponding to one proton bunch. The baseline was determined through
the use of a linear fit on the tail of the proceeding pulse. The timestamp for each pulse was then
again determined through a leading edge threshold after inversion and subtraction of this baseline.
These are indicated by maroon dashed lines in figure 3. To choose the best reference, a consistency
cut was applied to keep only pulses for which the timestamp was within 1 ns of an integer multiple
of the beam period for any other T0 pulse. After the cut, the T0 pulse with the fastest rise time to
15 mV after crossing the leading edge threshold was selected as the start reference. The proton time
of flight was determined as the di↵erence between the T0 and gamma detector timestamps modulo

4

Page 4 of 13AUTHOR SUBMITTED MANUSCRIPT - PMB-116333.R2

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60 Acc

ep
ted

 M
an

us
cri

pt

4

Fig. 5. Energy deposited (EDEP) per event vs detected Cherenkov photons
for 1×1×1 cm3 TlCl using 4.4 MeV prompt-gammas. The dataset was sorted
according to the interaction process of the parent gamma (gamma originating
the event).

Fig. 6. Detected Cherenkov photons in 1⇥1⇥1 cm3 TlCl crystal using 2.3
MeV (blue), 4.4 MeV (purple) and 6.1 MeV (green) prompt-gammas and HPK
S14160-3050HS PDE. The dataset was sorted according to the interaction
process of the parent gamma (gamma originating the event).

values of detected Cherenkov photons. A Gaussian fit was
used for all energies despite the irregular shape of 2.3 MeV

distributions.
TlCl achieved the highest detection performance for all

scenarios out of the three materials. The number of detected
Cherenkov photons ranged from 33 photons, at 2.3 MeV, to
approximately 150 Cherenkov photons, at 6.1 MeV.

Figure 8 shows the mean of the fit to the detected Cherenkov
photons distributions as a function of the prompt-gamma en-
ergy for 1 cm thick crystals using high-PDE PD. In comparison
with TlBr and PbF2, results suggest TlCl can resolve each
distribution of detected Cherenkov photons for each energy
more effectively.

Fig. 7. Detected Cherenkov photons (µ) in 1 cm and 4 cm thick TlBr (top),
TlCl (middle) and PbF2 (bottom) crystals, using HPK S14160-3050HS PDE,
for all simulated energies. µ and � are the gaussian fit parameters.

IV. DISCUSSION

Simulations allowed to focus the study on the gamma
interactions with the crystal and on the impact of the intrinsic
characteristics of each material in the generation and detection
of Cherenkov light. Prompt-gamma energy was the main factor
affecting the number of detected Cherenkov photons per event.
The dominant interaction processes were Compton scattering
and pair production at 2.3 and 6.1 MeV, respectively.

The number of detected Cherenkov photons varied with
material choice, ranging from approximately 84 Cherenkov
photons with TlBr to 152 with TlCl, at 6.1 MeV. While the

This article has been accepted for publication in IEEE Transactions on Radiation and Plasma Medical Sciences. This is the author's version which has not been fully edited and 
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Cherenkov Light Emission in Pure Cherenkov
Emitters for Prompt Gamma Imaging

L. Rebolo, C. Trigila, J. Ellin, P.M. Mendes Correia, A.L. Silva,
J. Veloso, S. St. James, E. Roncali, and G. Ariño-Estrada

Abstract—Proton range verification (PRV) in proton therapy

by means of prompt-gamma detection is a promising but chal-

lenging approach. High count rates, energies ranging between

1 MeV and 7 MeV, and a strong background complicate

the detection of such particles. In this work, the Cherenkov

light generated by prompt-gammas in the pure Cherenkov

emitters TlBr, TlCl and PbF2 was studied. Cherenkov light

in these crystals can provide a very fast timing signal with

the potential to achieve very high count rates and to discern

between prompt-gammas and background signals. Crystals of

1⇥1 cm
2

and thicknesses of 1 cm, 2 cm, 3 cm and 4 cm were

simulated. Different photodetector configurations were studied

for 2.3 MeV, 4.4 MeV, and 6.1 MeV prompt-gammas. TlCl

achieved the greatest number of detected Cherenkov photons

for all energies, detector dimensions, and photodetector efficiency

modeling. For the highest prompt-gamma energy simulated, TlCl

yielded approximately 250 Cherenkov detected photons, using a

hypothetical high-performance photodetector. Results show the

crystal blocks of 1 cm ⇥ 1 cm ⇥ 1 cm have greater prompt-

gamma detection efficiency per volume and a comparable average

number of detected Cherenkov photons per event.

Index Terms—Cherenkov light, Cherenkov emitters, Proton

range verification, Prompt-gamma imaging

I. INTRODUCTION

P
ROMPT gamma imaging (PGI) is one of the proposed
methods for proton range verification (PRV) in proton

radiotherapy (PR) [1], [2]. PGI aims to monitor the position
of the Bragg Peak in PR using the information provided by
prompt-gammas emitted during nuclear de-excitations of target
nuclei, predominantly carbon and oxygen [3]. The emission
profile of prompt-gammas is strongly correlated with the dose
distribution of protons in the target, showing a significantly
greater emission in the Bragg peak region, with a few mil-
limeters offset [4].

While prompt-gammas in this application have energies
between 1 MeV and 7 MeV [1], [5], the lines at 4.4 MeV
and 6.1 MeV attract most interest because they have relatively
high cross-section compared to the rest and seem to provide
a relative enhancement of the discrimination of the distal
dose falloff, compared to lower energy lines [6]–[8]. Besides,
prompt-gammas are emitted within few picoseconds after

This work was supported in part by grants R01EB029533 (PI Ariño-
Estrada), R01EB034062 (PI Ariño-Estrada), and R01EB027130 (PI Roncali).

L.R., C.T., J.E., E.R. and G.A.E. are with the Department of Biomedical
Engineering at the University of California, Davis, Davis, California, USA
(e-mail: garino@ucdavis.edu). S.S.J. is with the Huntsman Cancer Center in
the University of Utah, Salt Lake City, Utah, USA. E. R. is also with the
Department of Radiology at UC Davis. P. C., A. L. S. and J. V. are with
I3N-Physics Department of the University of Aveiro, Aveiro, Portugal.

This work did not involve human subjects or animals in its research.

nuclear interactions, unlike the decay of other byproducts of
the proton beam, such as positron emitters, which otherwise
suffer from biological washout and range effects [9]–[11].
Nonetheless, very high count rates, the presence of intense
background, and much greater energies compared to other
medical imaging modalities in nuclear medicine and radiology,
pose unique challenges to the clinical use of PGI [12].

This work focuses in the study of Cherenkov light generated
by prompt-gammas in thallium bromide (TlBr), thallium chlo-
ride (TlCl) and lead fluoride (PbF2), which are pure Cherenkov
emitters with high detection efficiency. Table I summarises
their physical properties.

TABLE I
PHYSICAL AND OPTICAL PROPERTIES OF TLBR, TLCL AND PBF2 . DATA

FROM [13]–[15].

.
Properties TlBr TlCl PbF2

Density [g/cm3] 7.5 7.0 7.8

Attenuation length [cm]
2.3 MeV 3.1 3.3 3.0
4.4 MeV 3.4 3.5 3.2
6.1 MeV 3.3 3.4 3.1

Refractive index at 550 nm 2.48 2.32 1.78
Cutoff wavelength [nm] 440 380 250

The rate of prompt-gammas in PR for typical beam currents,
between a few hundreds of pA to tens of nA, is approximately
108 prompt-gammas per second or greater [16], [17]. For
relatively big detectors consisting of scintillation crystals, such
rates will lead to pile-up effects unless a collimation method
is used.

Oppositely to scintillation light, Cherenkov light is emitted
entirely within few picoseconds after the interaction of the
prompt-gamma in the material, which can enable much greater
count rates than scintillation-based detectors. Moreover, the
average value of detected Cherenkov photons for 511 keV
gamma interactions is between 1 and 3 using TlBr, TlCl
[13] and PbF2 [18] crystals, and therefore it is practically
insensitive to this source of background when a moderate
hardware threshold is set.

The accurate time-stamp provided by Cherenkov light al-
lows the use of time-of-flight based gating to reduce the
background due to neutron-induced prompt-gammas [19]. PGI
using prompt gamma timing (PGT) has been studied with
PbF2 detectors coupled to silicon photomultipliers (SiPMs)
[20]. Cherenkov light in TlBr and TlCl were also studied
for time-of-flight positron emission tomography (TOF-PET)
[13], [21]. Additionally, TlBr Cherenkov Charge Induction
gamma detector for 511 keV and 1.275 MeV gamma energies

This article has been accepted for publication in IEEE Transactions on Radiation and Plasma Medical Sciences. This is the author's version which has not been fully edited and 
content may change prior to final publication. Citation information: DOI 10.1109/TRPMS.2023.3323838
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82 photons

148 photons

106 photons
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Gamma stop detectors

LGAD start detectors

Brass shielding
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Prompt gammas

PMMA target

Beam demonstration at UC Davis Crocker Cyclotron
• 67.5 MeV proton beamline used to treat 

ocular cancers. Operate at 225 pA

• Beam impinges on PMMA target on motion 

stage

• Scan target position over 12 mm range—

aim to detect range shift based on ToF. 

9

Capture waveforms with CAEN 
DT5742 (DRS4)

Trigger on stop detectors 
with DRS4 USB module



Time of flight analysis
• Approach for time of flight depends on beam structure:

10

• LGAD could time single protons with σ ~ 30 ps

• This case—can’t associate gamma with parent 

• Instead, trigger on gamma, search for bunch 

timestamp. Multiple chances per event:

- 4x bunches per window (modulo 44.4 ns)


- 5x LGAD pixels 


• ToF resolution dominated by bunch width.


44.4 ns spacing

Each bunch: O(50) protons

                     O(500 ps) width

1 LGAD pixel, 10 events in different colors

DRS4 sample [~200 ps]

Time-averaged current: 225 pA



Example event
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Target position = 0 mm • LGAD signal resolves in 2 ns: ideal 
for high rate timing


• Cherenkov light production 
instantaneous, in this case long tail 
due to electronics—can also resolve 
much faster.


• Timestamp both LGAD and 
Cherenkov detectors at 20% CFD
LGAD TlBr (12 mm)3



Time of flight distributions
• Two populations in time of flight: 

- “Control”: prompt gammas from upstream collimator


- “Target”: from PMMA phantom


• For range shift analysis, want robust marker for typical time. Fit each population with Gaussian, 
track position of mean - sigma 
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Statistical uncertainty, from bootstrap
• Generate random histograms using poisson fluctuations around fit, re-perform fit to extract time

• Take RMS of extracted times as statistical uncertainty 
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• Statistical uncertainty 10-12 ps for best performing detector (12 mm)3 TlBr, 25 ps for others.

• For 67 MeV protons, 1 mm ~ 9.3 ps.  Roughly σ = 1.3 mm statistical uncertainty on range shift.

RMS: 12 ps

Histogram of mean - sigma variations

(12 mm)3 TlBr



Range shift analysis
• Took data at 9 different target 

positions spanning 12 mm total


• Plot time shift vs position for both 
populations


• Accuracy check: slope should 
correspond to proton velocity at 
67.5 MeV— 9.3 ps/mm


• Control population: useful check for 
timing drifts & systematic effects!
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Range shift analysis

• Observe systematic drift in Control population with all detectors, at roughly 2 ps / mm

• Eventually understood as LGAD-related drift. Correct Target population based on Control slope

• Ultimately all velocities consistent with 9.3 ps/ms expectation— 


• (12 mm)3 TlBr: 11.2 ± 1.1 ps/mm, (5 mm)3 TlCl: 9.3 ± 3.1 ps/mm, 3x3x20 mm3 TlBr: 5.5 ± 2.6
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 2.6 ps/mm±Net slope: -5.5 
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 TlBr312 mm×12×Stop detector 3,  12

/NDF: 25.3/72χ 0.7 ps/mm; ±Control population: dt/dz = -2.2 

/NDF: 6.9/72χ 1.1 ps/mm; ±Target population: dt/dz = -13.4 

 1.3 ps/mm±Net slope: -11.2 
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 TlCl35 mm×5×Stop detector 1,  5

/NDF: 2.3/72χ 2.0 ps/mm; ±Control population: dt/dz = -1.7 

/NDF: 6.8/72χ 2.4 ps/mm; ±Target population: dt/dz = -11.0 

 3.1 ps/mm±Net slope: -9.3 

(12 mm)3 TlBr3x3x20 mm3 TlBr(5 mm)3 TlCl



Accelerator RF phase as start indicator?
• Typically, RF signal from accelerator is readily accessible. Can we use it to time the bunch, 

rather than a dedicated start detector?
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22.5 MHz sine wave digitized every event.

Fit phase with 10 ps precision



Accelerator RF phase as start indicator?
• Typically, RF signal from accelerator is readily accessible. Can we use it to time the bunch, 

rather than a dedicated start detector?
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Target position = 0 mm
22.5 MHz sine wave digitized every event.

Fit phase with 10 ps precision

RF phase - LGAD time over ten minutes:

• No! RF phase drifts by O(ns) on timescale of minutes. Start detector is needed! (At least, at this beamline.)



Concluding remarks

• Achieve 1.3 mm precision with sample size of 20-30k 
prompt gammas


- Typical pencil beam spot: 108 protons, 107 PG *

- Implies clinical system needs efficiency only 0.2-0.3%

— very reasonable.


• Background is barely visible: SNR ~ 40

- Thanks to Pure Cherenkov emission

- Thanks to narrow time window

• Both factors could benefit PGI system w/ modest 

timing information, too.

18

0 5 10 15 20 25 30 35 40 45
T, Stop detector 3 - LGAD [ns]∆

0

500

1000

1500

2000

2500

3000

3500

En
tri

es

/NDF = 4.7/102χ 14 ps, ± =  628 σ 0.01 ns, ± = 12.74 µControl: 

/NDF = 25.3/202χ 15 ps, ± =  851 σ 0.02 ns, ± = 17.42 µTarget: 

Target position = 9 mm  TlBr312 mm×12×Stop detector 3,  12

*Pausch et al, NIM A, 2020

https://doi.org/10.1016/j.nima.2018.09.062


Summary
• Successful demonstration of prompt gamma timing system with LGADs and Cherenkov detectors


• Detectors tolerate high rate and are relatively insensitive to background


• Achieve 12 ps / 1.3 mm uncertainty (RMS) on range shift & accurately reconstruct proton velocity


• Control population at constant time extremely useful experimental tool


• Detector concepts promising for scaling towards full clinical system.
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LGAD risetime drift
• LGAD risetime (10-90%) steadily increasing: 

660 ps to 670 ps

• What is happening? Exaggerated radiation 

damage

- Total flux: 1013 protons (~1000 treatment fractions)


- Setup not optimized for radiation tolerance

• Max bias voltage: 210 V


• Uncontrolled temperature (≥ 30 C)


- Result: defects from rad damage increase leakage 
current, cause few volt droop in bias, reducing E-
field and drift velocity in LGAD.


• This effect not relevant in clinical operation.  
Would operate at -20 C & scale voltage with 
damage.


• LGAD will perform for ~ 105 fractions, > 1 year.
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LGAD risetime vs position, 5 channels


