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UHECRs with full sky coverage and complementary techniques
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130 researchers
5 countries

Pierre Auger Observatory
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18 countries
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Pierre Auger Observatory (Malargue, Argentina)
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Auger detectors
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Examples of the higest energy events

Auger: 72 EeV, 36 degrees
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Auger coll. ApJS 264 50 (2023)

TA: 244 EeV, 38 degrees

primarily consist of electromagnetic particles.
We applied a neural network proton-photon
classifier, developed for photoinduced shower
searches using the TA SD (23, 24), to this event.
The classifier excludes a photon as the pri-
mary particle at the 99.986% confidence lev-
el, instead favoring a proton as the primary

particle. However, the classifier is unable to
distinguish between protons and heavier
nuclei for this event because the fluorescence
detectors were not operating at the time (owing
to bright moonlight).
The core position of this event was located

1.1 km from the northwest edge of the SD (Fig.

1A). We evaluate the statistical uncertainty
of the reconstructed energy using a detector
simulation (12) and assuming the reconstructed
geometry and energy parameters; we find an
energy resolution of 29 EeV for this event.
Assuming an energy spectrum of E−4.8 above
100 EeV, as previously measured using the TA

Fig. 1. The high-energy particle event observed by TA SD on 27 May 2021.
(A) Map of the TA SD; each dot indicates the location of a SD station. The black
arrow indicates the shower direction projected on the ground. The landing shower
core position was located at (−9471 ± 31 m, 1904 ± 23 m), measured from the
center of the SD. The size of the colored circles is proportional to the number of
particles detected by each station, and the color denotes the relative time from
the earliest detector [both quantified in (B)]. (B) The corresponding detector
waveforms for each station, in flash analog–to–digital converter (FADC) counts. Each
detector has a separate y axis. Labels indicate the detector number, total signal
in units of the minimum ionizing particle (MIP), and the distance from the shower
axis. Thick and thin lines (mostly overlapping) are the recorded signals in the upper and lower layers of each station. Each SD is identified by a four-digit number:
The first two digits correspond to the column of the array in which the SD is located (numbered west to east), and the second two digits correspond to the row
(numbered south to north). Colors correspond to those in (A). UTC, coordinated universal time.

Table 1. Reconstructed properties of the high-energy event. The reconstructed energy and S800 are given for the high-energy particle. The arrival
direction is given in both the observed zenith-azimuth coordinates and the derived equatorial coordinates. The azimuth angle is defined to be anticlockwise
from the east. The event time is expressed in UTC.

Time (UTC) Energy (EeV) S800 (m−2) Zenith angle Azimuth angle R.A. Dec.

27 May 2021 10:35:56 244 T 29 stat:ð Þ þ51
�76 syst:ð Þ 530 ± 57 38.6 ± 0.4° 206.8 ± 0.6° 255.9 ± 0.6° 16.1 ± 0.5°

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .
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Examples of the higest energy events

Auger: 72 EeV, 36 degrees
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primarily consist of electromagnetic particles.
We applied a neural network proton-photon
classifier, developed for photoinduced shower
searches using the TA SD (23, 24), to this event.
The classifier excludes a photon as the pri-
mary particle at the 99.986% confidence lev-
el, instead favoring a proton as the primary

particle. However, the classifier is unable to
distinguish between protons and heavier
nuclei for this event because the fluorescence
detectors were not operating at the time (owing
to bright moonlight).
The core position of this event was located

1.1 km from the northwest edge of the SD (Fig.

1A). We evaluate the statistical uncertainty
of the reconstructed energy using a detector
simulation (12) and assuming the reconstructed
geometry and energy parameters; we find an
energy resolution of 29 EeV for this event.
Assuming an energy spectrum of E−4.8 above
100 EeV, as previously measured using the TA

Fig. 1. The high-energy particle event observed by TA SD on 27 May 2021.
(A) Map of the TA SD; each dot indicates the location of a SD station. The black
arrow indicates the shower direction projected on the ground. The landing shower
core position was located at (−9471 ± 31 m, 1904 ± 23 m), measured from the
center of the SD. The size of the colored circles is proportional to the number of
particles detected by each station, and the color denotes the relative time from
the earliest detector [both quantified in (B)]. (B) The corresponding detector
waveforms for each station, in flash analog–to–digital converter (FADC) counts. Each
detector has a separate y axis. Labels indicate the detector number, total signal
in units of the minimum ionizing particle (MIP), and the distance from the shower
axis. Thick and thin lines (mostly overlapping) are the recorded signals in the upper and lower layers of each station. Each SD is identified by a four-digit number:
The first two digits correspond to the column of the array in which the SD is located (numbered west to east), and the second two digits correspond to the row
(numbered south to north). Colors correspond to those in (A). UTC, coordinated universal time.

Table 1. Reconstructed properties of the high-energy event. The reconstructed energy and S800 are given for the high-energy particle. The arrival
direction is given in both the observed zenith-azimuth coordinates and the derived equatorial coordinates. The azimuth angle is defined to be anticlockwise
from the east. The event time is expressed in UTC.

Time (UTC) Energy (EeV) S800 (m−2) Zenith angle Azimuth angle R.A. Dec.

27 May 2021 10:35:56 244 T 29 stat:ð Þ þ51
�76 syst:ð Þ 530 ± 57 38.6 ± 0.4° 206.8 ± 0.6° 255.9 ± 0.6° 16.1 ± 0.5°
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Signals in individual detectors

Raw level signals are follow
the structure of the air-shower
particles

Similar in Auger and TA
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We applied a neural network proton-photon
classifier, developed for photoinduced shower
searches using the TA SD (23, 24), to this event.
The classifier excludes a photon as the pri-
mary particle at the 99.986% confidence lev-
el, instead favoring a proton as the primary

particle. However, the classifier is unable to
distinguish between protons and heavier
nuclei for this event because the fluorescence
detectors were not operating at the time (owing
to bright moonlight).
The core position of this event was located

1.1 km from the northwest edge of the SD (Fig.

1A). We evaluate the statistical uncertainty
of the reconstructed energy using a detector
simulation (12) and assuming the reconstructed
geometry and energy parameters; we find an
energy resolution of 29 EeV for this event.
Assuming an energy spectrum of E−4.8 above
100 EeV, as previously measured using the TA

Fig. 1. The high-energy particle event observed by TA SD on 27 May 2021.
(A) Map of the TA SD; each dot indicates the location of a SD station. The black
arrow indicates the shower direction projected on the ground. The landing shower
core position was located at (−9471 ± 31 m, 1904 ± 23 m), measured from the
center of the SD. The size of the colored circles is proportional to the number of
particles detected by each station, and the color denotes the relative time from
the earliest detector [both quantified in (B)]. (B) The corresponding detector
waveforms for each station, in flash analog–to–digital converter (FADC) counts. Each
detector has a separate y axis. Labels indicate the detector number, total signal
in units of the minimum ionizing particle (MIP), and the distance from the shower
axis. Thick and thin lines (mostly overlapping) are the recorded signals in the upper and lower layers of each station. Each SD is identified by a four-digit number:
The first two digits correspond to the column of the array in which the SD is located (numbered west to east), and the second two digits correspond to the row
(numbered south to north). Colors correspond to those in (A). UTC, coordinated universal time.

Table 1. Reconstructed properties of the high-energy event. The reconstructed energy and S800 are given for the high-energy particle. The arrival
direction is given in both the observed zenith-azimuth coordinates and the derived equatorial coordinates. The azimuth angle is defined to be anticlockwise
from the east. The event time is expressed in UTC.
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Some more examples of the most energetic events

Auger: 165 EeV, 59 degrees
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Auger: 50 EeV, 77 degrees
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From air-showers to primary particle
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Cross calibration with the fluorescence detectors
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The second knee and the instep
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Cherenkov

- spectrum obtained from the
combination of 5 energy spectra

- common energy scale (14% systematic
uncertainty)

Presence of the second knee and a new
feature: the instep

Auger coll., PRL 125 (2020) 121106,

Eur. Phys. J. C 81 (2021) 966,
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The second knee and the instep
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- spectrum obtained from the
combination of 5 energy spectra

- common energy scale (14% systematic
uncertainty)

Presence of the second knee and a new
feature: the instep
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Comparison with Telescope Array measurement
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Auger data: just the expected flux difference from the dipole
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Comparison with Telescope Array measurement: declination dependency?
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Energy spectrum in the common declination band
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Figure 1: Left: Auger and TA energy spectra in the full fields of view (−90◦ < X < +24.8◦ and−15.7◦ < X <
+90◦, respectively). Right: energy-rescaled spectra by the same amount (±4.5%) and in opposite directions.

1910 2010
E [eV]

3710

3810

]
-1

 s
r

-1
 y

r
-2

 k
m

2
 d

I/d
E

 [e
V

3
E

TA 2019 (com band, -4.5%)

Auger 2020 (com band, +4.5%)

1910 2010
E [eV]

3710

3810

]
-1

 s
r

-1
 y

r
-2

 k
m

2
 d

I/d
E

 [e
V

3
E

TA 2019 (-4.5% & -10%/decade)

Auger 2020 (+4.5% & +10%/decade)

Figure 2: Left: Auger and TA spectra in the common declination band (−15.7◦ < X < 24.8◦) with a constant
shift ±4.5%, Right: with an energy-dependent shift ±10% × log10 (�/1019 eV) for � > 1019 eV.

extends up to higher declinations (up to +44.8◦ including the Auger events of large zenith angles)
is 3.7 f [18].

The Auger spectra in different declination bands are fully consistent within the accessible
field-of-view [6, 8]. On the other hand, TA observed slightly different spectra in the northern and
the southern part of the TA sky with different positions of the steepening at a 3.5f confidence
level [19]. No systematic and instrumental effects have been identified, and the difference remains
after removing events of the TA “hotspot” located at (U, X) = (146.7◦, 43.2◦) with a 20◦ radius
[20].

4.2 New feature in the spectral shape

A new feature in the Auger spectrum of cosmic rays above 1019 eV has been reported [6].
With the “instep” feature, the steepening is no longer modeled with a simple break, as there is
another one prior to the high energy fall-off. The Auger spectrum hence exhibits three breaks at
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the southern part of the TA sky with different positions of the steepening at a 3.5f confidence
level [19]. No systematic and instrumental effects have been identified, and the difference remains
after removing events of the TA “hotspot” located at (U, X) = (146.7◦, 43.2◦) with a 20◦ radius
[20].

4.2 New feature in the spectral shape

A new feature in the Auger spectrum of cosmic rays above 1019 eV has been reported [6].
With the “instep” feature, the steepening is no longer modeled with a simple break, as there is
another one prior to the high energy fall-off. The Auger spectrum hence exhibits three breaks at
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Energy changes for Auger with TA settings
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Energy changes for TA with Auger settings

P
o
S
(
I
C
R
C
2
0
2
3
)
4
0
6

Auger-TA Energy Spectrum WG Report Yoshiki Tsunesada

1810 1910 2010
 / 1.35 [EeV]SD, rainbowE

1810

1910

2010

 [
E

eV
]

F
D

, A
ir

F
ly

+A
u

g
er

E

 / 1.35)
SD, rainbow

 = (EFD, AirFly+AugerE

B / 1.35)
SD, rainbow

 = A (EFD, AirFly+AugerE

A = 1.100

B = 0.998

FD, AirFly+Auger vs. ESD, rainbowE hist
Entries  1029

Mean   0.02579

Std Dev    0.3211

2− 1.5− 1− 0.5− 0 0.5 1 1.5 2
/1.35))

SD, rainbow
/(E

FD, AirFly
ln(E

0

20

40

60

80

100

120

hist
Entries  1029

Mean   0.02579

Std Dev    0.3211

/1.35))
SD, rainbow

/(E
FD, AirFly

ln(E

Figure 2: Correlation of energies determined by TA SD and FD applying the fluorescence yield model based
on AirFly [12] and the invisible energy used in Auger. The rescaling factor of the MC energies (𝐸SD,rainbow)
is 1/1.35 and has to be compared with 1/1.27 obtained when the TA models for the fluorescence yield and
invisible energy are used. The difference between the two rescaling factors is 6%.

For FD event energy reconstruction, Auger uses the fluorescence yield model by AirFly [12]
with an uncertainty of 4%. For correction of invisible energies for FD events Auger uses an empirical
formula almost independent of hadronic interaction models derived from the FD-SD hybrid data.
TA uses a fluorescence yield model based on the absolute yield measurement by Kakimoto [13]
and emission spectrum from the FLASH experiment [14], and the formula for individual energy
correction was derived from CORSIKA simulated showers assuming proton primaries and the
QGSJet II-03 model of hadronic interactions. When the Auger fluorescence yield and invisible
energy correction formula are applied to TA reconstruction, the event energies are shifted by 6%
on average (Figure 2). Event energies are also changed if we apply a different invisible energy
correction. Further change may be induced by the energy conversion method, i.e. the shower
attenuation correction – TA uses the energy-lookup-table for 𝑆(800) and zenith angle, and Auger
uses an empirical method to convert 𝑆(1000) based on the CIC approach.

The energy spectrum comparisons were always made in the spectrum data points by taking into
account this average effect, and this time, for the first time, comparisons are made using the energy
spectrum obtained with event energies individually assigned using the different models at the time
of energy reconstruction. The results are presented in Figure 3. The results are fully consistent with
the previous studies by the spectrum data point shifting.

4. Shower reconstruction of commonly simulated showers

Unexpected energy shifts may be caused by “over-tuning” of the reconstruction programs de-
veloped by the experiments. An air shower reconstruction program is generally developed using
simulated showers using a Monte Carlo package such as CORSIKA [15], and tuned so that the
primary energy and arrival direction given to the shower generator are reproduced with desired
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Energy changes for TA with Auger settings
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Figure 3: TA and Auger spectra, where TA energies are reconstructed using the same fluorescence yield
and invisible energy correction. Left: using the TA standard energy look-up table. Right: using the shower
attenuation effect calculated with the constant intensity cut method with the standard particle density a 800
m from the shower core.

accuracy. A detailed detector Monte-Carlo is also required since we cannot use the CORSIKA out-
puts directly as inputs for reconstruction, because we can only use detector outputs like waveforms
from phototubes that are inevitably distorted by response functions or due to limited acceptance.
Auger and TA reconstruction programs were tuned using their own CORSIKA showers with their
own settings (CORSIKA input data cards), including the low-energy threshold for particle tracking,
atmospheric modeling, and many others. To estimate the impact of this, both Auger and TA gener-
ated CORSIKA showers with pre-determined common fixed energies and zenith angles (1019, 1019.5

and 1020 eV and 𝜃 = 0, 32 and 56 degrees) with their own “standard” settings unchanged. Then
we exchanged the generated proton and iron showers and reconstructed the exchanged showers as
well as their-own showers using the both Auger and TA reconstruction programs. This time we
only exchanged one event for each energy and zenith angle, and reused it many times by randomly
assigning shower impact points in the detection area of 3000 km2 for Auger and 700 km2 for TA.

Figure 4: The energy of an example TA-simulated proton shower (left) and an example Auger-simulated
proton shower (right) as reconstructed using the Auger program (black) and the TA program (red).

The results are shown in Figure 4. We found general agreement between the Monte-Carlo
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Is the flux difference caused by a specific part of the sky?5
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FIG. 3. TA and Auger exposures as a function of declination.
The black solid line represents the TA exposure, and the blue
dashed line indicates the Auger exposure. The dotted vertical
line corresponds to a declination of -5◦, while the dash-dotted
vertical line indicates a declination of +24.8◦.

FIG. 4. Sky map in equatorial coordinates using Hammer
projection. The green circles indicate the locations of the
Hotspot and the Perseus-Pisces supercluster (PPSC) excess
regions, respectively. The two red dashed lines indicate the
edges of the common declination band. The blue dash-dotted
line represents the fiducial cut location at a declination of -5◦.

is rapidly falling. (See the blue dashed line in Figure 3.)
We adopt the hypothesis that the TA excesses may affect
the spectral characteristics observed within the common
declination band. This influence could be significant if
the spectrum within the anisotropy regions differs from
that of the background. Figure 5 shows the spectrum
of events inside the Hotspot and PPSC excess regions,
supporting that this is indeed the case. Therefore, we
excluded 269 events from these excess regions out of a
total of 4,861 events in the common declination band and
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FIG. 5. The black full squares indicate the spectrum of
events inside the Hotspot and PPSC excess regions, depicted
with the green circles in Figure 4. For reference, the Auger
spectrum in their full aperture is displayed with the blue open
squares.
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FIG. 6. Joint fit spectra comparison between TA and Auger
in the common declination band with the described cuts ap-
plied to the TA data. The black full squares indicate the
TA data after the fiducial cut in the aperture is applied and
anisotropic regions are removed, while the blue open squares
represent the Auger data. The red line depicts the result of
the joint fit.
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FIG. 3. TA and Auger exposures as a function of declination.
The black solid line represents the TA exposure, and the blue
dashed line indicates the Auger exposure. The dotted vertical
line corresponds to a declination of -5◦, while the dash-dotted
vertical line indicates a declination of +24.8◦.

FIG. 4. Sky map in equatorial coordinates using Hammer
projection. The green circles indicate the locations of the
Hotspot and the Perseus-Pisces supercluster (PPSC) excess
regions, respectively. The two red dashed lines indicate the
edges of the common declination band. The blue dash-dotted
line represents the fiducial cut location at a declination of -5◦.

is rapidly falling. (See the blue dashed line in Figure 3.)
We adopt the hypothesis that the TA excesses may affect
the spectral characteristics observed within the common
declination band. This influence could be significant if
the spectrum within the anisotropy regions differs from
that of the background. Figure 5 shows the spectrum
of events inside the Hotspot and PPSC excess regions,
supporting that this is indeed the case. Therefore, we
excluded 269 events from these excess regions out of a
total of 4,861 events in the common declination band and
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FIG. 5. The black full squares indicate the spectrum of
events inside the Hotspot and PPSC excess regions, depicted
with the green circles in Figure 4. For reference, the Auger
spectrum in their full aperture is displayed with the blue open
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FIG. 3. TA and Auger exposures as a function of declination.
The black solid line represents the TA exposure, and the blue
dashed line indicates the Auger exposure. The dotted vertical
line corresponds to a declination of -5◦, while the dash-dotted
vertical line indicates a declination of +24.8◦.

FIG. 4. Sky map in equatorial coordinates using Hammer
projection. The green circles indicate the locations of the
Hotspot and the Perseus-Pisces supercluster (PPSC) excess
regions, respectively. The two red dashed lines indicate the
edges of the common declination band. The blue dash-dotted
line represents the fiducial cut location at a declination of -5◦.

is rapidly falling. (See the blue dashed line in Figure 3.)
We adopt the hypothesis that the TA excesses may affect
the spectral characteristics observed within the common
declination band. This influence could be significant if
the spectrum within the anisotropy regions differs from
that of the background. Figure 5 shows the spectrum
of events inside the Hotspot and PPSC excess regions,
supporting that this is indeed the case. Therefore, we
excluded 269 events from these excess regions out of a
total of 4,861 events in the common declination band and
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FIG. 5. The black full squares indicate the spectrum of
events inside the Hotspot and PPSC excess regions, depicted
with the green circles in Figure 4. For reference, the Auger
spectrum in their full aperture is displayed with the blue open
squares.
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Hints of contributions from the Hotspot and the
Perseus-Pieces cluster TA coll, arXiv:2406.08612v1
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Perseus-Pieces Supercluster

Indications of a Cosmic Ray Source in the Perseus-Pisces Supercluster 7

Figure 4. Sky map in equatorial coordinates. The Li-Ma significance analysis map for the data set with E ≥ 1019.5 eV. The
color scheme is the same as that in Figure 1. The representative clusters and groups of galaxies of the Perseus-Pisces supercluster
(PPSC) are indicated by the black asterisks. The nearby major structures within the Telescope Array field of view—Virgo cluster
(17 Mpc), PPSC (70 Mpc), Coma supercluster (90 Mpc), Leo supercluster (135 Mpc), and Hercules supercluster (135 Mpc)—are
indicated by black squares. The data do not show an excess at any of the locations of other nearby major structures other than
the PPSC. None of them have Li-Ma significances greater than 1σ.

Table 1. Summary of the Monte-Carlo studies that estimate the chance probability of having an excess

Energy (eV) Events Criteria Perseus-Pisces Any of the Five

supercluster Major structures

E ≥ 1019.4 864 4.4σ&8.6◦ 3.6σ 3.1σ

E ≥ 1019.5 558 4.2σ&7.4◦ 3.6σ 3.0σ

E ≥ 1019.6 335 4.0σ&6.8◦ 3.4σ 2.9σ

excess of events occurring coincident with the Perseus-
Pisces supercluster has 3.5σ significance.

We investigated whether there is another excess close
to the locations of any of the nearby major structures
similar to the Perseus-Pisces supercluster. None of them

have Li-Ma significances larger than 1σ. We repeated
this process, testing the Monte Carlo event sets against
the five nearby major astronomical structures. The sig-
nificance of a random coincidence with any of them is

estimated to be ∼3σ.
The excess of events observed in the direction of the

Perseus-Pisces supercluster indicates that a cosmic ray

source likely exists in that supercluster. The super-
cluster contains many interesting astronomical objects,
including active galaxies, starburst galaxies, and large-

scale shocks, that may be UHECR sources. It is impor-
tant to study these astronomical objects in the super-
cluster further, and to increase the statistical power of
Northern Hemisphere cosmic ray studies.

The recent TA×4 project, which is the extension of the
TA SD aperture by a factor of 4 and includes two new

fluorescence detector stations which overlook the TA×4
SD array, is designed to study the highest energy cosmic
rays (Abbasi et al. 2021b). As of 2021, more than half
of the TA×4 SDs have been deployed and are operating

successfully. Completing the construction of TA×4 and
continuing to run TA will likely be an essential key to
solving the problem of the origin of ultrahigh energy

cosmic rays.
A table of events with energies above 1019.4 eV is avail-

able in a machine-readable form in the online journal.

It includes date and time, zenith angle, right ascension,
and declination.
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Where does the 224 EeV event come from?

SD (12), the migration effect (whereby lower
energy showers are reconstructed with higher
energies because of the energy resolution) is
evaluated as −3%. We include an additional
systematic uncertainty, owing to the unknown
primary, of −10% in the direction of lower en-
ergies, calculated from simulations (20). There
was no lightning or thunderstorm activity re-
corded in the vicinity of the TA site on 27 May
2021 (25).

Comparison with previous events

Previously reportedextremelyhigh-energy cosmic-
ray events includea320-EeVparticle in 1991 (26),
a 213-EeV particle in 1993 (27), and a 280-EeV
particle in 2001 (28). The 1991 event was mea-
sured using fluorescence detectors, whereas
the 1993 and 2001 events were both detected
using surface detector arrays. All of these events
were recorded by detectors in the Northern
Hemisphere. A search in the Southern Hemi-
sphere has not identified any events with en-
ergy greater than 166 EeV (29), although there
is an energy scale difference between the ex-
periments (30). Although the event that we
have detected was measured with a surface
detector array, the reported energy of 244 EeV
has been normalized to the equivalent energy
that would have been measured with the TA
fluorescence detector and is thus directly com-
parable to the 1991 event. This normalization
was performed because fluorescence detectors
provide a direct, calorimetric measurement of
the shower energy. The unnormalized TA SD
reconstructed energy of 309 ± 37(stat.) EeV

(20) is more appropriate for comparison with
the 1993 and 2001 events.

Possible sources of the cosmic ray

Figure 2 shows the calculated arrival direc-
tion of the 27 May 2021 event on a sky map in
equatorial coordinates. The arrival direction is
not far from the disk of the Milky Way, where
the galactic magnetic field (GMF) is strong
enough to substantially deflect even a parti-
cle with an energy of 244 EeV, especially if the
primary particle is a heavy nucleus with a
large electric charge. The map also shows eight
possible backtracked arrival directions, which
we calculated (20) by assuming two GMFmod-
els (31, 32) and four possible primary particles
(proton, carbonnucleus, silicon nucleus, or iron
nucleus). We used the backtracking method of
a cosmic-ray propagation framework (33) to
determine the arrival direction for the cosmic
ray before it entered the Milky Way.
We compared the arrival directions with a

catalog of gamma-ray sources (34). We found
that the active galaxy PKS 1717+177 is located
within 2.5° of the calculated direction for a pro-
ton primary. PKS 1717+177 is a flaring source
(34); flaring sources have been proposed as
potential cosmic-ray sources (35). However,
its distance of ~600Mpc (corresponding to a
redshift of 0.137) (36) is expected to be too large
for UHECR propagation to Earth because the
average propagation distance at an energy of
244 EeV is calculated to be ~30Mpc for both pro-
ton and iron primaries (20). We therefore dis-
favor PKS 17171+177 as the source of this event.

Figure 2 also shows the relative expected
flux from an inhomogeneous source-density dis-
tribution following the local LSS (37), weighted
by the expected attenuation for a 244-EeV iron
primary and smoothed to reflect the smearing
resulting from turbulentmagnetic fields in the
Milky Way (20). Also shown are nearby gam-
ma ray–emitting active galactic nuclei and star-
burst galaxies, which have been proposed as
possible cosmic-ray sources (38, 39). The ar-
rival direction of this event is consistent with
the location of the Local Void, a cavity between
the Local Group of galaxies and nearby LSS fil-
aments (40). There are only a small number of
known galaxies in the void, none of which are
expected sites of UHECR acceleration. Even
considering the range of possible GMF deflec-
tions and primary mass, we do not identify any
candidate sources for this event. Only in the
JF2012 GMF model and assuming an iron
primary does the source direction approach a
part of the LSS populated by galaxies. This
backtracked direction is close to the starburst
galaxyNGC6946, also known as the Fireworks
Galaxy, at a distance of 7.7 Mpc (41). However,
NGC 6946 is not detected in gamma rays, so it
is unlikely to be a strong source of UHECRs.
If the energy of this event was close to the

lower bound of its uncertainties, then the av-
erage propagation distance is longer than we
assumed in Fig. 2, and the deflection in the
GMF would be larger (fig. S3). This effect would
increase the number of possible source gal-
axies, assuming a steady source (supplemen-
tary text). For the alternative case of transient

Fig. 2. Arrival direction
of the high-energy event
compared with potential
sources. The arrival direc-
tion of the 27 May 2021
high-energy cosmic-ray
particle (black circle) on a
sky map in equatorial
coordinates. Colored circles
indicate calculated back-
tracked directions
assuming two models of
the Milky Way regular
magnetic field, labeled
JF2012 (31) and PT2011
(32). For each model,
different symbols indicate
the directions calculated
for four possible primary
species: proton (P; red),
carbon (C; purple), silicon
(Si; green), and iron (Fe; blue). The color bar indicates the relative flux expected
from the inhomogeneous source-density distribution in the local LSS, smeared with a
random Milky Way magnetic field. For comparison, nearby gamma ray–emitting
active galactic nuclei are shown with filled diamonds and nearby starburst galaxies
with filled stars, both with sizes that scale by the expected flux (38). The closest object
to the proton backtracked direction in a gamma-ray source catalog (34) is the active

galaxy PKS 1717+177. The dotted large circle centered around (R.A., Dec.) = (146.7°,
43.2°) indicates the previously reported TA hot spot (21). The dashed horizontal line
indicates the limit of the TA field of view (FoV). The dotted circle centered around
(R.A., Dec.) = (279.5°, 18.0°) is the location of the Local Void (40). The galactic plane
(G.P.) and the supergalactic plane (S.G.P.) are shown as solid and dotted curves,
respectively. The Galactic Center (G.C.) is indicated by the cross symbol. deg., degrees.
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Auger anisotropies at smaller scales

enables the identification of the most significant deviation from
isotropy (4.2σ) and the jetted AGN catalog the least significant
deviation (3.3σ), no firm preference for correlation with a specific
class of galaxies can be stated. It should further be noted that such a
preferred correlation would not necessarily suggest causation in the
form of the identification of the origin of UHECRs, as regular and
turbulent magnetic fields traversed by these charged particles could
alter the anisotropic pattern observed on Earth (e.g., Kotera &
Lemoine 2008; Erdmann et al. 2016; Farrar & Sutherland 2019;
Bell & Matthews 2022).

Though the most significant deviation from isotropy is found
at energies around ∼40 EeV for almost all the analyses, the
excess is also hinted at for all catalogs and the Centaurus region
at energies around ∼60 EeV, as shown in Figure 8 (see online
material). Indeed, it was in this higher energy range that the
first indication of anisotropy was found in early Auger data

(Pierre Auger Collaboration 2007). An interpretation of the
energy evolution of the signal on intermediate angular scales
could be drawn in terms of the maximum energy achieved for
higher-charge nuclei. In a Peters’ cycle scenario such as
discussed in Section 5, the evidence for anisotropy above
∼40 EeV would be interpreted as stemming from CNO nuclei,
which would suggest Z≈ 10–12 nuclei to be responsible for
the departure from isotropy above ∼60 EeV. The estimate of
the maximum rigidity used here is based on the combined fit of
spectra and maximum depth of shower performed by Pierre
Auger Collaboration (2017c). The direct inclusion in such
analyses of arrival-direction information will enable us to test
more directly this scenario. If this scenario of local extra-
galactic sources is extrapolated to lower energies, one could
expect a contribution from He nuclei (see, e.g., Lemoine &
Waxman 2009) in the energy range where a significant dipole,

Figure 7. TS of the starburst model and excess in the Centaurus region above the best energy threshold as a function of exposure accumulated by the Pierre Auger
Observatory. The fluctuations around the expected linear behavior are consistent with those expected from signal simulations, as illustrated in the right-most panels.

Figure 8. Flux map at energies above 40 EeV with a top-hat smoothing radius of Ψ = 25° in Galactic coordinates. The supergalactic plane is shown as a gray line.
The blank area is outside the field of view of the Pierre Auger Observatory. The complete figure set (49 images), which shows the map as a function of energy
threshold, is available in the online journal.

(The complete figure set (49 images) is available.)
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As discussed in Section 4.1, all four sky models tested here are
based on improved versions of the catalogs used by Pierre Auger
Collaboration (2018b), although with a mild impact on the
significance of the results and no noticeable change in the best-fit
parameters. The maximum TS is obtained at the same point of the
parameter space using the catalogs of infrared galaxies, starburst
galaxies, and X-ray AGNs from Pierre Auger Collaboration
(2018b), with TS values of 16.0, 23.1, and 18.0, respectively,
differing by less than 2 units from the results in Table 2. The most

important change is observed for the gamma-ray catalog of jetted
AGNs: the maximum TS (13.5) is obtained above∼60 EeV with
the earlier catalog version based on the 2FHL catalog
(Eγ> 50GeV), while it is obtained above∼40 EeV with the
current version based on the 3FHL catalog (Eγ> 10 GeV). The
change can be understood from the lower energy threshold of the
3FHL catalog, which reduces the relative flux of blazars beyond
100Mpc (Mkn 421 and Mkn 501) with respect to the flux of local
radio galaxies (CenA, NGC 1275, and M 87).

Figure 4. TS as a function of signal fraction and search radius for the four tested catalogs, as labeled in the figure. The reference best-fit parameters obtained above the
energy threshold that maximizes the departure from isotropy are marked with a cross. The 68% C.L. contour is displayed as a black line. The complete figure set
(4 × 49 images), which shows the evolution of the TS mapping as a function of energy threshold, is available in the online journal.

(The complete figure set (49 images) is available.)

Table 2
Best-fit Results Obtained with the Four Catalogs at the Global (Upper) and Secondary (Lower) Maximum

Catalog Eth [EeV] Fisher Search Radius, Θ [deg] Signal Fraction, α [%] TSmax Post-trial p-value

All galaxies (IR) 40 16 6
11

-
+ 16 7

10
-
+ 18.0 7.9 × 10−4

Starbursts (radio) 38 15 4
8

-
+ 9 4

6
-
+ 25.0 3.2 × 10−5

All AGNs (X-rays) 39 16 5
8

-
+ 7 3

5
-
+ 19.4 4.2 × 10−4

Jetted AGNs (γ-rays) 39 14 4
6

-
+ 6 3

4
-
+ 17.9 8.3 × 10−4

All galaxies (IR) 58 14 5
9

-
+ 18 10

13
-
+ 9.8 2.9 × 10−2

Starbursts (radio) 58 18 6
11

-
+ 19 9

20
-
+ 17.7 9.0 × 10−4

All AGNs (X-rays) 58 16 6
8

-
+ 11 6

7
-
+ 14.9 3.2 × 10−3

Jetted AGNs (γ-rays) 58 17 5
8

-
+ 12 6

8
-
+ 17.4 1.0 × 10−3

Note. The energy threshold, Eth, Fisher search radius, Θ, and signal fraction, α, which maximize the TS, TSmax, for each of the catalogs. The post-trial p-value
accounts for the energy scan and search over α and Θ.
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Current significance 4.2σ Auger coll. ApJ 935 170 (2022)

Expected 5σ reach in 2025-2030
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Large scale anisotropy

Harmonic analysis in right ascension α

Significant dipolar modulation (6.6σ) above 8× 1018 eV: (7.3+1.1
−0.9)% at (α, δ) = (95◦,−36◦)
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Sensitivity to mass composition with FD and SD

FD: heavier particles develop higher in the atmosphere, with less fluctuations
SD: heavier particles produce more muons on the ground, thus smaller risetime
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FIG. 8: Application of the DNN Xmax estimation to hybrid data. (a) Correlation between FD observations and DNN predictions
using SD data. (b) The energy-dependent bias of the SD-based reconstruction of the DNN when compared to the reconstruction
of the fluorescence detector.

time of year on an event-by-event basis. These predictions are
also used to remove the diurnal variations by again fitting a
sine wave and correcting events using Eq. (4). The dependen-
cies after correction are depicted in Fig. 7d and Fig. 7e.

c. Angular dependence. In contrast to our simulation
study, we find a dependence of the Xmax reconstruction on
the azimuth angle (see Fig. 7c). The dependence is small,
and its fluctuations are around 3 gcm−2 and possibly caused
by a slight slope of the SD array tilted away from the An-
des mountains. We remove the dependence by fitting a cosine
and calibrating the predictions using the azimuth angle on an
event-by-event level. The reconstruction after calibration is
shown in Fig. 7f. We also tested the reconstruction for a pos-
sible dependence on the zenith angle. Therefore, we studied
Xmax as a function of the zenith angle for different energy in-
tervals to account for the fiducial cut but could not find any
indications for a dependence.

2. Calibration using hybrid events

The hybrid design of the Pierre Auger Observatory enables
a cross-calibration of the SD Xmax measurements with FD
Xmax of hybrid events. The dependence of the Xmax scale of
the DNN on the hadronic interaction model can thus be elim-
inated by calibrating the DNN predictions with the FD Xmax
scale that can be accurately determined [20].

The event-by-event correlation between the FD and the
SD is shown in Fig. 8a. We find a Pearson correlation of
ρ = 0.70 ± 0.03, which is in good agreement with the ex-
pectations from idealized simulations (ρMC = 0.73). The ab-

solute bias, however, amounts to −31.4± 0.8 gcm−2. This
bias is larger than expected from simulation studies (up to
−15 gcm−2 assuming the Auger mix) with interaction models
different from those used in the algorithm training (cf. Fig. 4
and Ref. [32, 52]). The observation of negative bias, i.e., a
heavier composition in data (smaller Xmax values), is in line
with findings in previous analyses, where the average sig-
nal footprint measured using surface detector arrays seems
to favor a composition heavier than expected from simula-
tions [11, 14, 21]. In particular, recent works indicate that
the current generation of hadronic interaction models may not
model the muonic component in full detail [11, 12, 57]. Addi-
tionally, adjustment of the longitudinal shower profile might
be needed [58]. In contrast, the relative fluctuations in the
muon component seem to be reasonably modeled [14]. Using
the exotic hadronic interaction model Sibyll⋆ [59] that fea-
tures ad-hoc modifications of the shower content, a significant
increase of the muon number can be accomplished. A test us-
ing Sibyll⋆ that predicts an increase of the muon number by
40% for protons with respect to Sibyll2.3d shows that a bias of
−40 gcm−2 could be reproduced, indicating that the observed
scale of the bias could be explained by a mis-modeling of the
muonic component of current interaction models. However,
it is unclear if such ad-hoc adjustments or data-based refine-
ments [60] offer a realistic solution. In addition, note that
a non-perfect detector simulation could cause deviations and
that the systematic uncertainty on the FD Xmax scale amounts
to roughly 10 gcm−2 [61].

We find no significant energy dependence when studying
the bias as a function of energy (see Fig. 8b). This is con-
sistent with our simulation study since no strong energy de-

Extract the Xmax from the surface detector data
Systematic ucnertaities: between 9 and 13 g/cm2

Auger coll. arxiv:2406.06315, arXiv:2406.06319, submitted to PRL/PRD
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FIG. 11: Energy evolution of (a) the average depth of shower maximum ⟨Xmax⟩ and (b) the fluctuations of the shower maximum σ(Xmax) as
determined using the FD reconstruction [62] (grey open squares) and the DNN Xmax predictions (black circles). Red (blue) lines indicate
expectations for a pure proton (iron) composition for various hadronic models.

energy, also reported in previous SD-based studies using the
risetime of signals in the WCDs [21].

The elongation rate D10 is defined by the change of ⟨Xmax⟩
per decade of energy

D10 =
d⟨Xmax⟩

dlog10(E)
= D̂10

(
1− d⟨lnA⟩

dln(E)

)
,

where A denotes the primary particle mass. When measur-
ing D10, a deviation from the elongation rate D̂10, which is in
a very good approximation, universal across all hadronic in-
teraction models and primary nuclei, can be traced back to a
change in the primary mass composition. The elongation rate
obtained using the SD over the whole energy range amounts
to D10 = (24.1 ± 1.2) gcm−2 decade−1 in good agreement
with the FD result

(
(26±2) gcm−2

)
[62]. However, the re-

duced χ2/ndf = 46.7/13 obtained for the SD data indicates
that another substructure exists, as will be comprehensively
discussed in the next Section IV A.

The evolution in σ(Xmax), sensitive to the composition mix-
ing, is shown in Fig. 11b. We find a decrease of σ(Xmax) as
a function of energy and a very good agreement between the
measurements of the SD and the FD. This confirms for the
first time the transition from a lighter and mixed composition
into a heavier and purer composition with large statistics. At
the highest, previously inaccessible energies (> 50 EeV), the
fluctuations appear to stabilize and remain small. However,
more statistics are needed to examine the composition evolu-
tion at these energies in more detail. Given the limited dif-
ferences in the interaction model predictions of σ(Xmax), the
small fluctuations in Xmax beyond 30 EeV clearly exclude a

scenario with a substantial fraction of protons and light nuclei
in the UHECR composition. Additionally, at around 10 EeV,
the fluctuations appear to stay constant.

A. Discussion of breaks in the elongation rate

The observation of an elongation rate similar to the FD
but obtained using the comprehensive SD data set that fea-
tures χ2/ndf ≈ 3.6, indicates that a simple linear model is not
describing the data well (see Fig. 12a), suggesting the exis-
tence of a substructure to be analyzed. The measurement of
σ(Xmax) also shows a non-continuous decrease of fluctuations
with energy.

In Fig. 12, we study the evolution in the UHECR mass com-
position using different models. We analyze the evolution us-
ing broken-line fits with a different number of breaks. The
simplest model beyond a constant elongation rate is a broken-
line fit with one fitted break point shown in Fig. 12b that also
cannot describe our data reasonably (χ2/ndf ≈ 3.4). Con-
sidering Wilks’ theorem, we compared the χ2 values of two
nested models, in which the model of a constant elongation
rate is used as the null hypothesis and test if it can be rejected
with more complex models. A model with two breaks in the
elongation rate can reject the constant elongation rate hypoth-
esis at a significance of 3.4σ (see Fig. 12c). In Fig. 12d, we
show a model with three breaks in the elongation rate, where
the slopes and the break position were determined by a fit.
This model can reject the hypothesis of a constant elongation
rate at a level of 4.6σ and a single-break model at a level of

First measurement of the fluctuations up to 100 EeV using the SD
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Large statistics: better characterisation of the features
7

analyses [12, 37, 50–52] and extending our measurements to
100 EeV. As shown in Figure 2b, with rising energy, the fluc-
tuations diminish and agree well with previous FD measure-
ments. The observation of decreasing σ(Xmax) implies that
besides becoming heavier, the mass composition also has to
be rather pure. This yields a consistent interpretation of the
primary UHECR composition when combined with measure-
ments of ⟨Xmax⟩. The small fluctuations disfavor a substantial
fraction of light particles at the highest energies and, at the
same time, indicate that the observed suppression in the en-
ergy spectrum cannot be entirely ascribed to effects of extra-
galactic propagation [8, 9].

A change in the composition of the primary mass can be
studied by investigating the elongation rate:

D10 =̂
d⟨Xmax⟩
dlog10 E

= D̂10

(
1− d⟨lnA⟩

dlnE

)
,

defined by the change of ⟨Xmax⟩ in one decade of energy
and comparing it to an expected elongation rate D̂10 obtained
using simulations, which is to a good approximation uni-
versal across all primary masses A and hadronic interaction
models and ranges from 55 to 60 gcm−2 decade−1. A lin-
ear fit with a constant elongation rate yields D10 = 24.1 ±
1.2 gcm−2 decade−1, in good agreement with the FD mea-
surements in this energy range

(
(26±2) gcm−2 decade−1),

but does not describe well our data with χ2/dof = 46.7/13.
Due to the significant increase in statistics, we find evidence
for a distinctive structure in the transition towards a heav-
ier composition. We study the energy dependence of ⟨Xmax⟩
using a function piece-wise linear in log(E/eV) with three
breaks. The observed elongation rate model, shown as a
red line in the top panel of Figure 3, features three breaks
(χ2/dof = 10.4/7) at which the elongation rate changes. Us-
ing Wilks’ theorem, we compared this model with the null hy-
pothesis of a constant elongation rate and found that we can
reject the constant elongation rate model at a statistical signif-
icance of 4.6σ . Considering energy-dependent systematic un-
certainties, the significance level for rejecting a constant elon-
gation rate reduces to 4.4σ . We furthermore studied the com-
patibility of the FD data with our new elongation rate model
and observed a good agreement (χ2/dof = 12.8/12). The null
hypothesis of a model describing only two breaks at lower en-
ergies (E1,E2), positioned close to the ankle and instep, can
be rejected at a statistical significance level of 3.3σ using the
found elongation rate model. The rejection of the two-break
model hypothesis shows a stronger dependence on systematic
uncertainties due to the low statistics in the hybrid data set at
high energies (E > 30 EeV) used for investigating the energy
dependence of the DNN calibration. A single-break model
can be rejected with a significance of 4.4σ and consistently
remains above the 3σ level when including systematics.

The fitted parameters of the model with three breaks are
summarized in Table I together with the positions of the en-
ergy of spectrum features measured using the SD and the infill
array with 750 m spacing. As shown as a continuous red line
in the top panel of Figure 3, the found breaks in the evolution
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FIG. 3: Positions of breaks in the elongation rate compared to the
features identified in the energy spectrum. Top: Evolution of ⟨Xmax⟩
as a function of energy for the SD (black) and the FD (grey) [37].
The red line indicates the elongation model found using the SD, and
the dotted grey line using the FD. Bottom: Combined energy
spectrum [53] as measured using the SD 1500 m array and the low
energy 750 m infill array of the Observatory. Grey regions indicate
the uncertainties in the energy of the found breaks in the ⟨Xmax⟩
evolution and features in the energy spectrum.

of ⟨Xmax⟩ are observed close to the ankle, instep, and sup-
pression features of the energy spectrum [53], shown in the
bottom panel of Figure 3. The hatched grey regions denote
statistical and systematic uncertainties of the position of the
features. Note that distinct features do not have to emerge at
similar energies for an astrophysical interpretation of the en-
ergy spectrum and its composition. For example, the break in
the elongation rate observed using the FD of the Observatory
around 2 EeV [51], shown as a dotted grey line in the top panel
of Figure 3, is physically interpreted [8, 9, 54] in association
with the ankle, which has been discovered at 5 EeV.

Interestingly, the composition model discussed in Ref. [9]
(Fig. 3 and Fig. 6), derived by taking into account astrophys-
ical scenarios, including extragalactic propagation and fitting
the energy spectrum measured by the SD and the Xmax distri-
bution observed by the FD, predicts three breaks at positions

Positions of the features: 8

TABLE I: Best-fit parameters with statistical and systematic
uncertainties for the identified elongation model that features
three changes at energies (E1,E2,E3) in the elongation rate
(D0,D1,D2,D3) and an offset b of ⟨Xmax⟩ at 1 EeV. The
positions of the features of the energy spectrum [53] are also
given.

parameter 3-break model energy spectrum
val±σstat ±σsys val±σstat ±σsys val±σstat ±σsys

b / gcm−2 750.5±3±13
D0 / gcm−2 decade−1 12±5±6

E1 / EeV 6.5±0.6±1 4.9±0.1±0.8
D1 / gcm−2 decade−1 39±5±14

E2 / EeV 11±2±1 14±1±2
D2 / gcm−2 decade−1 16±3±6

E3 / EeV 31±5±3 47±3±6
D3 / gcm−2 decade−1 42±9±12

matching our findings. These indications reinforce our results
and will be further investigated to extract information on their
astrophysical origin.

We also studied the evolution of σ(Xmax) (see Figure 2b) to
identify a potentially similar underlying structure. We observe
a decrease in fluctuations, while the elongation rate implies a
change towards a heavier composition. Consistently, we find
no substantial change in the fluctuations σ(Xmax) at the re-
gions — between the ankle and the instep, and above the sup-
pression — where the elongation rate of ⟨Xmax⟩ is closer to
that of a constant composition. While being compatible with
the data (χ/ndf = 10.3/10), a model featuring three breaks at
positions fixed to those found in the elongation rate is statis-
tically not significant. Using such a model, a linear decrease
in σ(Xmax) can be rejected at a 2.2σ significance level only.
Note that changes in the primary mass composition are not
reflected in the same way in the energy evolution of ⟨Xmax⟩
and σ(Xmax) [11]. A simple transition between two primary
species at a constant rate corresponds to a linear dependence
of ⟨Xmax⟩ on log(E) but to a non-linear behavior of σ(Xmax),
for which, thus, the application of a broken-line model is in-
appropriate. For the evolution involving a larger number of
primary species with unknown proportions, a specific model
for the interpretation of σ(Xmax) cannot be defined. Hence,
more sophisticated investigations are needed. Detailed studies
on the astrophysical origin of the features in the mass compo-
sition and the energy spectrum are ongoing and will, jointly
with the AugerPrime upgrade, offer new insights into the na-
ture of UHECRs.

SUMMARY

We have performed a measurement of ⟨Xmax⟩ and σ(Xmax)
for cosmic rays with energies between 3 and 100 EeV to inves-
tigate their mass composition. The method relies on the time-
dependent signals recorded by the SD of the Pierre Auger Ob-
servatory. After training our deep learning model on simu-

lated SD data, we used measured hybrid data to crosscheck
and cross-calibrate our algorithm using the FD of the Obser-
vatory to remove mismatches between simulations and mea-
sured data. With the calibrated method, we obtained a 10-
fold increase in the size of the Xmax data set for E > 5 EeV
compared to the FD measurements and found a consistent
picture of the ⟨Xmax⟩ and σ(Xmax) measurements. At lower
energies, our measurements are in excellent agreement with
fluorescence observations, indicating a light and mixed mass
composition. At the highest, so far inaccessible, energies, we
report a purer and heavier composition, confirming the trend
indicated by the FD data. The observation of small fluctu-
ations in Xmax beyond 50 EeV further excludes a significant
fraction of light nuclei at the highest energies. Due to the sub-
stantial rise in statistics, we have found evidence at a level of
4.4σ for a characteristic structure in the evolution of the mass
composition beyond a constant elongation rate. The model de-
scribing our data best features three breaks. Interestingly, the
identified breaks in the elongation rate model are observed to
be in proximity of the ankle, instep, and suppression features
in the energy spectrum, where changes in the spectral index
have been reported [4]. A structure, while not statistically sig-
nificant, is visible in σ(Xmax), which could suggest breaks at
similar energies. More statistics are needed to study the na-
ture of the identified breaks and, particularly, investigate the
existence of the third break at the highest energies, where the
statistics are decreasing and systematic uncertainties are in-
creasing. We have demonstrated the significant potential of
applying deep neural networks to astroparticle physics, par-
ticularly in the analysis of low-level data. Our approach com-
prises a detailed study of systematic uncertainties, including
the cross-calibration with a complementary detector, high-
lighting the importance of an independent data set for cali-
bration and validation of these powerful algorithms.

The Pierre Auger Observatory is now being upgraded,
which includes the deployment of scintillators and radio an-
tennas on top of each SD station. The new detectors, com-
bined with the emerging capabilities of machine-learning-
based algorithms, offer unique prospects for accurate com-
position studies [55, 56] and increase our understanding of
cosmic rays at ultra-high energies.
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Valle Las Leñas; in gratitude for their continuing coopera-

26



TA-Auger mass composition

P
o
S
(
I
C
R
C
2
0
2
3
)
2
4
9

Auger-TA mass composition working group report Alexey Yushkov

18 18.5 19 19.5 20

eV) / Elg(

650

700

750

800

850

]
-2

 [
g 

cm
〉 

m
ax

X 〈

2.3d Sibyll

iron

proton

 TA⊗proton 
 TA⊗helium 

 TA⊗nitrogen 
 TA⊗iron 

 TA⊗proton 
 TA⊗helium 

 TA⊗nitrogen 
 TA⊗iron 

 TA⊗TA, ApJ (2018) 

sysσ ±

18 18.5 19 19.5 20

eV) / Elg(

0

10

20

30

40

50

60

70

80

]
-2

) 
[g

 c
m

m
ax

X( σ

iron

proton

Figure 2: Measurements of 〈-max〉 and f(-max) at TA [8] compared to predictions of the hadronic inter-
action model Sibyll 2.3d. Measured -max moments and Sibyll 2.3d predictions shown with points contain
experimental biases (⊗ TA), while predictions at the MC level are shown with lines.
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energy range lg(�/eV) > 18.2. The energy binning is the same as used by TA [8]. Data are binned using
the respective energy scales of each observatory.

biases and resolution effects and can be compared directly to the predictions from Monte Carlo
air-shower simulation codes not including any detector effects (MC level). The energy evolution
of the -max moments measured at Auger in comparison with the predictions of EPOS-LHC [9],
Sibyll 2.3c [10] and QGSJet-II.04 [11] hadronic models for protons and iron nuclei is presented in
Fig. 1.

The TA data set contains events recorded with the fluorescence telescopes installed at the
Black Rock Mesa and Long Ridge sites [8]. To be accepted, the events used in the -max analysis
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Figure 7: Comparison of 〈-max〉 and f(-max) measured at TA and for the Auger data transferred into the
TA detector (AugerMix). Statistical and systematic errors of each observatory are shown with error bars
and shaded areas correspondingly. In the 〈-max〉 plot, Auger and TA systematic uncertainties combined in
quadrature are shown with a dashed line.

the mass fractions in AugerMixes is presented along with the examples of the -max distributions
measured at Auger and the AugerMixes distributions in two energy bins. The shapes of the Auger
and AugerMixes distributions agree well as a comparison of their 〈-max〉 and f(-max) presented
in Fig. 5 shows. Results for AugerMixes in Figs. 4, 5 are obtained using maximum a posteriori
point estimates of nuclear fractions from the full posterior distributions, one example of which for
lg(�/eV) = 18.2 − 18.3 is shown in Fig. 6. To exploit information from posterior distributions,
we randomly sample from them 100 AugerMixes in each energy bin and process the mixes through
the TA analysis chain obtaining this way 100 AugerMixes ⊗ TA. Standard deviations of 〈-max〉 and
f(-max) distributions for 100 mixes (see an example in Fig. 6) are then used as an estimation of
statistical errors on -max moments of AugerMixes ⊗ TA.

The comparison of the -max moments for the TA data and AugerMixes is presented in Fig. 7.
The TA -max fluctuations are not shown at lg(�/eV) > 19.2 since for these energies f(-max)
can not be reliably estimated due to the relatively low TA event statistics. One can see that
〈-max〉 measurements of the two observatories agree within the statistical and systematic errors
with shallower 〈-max〉 TA values at the low-energy end lg(�/eV) < 18.5. At the moment,
we cannot identify the reasons for the observed energy-dependent behaviour of this discrepancy.
The -max fluctuations are generally in good agreement except for two energy bins (lg(�/eV) =
18.7 − 18.8, 18.9 − 19.0) where TA f(-max) have larger values. These larger fluctuations are due
to the presence of very deep events in the TA data as can be seen in Fig. 8 where examples of -max
distributions for the TA data and AugerMixes are shown. In this figure to compare the shapes of
the distribution we remove the mismatch between 〈-max〉 of the two data sets by shifting the TA
distributions by the values indicated in each panel. Visually, the details of the TA and AugerMix
distributions look very similar. For a quantitative characterization of their compatibility, we apply
the Anderson-Darling (AD) statistical test in which each of 100 AugerMixes ⊗ TA is compared to
the TA -max distributions shifted to match 〈-max〉 of an individual mix. We perform the same tests
also for the Auger data and AugerMixes folded with the Auger detector effects. The distributions
of p-values for these tests in the energy bin lg(�/eV) = 18.9 − 19.0 are shown in Fig. 9. The

6

No discrepancies beyond the statistical and systematic
errors in Xmax and σ(Xmax) of the two observatories
could be identified... the TA and Auger measurements
are found to be consistent with each other.

A. Yushkov for the WG, ICRC 2023. PoS 249, paper in preparation
TA coll., Astrophys. J. 858 (2018) 76.
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pairs of pure compositions labeled with their mass numbers (resulting in a so-called “umbrella” plot).

around 10 EeV and 30 EeV, the ⟨lnA⟩ shows indications of an
almost constant composition. For all interaction models, the
fluctuations σ2(lnA) in lnA are small, indicating a composi-
tion dominated by a single type of nucleus. This observation
exhibits a distinct characteristic that is quite compatible with
the expectations for the Peters cycle. However, for quantita-
tive results on the fluctuations of lnA, the systematic uncer-
tainties in the measurements, as well as the uncertainties in
the interaction models, will need to be reduced.

Nonphysical negative fluctuations are found for QGSJetII-
04 across the whole energy range, strongly disfavoring the
model, in line with previous studies [21, 61, 62, 69]. Nega-
tive fluctuations for Sibyll2.3d and EPOS-LHC are also vis-
ible but are compatible with zero within uncertainties. Note
that this result does not state that the fluctuations are not cor-
rectly modeled in simulations but rather that the fluctuations

expected from a composition derived from the ⟨Xmax⟩ mea-
surement are in tension with the model predictions. In fact,
the uncertainties from the interaction-model description of the
fluctuations are rather small, and parts of the mismatch found
could likely originate from differences in the Xmax scale in
measured data and simulations. Indications for such a tension
in the ⟨Xmax⟩ scale in simulation and data were previously re-
ported in other studies [12, 58].

Another way of comparing the measured data to model pre-
dictions is the illustration of the data in a re-scaled σ(Xmax)
vs. Xmax plane [15, 70, 71]. First, in this representation, the
measurements of ⟨Xmax⟩ are transformed into the scale of the
respective model. Thus, x = 0 translates to a pure iron com-
position, and x = 1 corresponds to a pure proton composition.
A similar transformation is applied to σ(Xmax) and denoted
with y. Note that extremely mixed compositions would fea-
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Update on the Combined Analysis of Muon Measurements J.C. Arteaga-Velázquez

Preliminary

Figure 3: The z-scale values of Fig. 2 after applying the energy-scale adjustments described in the text for
cross calibration. The data for EAS-MSU and HiRes-MIA are shown for comparison but were not cross-
calibrated. The data is compared with predictions of the GSF model (dashed line) and with expectations
from optical measurements of 𝑋max [35] assuming a mixed composition scenario.

allows to shift the measured spectra to the position between the results for Auger and TA. The
relative difference between the energy scales of these two experiments is ∼ 10.4% according to the
Spectrum Working Group of Auger and TA [34]. KASCADE-Grande and SUGAR reported their
measurements based on the energy scale of Auger [24], hence, the same energy adjustment was
applied for these experiments. In table 1, we present the values of the energy-scale factor applied to
the data of each experiment. Notice that in case of the EAS-MSU and HiRes-MIA experiments no
energy-scale shift is available, as we need more information about the internal energy calibration
in their data.

The plot for the z-scale after applying procedure of energy cross-calibration to the measurements
with an available energy scale is presented in Fig. 3. In this plot, we observe that the measured data
lie between the predictions of the high-energy hadronic interaction models only up to energies of
1017 eV. As we approach the ultra-high energy regime, the muon excess with respect to the p/Fe
MC predictions is revealed by Auger, TA, NEVOD-DECOR and AGASA experiments, however,
is not observed by the other experiments. In case of Yakutsk and Haverah Park, the data is in
agreement with the MC predictions, while for KASCADE-Grande, the measured values are below
the model predictions. To proceed with the meta-analysis, we must remove the mass dependence
of the z-scale. This is achieved by subtracting the expected value 𝑧mass from the z-parameter. 𝑧mass
was estimated using the Global Spline Fit (GSF) model. The resulting values for Δ𝑧 = 𝑧 − 𝑧mass
are plotted in Fig. 3 for the EPOS-LHC and the QGSJET-II-04 models. In this plot, we observe a
trend in the muon data, which seems to imply that the excess of muons respect to the GSF model
predictions and the expectations from 𝑋max data is energy dependent and that it appears at energies
close to ∼ 1017 eV. There is also data, however, that is in agreement with the MC simulations, one
experiment, namely, KASCADE-Grande calibrated with the Auger energy scale [24], whose results
lie below the MC expectations. The differences between the observed trends of the data may give
some keys to understand the muon puzzle. To extract such clues, first, we must understand, among
other issues, how the experimental conditions may be related with the regions of the parameter

6

z = [ln(Nµ)− ln(Nµ,proton)]/[ln(Nµ,iron)− ln(Nµ,proton)] J. Arteaga-Velazquez for the WHISP WG, ICRC 2023, PoS 466
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Modification of hadronic
interaction models

Combined fit of (S1000, Xmax)
( hybrid events, 3 EeV - 10 EeV)

Combined fit of (S1000, Xmax) allowing
for an angular dependent rescaling of Nµ

Combined fit of (S1000, Xmax) allowing
for an angular dependent rescaling of Nµ
and shifting Xmax of all primaries
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FIG. 5: The two-dimensional distributions of S(1000)Ref and XRef
max for data measured by the Pierre Auger

Observatory in the energy range 1018.5 − 1019.0 eV and divided into five zenith-angle bins.

04, Sibyll 2.3d. The low-energy model Urqmd [28]347

was implemented for interactions below 80 GeV in ki-348

netic energy for Epos-lhc and Sibyll 2.3d. In case of349

Qgsjet II-04, the low-energy model Fluka [29, 30] was350

used. No significant dependencies of the results on the351

low-energy model were found. The same reconstruction352

software Auger Offline [31] was applied to the simulated353

showers maintaining the same selection procedures and354

treatment for measured and simulated showers.355

The simulated showers were reconstructed without ac-356

counting for the specific contributions from imperfections357

of the detector, description of atmospheric conditions,358

operation malfunctions etc. In case of the FD part in sim-359

ulations, we smeared additionally Xmax by 8 − 9 g/cm2
360

according to the study in [2] to account for these effects.361

In case of the SD part, we checked a possible effect on362

the results using maximal artificial smearing of S(1000)363

and no statistically significant effect on the results was364

observed.365

B. Results366

The description of measured data by the MC templates367

adjusted for the three most likely modification parame-368

ters obtained applying the method described in Section II369

is illustrated in Fig. 14 in Appendix B. A good agreement370

between the data and simulations both in the XRef
max and371

S(1000)Ref distributions was achieved as well as for the372

correlation between XRef
max and S(1000)Ref . The p–value373

of the description of the two-dimensional distributions in374

all five zenith-angle bins was estimated to 2.6%, 3.6% and375

18% for Epos-lhc, Qgsjet II-04 and Sibyll 2.3d, re-376

spectively, obtained from MC-MC tests using 100 show-377

ers with artificially modified Xmax, and SHad(1000)(θ)378

according to the corresponding fitted values and for the379

most likely combinations of primaries.380

The resulting MC adjustment parameters indicate a381

deeper Xmax scale than all the three HI models predict,382

see the left panel of Fig. 6. The deeper Xmax scale has383

a consequence of a heavier mass composition needed to384

describe the measured data than in case of composition385

fits to the Xmax distributions with the original versions of386

the HI models as in [3, 32] for the corresponding energy387

range. The primary fractions depicted in the right panel388

of Fig. 6 show smaller dependence on the HI model, as389

the main difference between the HI models in the Xmax390

scale was reduced by fitting the ∆Xmax parameter.391

The fitted deeper Xmax scale implies a reduction of the392

discrepancy in the ground signal between the data and393

MC simulations to ≈ 10−25%, see the left panel of Fig. 8,394

than previously found for Epos-lhc and Qgsjet II-04395

in [12]. As assumed in the method, these differences in396

the ground signal can be mostly explained by the lower397

hadronic signal predicted by MC simulations, see the398

right panel of Fig. 8 and right panel of Fig. 7. This reduc-399

tion of the so-called muon puzzle is associated mainly to400

the heavier mass composition found within this method401

and partially to the decrease of the distance between the402

shower maximum and ground.403

C. Systematic Uncertainties404

There are four dominant sources of systematic uncer-405

tainties of the fitted parameters:406

• uncertainty of the energy scale ±14% [20],407

• uncertainty of the Xmax measurement +8
−9 g/cm2 [2],408

• uncertainty of the S(1000) measurement ±5% [33],409

• biases of the method from the Monte Carlo tests,410

see Figs. 15,16 in Appendix C.411

All contributions to the systematic uncertainties of indi-412

vidual fitted parameters (see Fig. 13 in Appendix A) were413

summed in quadrature resulting in the values shown in414

Test: modification of hadronic interaction models
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Adjustments to Model Predictions of -max and Signals at Ground Level Jakub Vícha
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Figure 3: From left: ((1000)Ref distributions in two extreme zenith-angle bins, the -Ref
max distribution and

the AG correlation parameter of [-max, ((1000)] as a function of the zenith angle. Top (a): results of the
-Ref

max fit; middle(b): results of the fit with �-max fixed to zero g/cm2; bottom (c): results of the full fit.

The resulting rescaling parameters of the simulated hadronic signal 'Had(\min) and 'Had(\max)95

are shown in the left panel of Fig. 4. We found that the adjustment of the attenuation of (Had96

(di�erence between 'Had(\min) and 'Had(\max)) depends mainly on the experimental energy scale,97

see the right panel of Fig. 6. For the energy scale currently adopted at the Pierre Auger Observatory,98

the fit results prefer the attenuation of (Had predicted by E���-���. For all three HI models, a99

deeper -max prediction is preferred with �-max values equal to 22 ± 3 +14
�11 g/cm2 for E���-���,100

48± 2 + 9
�12 g/cm2 for Q����� II-04, and 30± 2 + 9

�15 g/cm2 for S����� 2.3d, see Fig. 5. Such shifts of101

simulated -max values lead to a heavier mass composition (right panel of Fig. 4) compared to the102

inferences with the unaltered HI models. As expected, the inferences on the mass composition are103

now much less model-dependent.104

The increase of the MC prediction on -max, resulting in the increase of the signal at the ground,105

alleviates the problem with the deficit of muons in the predictions of HI models, as, e.g., in [4].106

Still, for a satisfactory description of the data, the hadronic signal in HI models should be increased107

by 15± 2 +20
�16% for E���-���, by 24± 2 +23

�19% for Q����� II-04, and by 17± 2 +22
�17% for S����� 2.3d108
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A shift in Xmax and muon number

(iv) The biases of the method estimated from the
MC-MC tests (see Appendix B for the results of
these tests).

Since the Xmax systematic uncertainty is strongly corre-
lated with the modification ΔXmax, its effect on the nuclei
fractions is nearly cancelled out by the corresponding
change of ΔXmax. In general, the nuclei fractions, and
therefore the inferences on the mass composition, are
weakly sensitive to all experimental systematic errors
due to the simultaneous fitting of ΔXmax and Rhad in the
method. To explore the effect of those systematics, and as a
simplifying ansatz, the total systematic uncertainties on the
fit parameters are obtained by summing all four contribu-
tions in quadrature (see Appendix E for the size of
individual contributions).
One can also note, that within systematic errors no

significant dependence of Rhad on the zenith angle was
found. The difference between RhadðθminÞ and RhadðθmaxÞ
shows a tight correlation with the uncertainty on the energy
scale. However, given all the experimental uncertainties in
the case of QGSJet-II-04, the measured data prefers within the
method rather flatter attenuation of the hadronic signal at
1000 m than predicted by the model, indicating too hard
spectra of muons predicted by this model.

The systematic uncertainties on the parameters B, D, β,
used in Eqs. (1) and (2) for the energy correction of S, X, as
well as corrections of the long-term performance and other
effects related to the operation of the SD and FD, have a
negligible contribution to the systematic uncertainties. We
could not identify any significant dependencies of the
results on the zenith angle or energy in the studied ranges.

D. Significance of improvement in data description

In Fig. 9, the results of our method for ΔXmax and
RhadðθÞ applying also all possible combinations of the
systematic uncertainties on EFD, Xmax, and Sð1000Þ are
shown with the full points. These points are located
approximately in a plane, contour outlined with a dashed
line, due to a correlation between the modification param-
eters through the mass composition describing the data (see
the left panels of Figs. 6 and 7, e.g., increase ofΔXmax leads
to a heavier fitted mass composition and consequently to a
decrease of Rhad). The plane is tilted with respect to the
[RhadðθminÞ, RhadðθmaxÞ] plane. It is a consequence of the
effect of ΔXmax on the ground signal S at different zenith
angles, see Eqs. (B1)–(B5) in Appendix B, and conse-
quently on the fitted RhadðθminÞ, RhadðθmaxÞ. The color of

FIG. 7. Left: Correlations between ΔXmax and Rhadðθmin ≈ 28°Þ modifications of the model predictions obtained from the data fits.
Right: Correlation between Rhadðθmax ≈ 55°Þ and Rhadðθmin ≈ 28°Þ. The contours correspond to 1σ, 3σ, and 5σ statistical uncertainties.
The gray rectangles are the projections of the total systematic uncertainties.

TABLE III. Modifications of the model predictions and primary fractions in the energy range 1018.5 eV to 1019.0 eVwith statistical and
systematic uncertainties for the best data fits and the p-values obtained using MC-MC tests.

RhadðθminÞ RhadðθmaxÞ ΔXmax=ðg=cm2Þ fp (%) fHe (%) fO (%) fFe (%) p-value (%)

Epos-LHC 1.15� 0.01þ0.20
−0.16 1.16� 0.01þ0.14

−0.10 22� 3þ11
−14 21� 3þ14

−11 20� 4þ15
−6 44� 5þ15

−6 15� 4þ7
−15 10.6

QGSJet-II-04 1.24� 0.01þ0.22
−0.19 1.18� 0.01þ0.15

−0.12 47þ2
−1

þ9
−11 16� 2þ8

−10 11� 4þ20
−7 36� 5þ21

−5 37� 5þ6
−22 19.8

SIBYLL 2.3d 1.18� 0.01þ0.21
−0.17 1.15� 0.01þ0.15

−0.11 29� 2þ10
−13 13� 2þ18

−5 15� 4þ15
−12 40� 5þ22

−5 32� 5þ3
−25 32.6

A. ABDUL HALIM et al. PHYS. REV. D 109, 102001 (2024)

102001-12

Main effect from re-scalling muon component in a zenith angle dependent way
A deeper Xmax leads to further improvements

Auger coll., Phys. Rev. D 109, 102001 (2024)
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Conclusion

The two ultra-high-energy cosmic rays Observatories provide more and more data with better
resolutions and deeper understading of the systematic uncertainties.

Modern techniques provide further insights in the air-shower physics and measurements, revealing
features in the Xmax and flux distributions

Indications for the sources of UHECRs in the PPSC, Centaurus A region and an undoubtful energy
dependent dipolar pattern present at the highest energies

Looking forward to the results from the next years with AugerPrime and TAx4!
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