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The National Centre for HPC, Big Data and Quantum Computing
Managed by the ICSC Foundation, one of the five National Centres founded under the Italian PNRR.

Goal : a long-term, national, distributed infrastructure for cutting-edge research and innovation in high-
performance and high-throughput computing.

Over 50 founding members, 
to foster synergy between 
scientific and industrial sectors.

A total investment of almost 
320 million Euros 

Sept. 2022 – Aug. 2025

https://www.supercomputing-icsc.it/en/icsc-home/
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The Spoke and hub model
One cross spoke, Spoke 0 ("Supercomputing Cloud Infrastructure"), and 10 thematic spokes.
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Spoke 2 - Fundamental Research & Space Economy
Activities coordinated by INFN and organized around 6 Work Packages :

Many objectives, such as:

• design, develop, and test solutions suited to both current and next-generation experiments;

• provide new tools with applications beyond science, as in many historical examples (WWW, Grid, …);

• proliferate HPC methodologies across Italian academic and industrial sectors.

WP1: algorithms and tools 
for theor. physics

WP2: applications for exp. 
high-energy physics

WP5: support for data 
management & distributed 

data-lake infrastructure

WP4: boost computational 
performances & porting to 

GPU, FPGA, etc.

WP3: applications for exp. 
astroparticle and G.W. 

WP6: Cross Domain 
initiatives & Space Economy

”scientific” WPs

”technical” WPs



A WP3 use-case :
DAIDREAM
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The use-case DAIDREAM within WP3

DAta-driven IDentification of Rare Events in Astroparticle physics 
through Machine learning techniques

Employ self-supervised or weakly supervised deep-learning to fully exploit experimental data 
(examples in anomaly detection for HEP and rejection of noise transients in GW)

Application in at least 2 distinct (yet contiguous) experimental settings:

• searches for WIMPs with mass up to ~10 TeV in dual-phase Liquid Argon TPCs

• search for rare or anomalous air-shower footprints in ground-based observatories

Project developed on the INFN-Cloud infrastructure, in particular using 
isolated Virtual Machines running JupyterHub with Notebooks persistence.

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.108.052009
https://iopscience.iop.org/article/10.1088/1361-6382/acd981
https://www.cloud.infn.it/
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The Recoil Directionality (ReD) experiment

TPC (5 x 5 x 6) cm3

miniaturized version of 
the DarkSide-20k TPC

Light readout by 
24 SiPMs in 5x5 cm2 tiles

Neutrons from a 252Cf source
Ø nuclear recoils of a few keV

Ø close detectors (BaF2) to tag fission events
Ø neutron spectrometers (PScis) to detect scattered neutrons

Eur. Phys. J. C 81 (2021) 11, 1014

https://link.springer.com/article/10.1140/epjc/s10052-021-09801-6
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Convolutional AutoEncoders and their application
Self-supervised neural network architecture where data are compressed into a low dimensionality 
latent space, then reconstructed minimizing differences between original and output.

Implicitly highlighting features of a dataset, while disregarding noise and redundancies

o input: time series (~10,000 bins) resembling waveforms measured by the ReD TPC 
o architecture: 3 Conv1D + avg. pooling layers, followed by 1 flattened dense layer (details in backup) 
o 4-dimensional latent space ( i.e. each trace is compacted into only 4 values, named zi )
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Application to a synthetic dataset
Synthetic waveforms: single-peaked 
log-normal shaped signal on top of 
non-gaussian noise.
Generated signals have amplitude
(i.e. peak value) distributed in [~0, 1].

Characterizing result: 
waveforms with negligible signals 
encoded into a limited region of the
latent space (nicknamed as “garage”)
where the 4 zi simultaneously
assume specific values.
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Application to a synthetic dataset - results

Labelling of events :
• if the 4 zi fall simultaneously in 

the “garage”, tag as noise-only;
• if not, tag as signal.

Garage defined as the combination 
of the 3σ-intervals around median 
calculated for each zi distribution 

using “noise-only” waveforms
False positives fraction < 1%

True positives fraction > 99% 
down to signal amplitudes ~ 0.015

Thanks to N. Pino, S. Puglia, S. Albergo (UniCT) 
for their contributions in developing this methodology.
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The Pierre Auger Observatory
Largest experiment for the detection of ultra-
high energy cosmic rays.

Deep-learning applications focus on exploiting 
the extensive air-shower footprints at ground 
level, measured by the Surface Detector (SD), 
to infer mass-sensitive information.

Typical signals acquired 
by the water-Cherenkov 
tanks of the SD array

Nucl. Instrum.Methods A
798, 172 (2015).

See for example:
JINST 16 (2021) P07016
JINST 16 (2021) P07019

arXiv:2406.06319

https://doi.org/10.1016/j.nima.2015.06.058
https://doi.org/10.1016/j.nima.2015.06.058
https://iopscience.iop.org/article/10.1088/1748-0221/16/07/P07016
https://iopscience.iop.org/article/10.1088/1748-0221/16/07/P07019
https://arxiv.org/abs/2406.06319
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Applications to the Pierre Auger Observatory data 
Goal: identification of unusual events, possibly induced by non-hadronic primary particles.

Strategy: process the temporal and spatial structure of the footprint at ground level with deep 
convolutional neural networks, separating the space and time measurements.

Proposal : preliminary analysis using Auger Open Data
> 25000 events with primary energy above ~2.5 x 1018 eV , corresponding to 10% of the dataset used in 
the Auger physics analyses presented at the International Cosmic Ray Conference in 2019.

Fundamental step in the data pre-processing: 
transformation (i.e. re-indexing) of station locations 
from the SD triangular grid into a Cartesian grid. 

Astropart. Phys. 97, 46 (2018)

PoS(ICRC2021)239

https://opendata.auger.org/
https://doi.org/10.1016/j.astropartphys.2017.10.006
https://pos.sissa.it/395/239/


A WP6 flagship use-case:
AI algorithms for (satellite) 

imaging reconstruction
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Space Economy within the WP6

Deterministic Learning algorithms for 
object identification of photovoltaic 
panels in aerial images.

Technologies 2023, 11, 174

Disease detection in vineyards using  
high-resolution images collected by 
Unmanned Aerial Vehicles (UAVs).

V. Strati, EGU24-10773 (2024)

Analysis of satellite imagery using 
deep-learning for disease detection in 
vineyards and segmentation of 
wildfire-affected areas.

Participating institutions: UniFE, UniCT, INFN-Catania

predicted 
symptomatic 
boxes

Courtesy 
of V. Strati

https://doi.org/10.3390/technologies11060174
https://doi.org/10.5194/egusphere-egu24-10773
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Sentinel-2 mission and the Copernicus Emergency Management Service

The Copernicus Sentinel-2 mission:
twin satellites for high-resolution, high 
revisit frequency, multi-spectral imaging.

Copernicus Emergency 
Management Service (CEMS) : 
one of six services within the Earth 
Observation component of the 
European Union’s space programme.

https://dataspace.copernicus.eu/explore-data/data-collections/sentinel-data/sentinel-2
https://emergency.copernicus.eu/
https://emergency.copernicus.eu/
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Downloading and (pre-)processing Sentinel-2 data 
Within the project, a python library has been developed, currently including of 4 modules:

Sentinel
Download

Sentinel
DataManipulator

Sentinel
Visualiser

Sentinel
DataHandling

Download of satellite imagery using the Sentinel-Hub API. 
Currently implemented for Sentinel2-L2A products only.

Produce maps for single spectral band and vegetation indexes (currently 19 
implemented) in TIFF format and as numpy arrays. Also combining downloaded 
data with wildfires information from CEMS (if available).

Printing the processed maps in standard formats (PDF, PNG, etc.)

Pre-processing of data for training deep-learning applications.
Currently includes : dataset normalization, discrete mirroring/rotations & 
image splitting for data augmentation, storage in csv or numpy-native formats.

To be made publicly available as open-source library by the end of the project.

Head of development : 
G. Piparo (INFN-CT)

https://docs.sentinel-hub.com/api/latest/
https://emergency.copernicus.eu/mapping/list-of-activations-rapid
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Goal: delimitation of burnt areas using supervised Convolutional 
Neural Networks (a review of deep learning applications in this field) 
trained on wildfire activation maps from CEMS.

Preliminary dataset : 23 areas, 512x512 pixels, 3 different times 
(30 to 10 days before / during / 10 to 30 days after the event).

Features selection: 10 spectral bands + 9 vegetation indexes. 

Architecture : UNet-like with Long Short Term Memory (LSTM) 
layers + custom losses (Dice + Jaccard + cross-entropy).

16

Segmentation of wildfire-affected areas

Satisfying preliminary results, but a lot of room for improvement: 
larger dataset, better selection of events, download at higher 

resolution, better cloud management, data augmentation tools, …

example : RGB example : NDVI

Thanks to G. Piparo for the 
deployment of the architecture

https://doi.org/10.3390/fire6050192
https://emergency.copernicus.eu/mapping/list-of-activations-rapid


What’s next ?
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Activities currently underway

WP3 – DAIDREAM

o Apply method to ReD measurements
(very promising preliminary results)

o Combine tools for processing of multi-
layered maps with autoencoder applied 
on waveforms

WP6 - AI algorithms for (satellite) imaging reconstruction

Segmentation of wildfire-affected areas:

q Download full dataset (up to 178 events) 
at higher granularity (2048 x 2048 pixels)

q Perform data-augmentation during training

q Study different architectures

Research plan in 4 phases :
(1) landscape recognition (1 year – concluded)          (2) realization (currently underway)
(3) validation of developed tools & algorithms           (4) wrap-up & dissemination
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Conclusions
The National Centre for HPC, Big Data and Quantum 
Computing is a great opportunity for research in Italy, 
going well beyond securing cutting-edge computing 
resources and technologies:

v form a globally appealing ecosystem, 
based on public-private partnerships; 

v address both current and emerging scientific 
and societal challenges;

v training of a new generation of computing-savvy 
researchers and Ph.D. graduates.

Thanks to the ReD & Darkside Collaborations 
and to the Pierre Auger Collaboration for 
providing precious information about the 

apparatuses and the measurements formats. 



Backup
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Convolutional AutoEncoder (CAE) 
for the analysis of waveforms

21

Training : Keras with Tensorflow as backend

Optimizer : ADAM - initial Learning Rate 0.001

Loss function : sum of square differences btw input and 
output, equivalent to MSE x number of time-bins (= 9728)

Activation function : ReLu (after Conv. & Dense layers)

Callback : ReduceLROnPlateau
monitor='val_loss’, factor=0.5,
patience=5, cooldown=5, min_delta=1e-4,
restore_best_weights=True

batch size = 100 (fixed)

Dataset : 10,000 synthetic waveforms 
- 7500 (6000+1500) training + validation
- 2500 testing
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CAE training scheme

22

1. train 50 models with different random initialization for 20 epochs, then select model with lowest validation loss

2. train best model from step (1) for 20 epochs restarting the optimizer with a different seed 10 times, then select
model with lowest validation loss

3. repeat step (2) four times, for a total of 100 epochs  (20 x 4 + the initial 20 epochs from step (1) )

69/7500 values > 1 
39/2500 values > 1
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UNet-like CNN 
with LSTM layers

23

Optimizer : ADAM - initial Learning Rate 0.001

Custom loss function (see box below)

Test training performed for 50 epochs, batch_size = 2
with 23 time series (3 images of 512x512 pixels each) 
70% in training set, 30% in test set


