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Computing for
Joint ECFA-NUPECC-APPEC (1/2)

e At the Joint ECFA-NuPECC-APPEC (JENA) Seminar in May 2022 in Madrid, both the plenary
presentations and the closed session of funding agency representatives revealed that there is an
increased need for discussions on the strategy and implementation of European federated
computing at future large-scale research facilities.

* The status, needs and plans on a European level for large infrastructures are diverse and not
coherent

* |n particle physics the concept for HL-LHC computing is discussed, in particular how the WLCG concept can
be adapted to cope with the increased demands.

* In nuclear physics the computing is currently organized mainly facility based and the community has
limited access to the national computing centers

* |In astroparticle physics various totally different computing models for the distributed large-scale
infrastructures exist

e 0RE NuPRCC D OAP
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https://ecfa.web.cern.ch/
https://www.nupecc.org/
https://www.appec.org/
https://nupecc.org/jenaa/
https://indico.cern.ch/event/1040535/

Computing for
Joint ECFA-NUPECC-APPEC (2/2)

* Therefore, APPEC, ECFA and NuPECC decided to organize a European, cross-
community workshop on the strategy of computing.

* Goal: Identify the computing requirements in the next decade and the synergies
that can benefit all the three communities (and funding agencies).

* This is an initial kick-off workshop. We aim to set up working groups to explore synergies and
cooperation in certain areas. The results will be discussed with representatives of the funding
agencies at the next JENA symposium.
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JENA Computing Workshop

* Workshop with European focus, with worldwide implications

* Quite interesting agenda and fruitful discussions
* Similarities with ESCAPE “noted”

e ~60 participants from the 3 communities (by invitation only)
» Several European WLCG members were present and a representative from OSG (Frank W.)

* Also talk from EuroHPCJU
* ~10 INFN N s 2

* Conclusions - five areas g
were identified
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Speaker: Evangelos Floros (EuroHPC JU)
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Conclusions: HPC

* The relationship with HPC centers and the integration of HPC resources with our
computing infrastructures

* For Europe, there is a need to engage at a higher level with EuroHPC. Contrarily to the past,
there is an opportunity to shape the evolution and policies of HPC facilities towards the ENA
sciences needs.

e S. Campana and G. Merino tasked to organise a working group around this area.
* Luca and Tommaso have volunteered to join the wg
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https://eurohpc-ju.europa.eu/index_en

Conclusions: Software and
Heterogeneous Architectures

 Common software can promote quality whilst reducing overall cost

 Ability to use heterogenous architectures important for cost and environmental sustainability
reasons. The latter may also drive choice of future programming languages and use of techniques
such as Al/ML.

« Common software exists at:

* Infrastructure level
* Containerization and Orchestration (e.g., Docker and Kubernetes);
* Monitoring and Logging (e.g., Prometheus, Grafana and Kibana);
* Security and Identity Management (e.g., Keycloak, Okta or AuthO);
* Collaboration and Version control (e.g., Github and GitLab).
e Higher level with things like AAI stacks, ticketing, accounting systems, Data Management and Workload
Management. ESCAPE combined tools from HEP domain into a demonstrator.
* Within domains: e.g., for HEP ROOT, Geant4, Corsika, MC generators, ... and using tools such as
Tensorflow, Keras, ONNX, ...TBB, CUDA, ...

* More recently Python ecosystem e.g., Scikit-HEP, gammapy (for gamma ray astronomy)
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Conclusions: Federated Data
Management, Virtual Research
Environments and FAIR/Open Data

* Very positive feedback about the work done in ESCAPE in this area. The ESCAPE

collaboration should be leveraged to strengthen synergies between the three
sciences around data management and federated identities.

* The ECFA/NUPECC and APPEC chairs are in the ESCAPE advisory board and will

recommend that ESCAPE focuses on those areas and the evolution of the tools
and services for the next decade.
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Conclusions: ML and Al

* The approach seems slightly different between communities

* ECFA is beyond the phase of scepticism, and is willing to explore also end-to-end
approaches to workflows like reconstruction (with Graphs) and GANs (Generative
adversarial networks) for large parts of Geant4

* NUPECC and ApPEC still consider Al an immature tool, with possible use as a piecewise
substitution for certain algorithms; but they are still concerned by the black box
approach and the lack of explainability

* Both agree that solid and easy to use ML-oriented infrastructures are needed for R&D but also as
training facilities for experiments

* Lucio Anderlini and Tommaso Dorigo have volunteered
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Conclusions: Training, Dissemination,
Education

* Training: leverage the experience in the HSF training initiative and find common ground
with other sciences. Share/reuse material and possibly understand if some common
training event can be organised.

* Dissemination: we considered the idea to organise a conference on scientific computing
similar to CHEP but embracing more sciences (largely beyond ENA). In Europe there are 5

science clusters: ENVRI-FAIR, EOSC-Life, ESCAPE, PaNOSC, SSHOC. They are working on
common aspects of scientific computing, and this would be a natural one.

e Education: ECFA has an initiative on a European master program for detector physicists
and engineers. We discussed the idea to initiate a similar initiative on scientific software
and computing. The ECFA chair will start discussing this in the ECFA context.

= 4 s paaosc () SSHOC

E N v R I EOSC‘Llfe \ photon and neutron

FAIR open science cloud
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https://envri.eu/home-envri-fair/
https://www.eosc-life.eu/
https://projectescape.eu/
https://www.panosc.eu/
https://sshopencloud.eu/

