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Summary
◉ Status

◉ Grafana Monitor

◉ Automation of data reco

To the discussion:

◉ Online Data Quality Monitor

◉ Post Processing

2



Status

3



data flow - schematic view 
from detector to cloud (end of 2022 status)

Reconstruction 
running locally Database on Cloud

DAQ running locally
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data flow - schematic view 
from detector to cloud (today’s status)

Database storage 
and replicationDAQ running
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Running locally 

Midas2Cloud R2Console
(Kafka producer)

AutoReco R2Console
(Kafka Consumer)

S3 Storage SQL Replica 
on Cloud

Cloud Services

Database 
ODB



data flow
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These are the process that must 
be running on the DAQ machine 
in order to feed the services 
showed in the previous slide



Grafana Monitor
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Grafana (https://grafana.cygno.cloud.infn.it/)
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Home Page

https://grafana.cygno.cloud.infn.it/


Grafana (https://grafana.cygno.cloud.infn.it/)
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Grafana (https://grafana.cygno.cloud.infn.it/)
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We also want to invite people to use it and give us feedback:

- what is missing?

- what could be modified/improved?

- what is not clear?

- etc.

https://grafana.cygno.cloud.infn.it/


Auto Reco
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Auto Reco overview
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Sentinel process with the 
following tasks:

HTCondor settings and Reco time:
- We have a dedicated queue only for the 

auto reco jobs with:
- the possibility to run 16 jobs in 

parallel
- Machines: 4 cores and 8Gb RAM 

(which give us 1 core per 2gb 
RAM)

- The reconstruction code is taking 3 
seconds (using the cythonize noise reduction) in 
average for each image (using 4 cores), 
~20 minutes per Run.

- Check the SQL database to see if new run have 
arrived.

- If yes, Submit the Job using the Official 
Reconstruction code.

- Whole bunch of routines made to monitor all the 
process of: Submitting job, checking status, 
retrieve the output from the Queue machine, 
clean the Queue, update SQL database,  upload 
the Output on the cloud storage, etc.

- Local dataframe create to show in real-time the 
auto reco status on Grafana Dashboard

https://grafana.cygno.cloud.infn.it/d/Blz-PQUVk/auto-reco-monitoring?orgId=1&refresh=5s
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Online Data 
Quality Monitor
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Online Data Quality Monitor
Here we have two options:

1. Develop a process similar to the autoreco to run over the 

reco output (but also accessing the .mid) and retrieve the 

relevant information to be shown by Grafana.

2. Add to the Reconstruction code the relevant Data Quality 

variables, in this way the AutoReco process will do all the 

job once, save it and Grafana is able to do the work of 

averaging the information in bunches of N seconds (Runs).
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Post Processing
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Post Processing 
(more details on Emanuele’s presentation)

Add to the Automatic Workflow also a second step taking the 

reco as input:

● This should be done for sure once, asap the reco is done;

● But also have the possibility to run async when we have an 

update of corrections, calibrations, output of discriminator 

algorithms that we want to make persistent in the friend 

ROOT trees.
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https://agenda.infn.it/event/36399/contributions/202603/


THANK YOU!
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Bonus Slide
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