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Scattering Amplitudes
» SCATTERING AMPLITUDES for precision physics  

60 orders of magnitudes in Energy scales:  
from quarks and gluons to black-hole binary systems

» one tool: Feynman diagrams  
crucial for Elementary Particles  
and Gravitational Waves Phenomenology:  
form hard scattering cross-sections to astrophysical coalescing systems

» Interdisciplinary competences required

» Impact  
Physics and Mathematics, but also Biology, 
Chemistry, Statistics and Economy

www.nature.com/scientificreports/
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analysis is not restricted to biomolecules, and can be applied to interactions within any polymer-like system of 
chains. Nonetheless, when discussing speci!c applications, we focus on biomolecules, which provide a huge set of 
examples and for which our methods can be particularly useful.
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Before introducing the genus trace, we recall what the genus is and how it can be used in the analysis of biopol-
ymers. Note that the genus of RNA structures was considered before, e.g. in1–8, or for proteins in9. However in 
those works the genus was computed only for the entire chain length, and taking into account only canonical 
Watson-Crick base pairs in the RNA case. Here we show that much more detailed information is revealed once 
genus is computed for various types of bonds in a given structure, e.g. also for non-canonical base pairs, including 
those involved in helix backbone packing interactions in RNA. Moreover, the genus trace that we introduce in 
what follows captures much more information than solely the genus of the whole chain.

What is genus and how to compute it? Consider a polymer-like chain consisting of a number of resi-
dues, with bonds connecting various pairs of these residues, as in the example in Fig. 1(a). #e structure of such a 
chain can be presented in the form of a chord diagram. A chord diagram consists of b horizontal intervals (called 
backbones) that represent one or more polymer-like chains, and n arcs (chords) representing bonds, which con-
nect pairs of residues, and are drawn as half-circles in the upper-half plane. In this work we consider con!gura-
tions with only one backbone, =b 1. A chord diagram corresponding to the structure in Fig. 1(a) is shown in 
Fig. 1(b). Such diagrams are commonly used to present the structure of RNA chains3,4. A stack of parallel chords 
contributes in the same way as a single chord to the genus, so each set of parallel chords can be replaced by one 
chord, as in Fig. 1(c). Furthermore, to compute the genus it is of advantage to replace all backbones and chords by 
ribbons of !nite width, also as in Fig. 1(c). In this way we obtain a two-dimensional surface with r boundaries, 
which – a$er shrinking a backbone to a small circle – can be drawn in a smooth way on an auxiliary surface of 
genus g (i.e. having g “holes”), as in Fig. 1(d). #e genus of a chord diagram is de!ned as the genus of this auxiliary 
surface. #is genus can be determined from the Euler formula

− = − − .b n g r2 2 (1)

For example, in Fig. 1(c) there is =b 1 backbone, =n 2 chords, and =r 1 boundary (drawn in red). #erefore 
it follows from the Euler formula that the genus =g 1, so that the auxiliary surface is a torus, see Fig. 1(d).

Note that if no chords intersect in a given chord diagram then =g 0; in this case the chord diagram is called 
planar. In particular, a large complicated RNA with a secondary structure having all nested basepairs has genus 

=g 0, so it is quite simple from the point of view of this paper. Furthermore, for a !xed number of chords and 
backbones the genus cannot exceed some maximal value. We also recall that chord diagrams are used by mathe-
maticians to characterize moduli spaces of Riemann surfaces, while physicists reinterpret them as a particular 
class of Feynman diagrams arising in certain quantum !eld theories or matrix models4,7. Certain properties of 
chord diagrams have been also discussed in10.

Types of bonds and bifurcations. To determine the genus, for example using the formula (1), one simply 
considers all bonds in a given chain. However in various contexts, in particular for biomolecules, one can distin-
guish between various types of bonds. In this work we propose to consider such a distinction; as we will see, this 
provides some new information about those di%erent types of bonds. For RNA, an important classi!cation of base 
pairs have been introduced by Leontis and Westhof11,12. #ey noticed that RNA bases can be regarded as triangles 
with three di%erent edges, referred to as: Hoogsteen edge (denoted HG or H), Watson-Crick edge (denoted WC 
or W), and Sugar or Shallow Groove edge (denoted S or SG), see Fig. 2(a). Base pairs are formed by any of these 

Figure 1. How to compute the genus. (a) A chain with several bonds (in blue and orange) connecting various 
pairs of residues (black dots). (b) Chord diagram representing the same structure. (c) Parallel chords replaced 
by a single chord, and then – together with the backbone – replaced by ribbons, whose single boundary is 
shown in red. (d) A$er shrinking the backbone to a small circle, the ribbon diagram can be smoothly drawn on 
a surface of a torus, whose genus is g = 1.
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Scattering Amplitude: Connecting Theory and Experiment
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Scattering Amplitude

Cross-Section at perturbative orders :

I LO

�0
⇡

Z
|M

(0)
N

|
2d�N

I NLO

�1
⇡

Z
2Re

⇣
(M(0)

N
)⇤M(1)

N

⌘
d�N +

Z
|M

(0)
N+1|

2d�N+1

I The M
(1)
N

contains UV and IR divergence, which becomes explicit
as poles after the use of dimensional regularization.

I The M
(0)
N+1 contains IR divergence, which becomes explicit only

after the phase space integration.

10 / 47

LO

44



Scattering Amplitude
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Scattering Amplitude
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Loop Integral: An example

Example of IBP Reduction :

I Example : One Loop Bubble

I(a1, a2) =

Z
ddk1

(k2
1)

a1(k1 + p)2)a2

I(a1, a2) =
a1 + a2 � d � 1

p2(a2 � 1)
I(a1, a2 � 1) +

1

p2
I(a1 � 1, a2)
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One Loop Massless Bubble

D1 = k2
1

D2 = (k1 + p)2

k1

k1 + p
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Notion of Loop Integral

I (a1 · · · aN ) =

Z
· · ·

Z
ddk1 · · · ddkl

N ({ki}, {pj})
Da1

1 · · ·DaN
N
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Loop Momenta

Number of Loops

Number of Propagators

Di = q2i �m2
i

qi =
X

j

kj +
X

m
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Computation of the Loop Amplitude

Generation of the Diagrams via QGRAF

Dirac algebra, Color sum, Trace in the numerators 

Reduction to scalar integrals
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M =
X

i

aiIi
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i = O(105)
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Integration-By-Parts Identity

Loop and external  
momentaLoop momenta

Z lY

↵=1

ddk↵
@

@kj,µ

✓
vµ

Da1
1 · · ·DaN

N

◆
= 0

<latexit sha1_base64="6YcuLJN3yJYXqwVb0XE3io0o4lk=">AAACdnicbVFdaxQxFM2MX3X9WvVJBAldiivIMlMFfSkU7INPpYLbFja7w51MZjduZhKSO4UlzE/wz/nm7/DFRzPbUbT1QuBwzrncm3Nzo6TDJPkexTdu3rp9Z+fu4N79Bw8fDR8/OXW6sVxMuVbanufghJK1mKJEJc6NFVDlSpzl6w+dfnYhrJO6/owbI+YVLGtZSg4YqGz4lckaKTNWF5lnoMwKDtJ24VVLi0VB17/JlrLSAvfMgEUJqv2DOs+X15RVTRtMSpQ47r0XC79l/VGWLjxkadB5odHRo+y4I45DB2VWLlf4itIDmmTDUTJJtkWvg7QHI9LXSTb8xgrNm0rUyBU4N0sTg3PfbcaVaAesccIAX8NSzAKsoRJu7rextXQvMAUttQ0vhLBl/+7wUDm3qfLgrABX7qrWkf/TZg2W7+de1qZBUfPLQWWjKGra3YAW0gqOahMAcCvDrpSvIESG4VKDEEJ69cvXwen+JH0z2f/0dnQ47uPYIc/JLhmTlLwjh+QjOSFTwsmP6Fm0G42in/GLeC9+eWmNo77nKfmn4uQXtPW/Ew==</latexit>

C1 I(a1, · · · aN � 1) + · · ·+ Cr I(a1 + 1, · · · aN ) = 0
<latexit sha1_base64="OX0LB0V8V8UOq93ss0QIsOR5ClM=">AAACLHicbVBLSwMxGMzWV62vVY9egkVoaS27VdCLUOhFL1LBPqC7LNls2oZmHyRZoSz9QV78K4J4sIhXf4dpu4JtHQhMZuYj+caNGBXSMCZaZm19Y3Mru53b2d3bP9APj1oijDkmTRyykHdcJAijAWlKKhnpRJwg32Wk7Q7rU7/9RLigYfAoRxGxfdQPaI9iJJXk6HVYd0yrfFdAjlmGFvZCKSBy7s/NIiz93ksqxNNQaSFWhDfQcPS8UTFmgKvETEkepGg4+pvlhTj2SSAxQ0J0TSOSdoK4pJiRcc6KBYkQHqI+6SoaIJ8IO5ktO4ZnSvFgL+TqBBLO1L8TCfKFGPmuSvpIDsSyNxX/87qx7F3bCQ2iWJIAzx/qxQzKEE6bgx7lBEs2UgRhTtVfIR4gjrBU/eZUCebyyqukVa2YF5Xqw2W+VkjryIITcAoKwARXoAZuQQM0AQbP4BV8gIn2or1rn9rXPJrR0pljsADt+wcll6H8</latexit>

Chetyrkin, Tkachov

Z l

↵=1

Y
ddk↵

@

@kj,µ

✓
vµ

Da1
1 · · ·DaN

N

◆
=

Z l

↵=1

Y
ddk↵

2

4 @vµ

@kj,µ

✓
1

Da1
1 · · ·DaN

N

◆
�

NX

j=1

aj
Dj

@Dj

@kj,µ

✓
vµ

Da1
1 · · ·DaN

N

◆3

5

<latexit sha1_base64="0K9Lu2POCFBFi/jW7CU4iyuKTZE=">AAADlHicrVJda9swFFXsfXTZV7JBX/YiFgYdbMHuBt3DCintYE+hg6UtxI65luVEifyBJBeC8B/az9lb/00lxytbOlgfdkHocM69ukeXG5ecSeV5Vx3HvXf/wcOdR93HT54+e97rvziTRSUInZCCF+IiBkk5y+lEMcXpRSkoZDGn5/Hq2Ornl1RIVuTf1bqkYQbznKWMgDJU1O/8CFiuIh0ALxdw6NczzWsclKJIcDJL8OqXZMhUANFBCUIx4PUNsjnLdzjIqtokcZqqvTb3cqYbVp9E/kxD5BudJIWS+CQaW2JsKnAg2Hyh3mJ8iO/uxbaZblnCN/3+bc2/o6n3BsoqM880fsb1phyipX1gWW85sNR/H8zmDrtRb+ANvSbwbeC3YIDaOI16P4OkIFVGc0U4SDn1vVKF2rojnNbdoJK0BLKCOZ0amENGZaibparxG8MkOC2EObnCDft7hYZMynUWm8wM1EJua5b8mzatVPop1CwvK0VzsmmUVhyrAtsNxQkTlCi+NgCIYMYrJgswY1Nmj+0Q/O0v3wZn+0P/w3D/28fByGvHsYNeoddoD/noAI3QV3SKJog4fefAGTlH7q772T12v2xSnU5b8xL9Ee74GpESKEg=</latexit>

Gives relations between different scalar integrals with different exponents

Solve the system symbolically : Recursion relations
Solve for specific integer value of the exponents : Laporta Algorithm

l(l+E) number of equations
LiteRed

Fire, Reduze, Kira,..
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Integration-By-Parts Identity (Example)

Example of IBP Reduction :

I Example : One Loop Bubble

I(a1, a2) =

Z
ddk1

(k2
1)

a1(k1 + p)2)a2

I(a1, a2) =
a1 + a2 � d � 1

p2(a2 � 1)
I(a1, a2 � 1) +

1

p2
I(a1 � 1, a2)

17 / 47

One Loop Massless Bubble
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Example of IBP Reduction :

I Example : One Loop Bubble

I(a1, a2) =

Z
ddk1

(k2
1)

a1(k1 + p)2)a2

I(a1, a2) =
a1 + a2 � d � 1

p2(a2 � 1)
I(a1, a2 � 1) +

1

p2
I(a1 � 1, a2)

17 / 47

IBP Identity

One Loop Massless Bubble
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Loop Amplitude

Reduction of scalar integrals to Master integrals

Compute the Master Integrals

<latexit sha1_base64="ZhsrF1i2BBuv2IeXa+kGwq3LNWc=">AAACB3icbVBNS8NAEN3Ur1q/oh4FWSyCp5IUUS9C0YsIQgXbCk0Im+2mXbq7CbsboYTevPhXvHhQxKt/wZv/xk2bg7Y+GHi8N8PMvDBhVGnH+bZKC4tLyyvl1cra+sbmlr2901ZxKjFp4ZjF8j5EijAqSEtTzch9IgniISOdcHiZ+50HIhWNxZ0eJcTnqC9oRDHSRgrsfY8jPcCIZTdjeA49lfIgo2OIAwqvAxrYVafmTADniVuQKijQDOwvrxfjlBOhMUNKdV0n0X6GpKaYkXHFSxVJEB6iPukaKhAnys8mf4zhoVF6MIqlKaHhRP09kSGu1IiHpjO/Ws16ufif1011dOZnVCSpJgJPF0UpgzqGeSiwRyXBmo0MQVhScyvEAyQR1ia6ignBnX15nrTrNfekVr89rjYuijjKYA8cgCPgglPQAFegCVoAg0fwDF7Bm/VkvVjv1se0tWQVM7vgD6zPHwW/mMQ=</latexit>

M =
X

i

ciJi
<latexit sha1_base64="w/uDYVWqfmaHHvPo7O04MHXGY60=">AAAB/nicbVDLSgMxFL1TX7W+RsWVm2AR6qbMFFE3QtGNOyvYB7RjyaRpG5rJDElGKEPBX3HjQhG3foc7/8ZMOwttPRA4nHMv9+T4EWdKO863lVtaXlldy68XNja3tnfs3b2GCmNJaJ2EPJQtHyvKmaB1zTSnrUhSHPicNv3Rdeo3H6lULBT3ehxRL8ADwfqMYG2krn3A0CXqBFgPCebJ7aTkOg+Vk65ddMrOFGiRuBkpQoZa1/7q9EISB1RowrFSbdeJtJdgqRnhdFLoxIpGmIzwgLYNFTigykum8Sfo2Cg91A+leUKjqfp7I8GBUuPAN5NpUDXvpeJ/XjvW/QsvYSKKNRVkdqgfc6RDlHaBekxSovnYEEwkM1kRGWKJiTaNFUwJ7vyXF0mjUnbPypW702L1KqsjD4dwBCVw4RyqcAM1qAOBBJ7hFd6sJ+vFerc+ZqM5K9vZhz+wPn8A5jiUKQ==</latexit>

i = O(102)

Number of Master Integrals



Integral Decomposition 
and 

Intersection Theory
Frellesvig, Gasparotto, Laporta, MKM, Mastrolia, Mattiazzi, Mizera (2019)

Frellesvig, Gasparotto, MKM, Mastrolia, Mattiazzi, Mizera (2019)

Frellesvig, Gasparotto, MKM, Mastrolia, Mattiazzi, Mizera (2020)

Chestnov, Frellesvig, Gasparotto, MKM, Mastrolia (2022)

Chestnov, Gasparotto, MKM, Mastrolia, Matsubara-Heo, Munch, Takayama (2022)
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Decomposition of Feynman Integral

I =
⌫X

i=1

ciJi
<latexit sha1_base64="KIPCwVXH6SwBBAlmxBp9E7hpmE4=">AAACC3icbVC7TsMwFHXKq5RXgJHFaoXEVCWlEixIlViAqUj0ITUhclynteo4ke0gVVF2Fn6FhQGEWPkBNv4Gp80ALUeydXzOvbq+x48Zlcqyvo3Syura+kZ5s7K1vbO7Z+4fdGWUCEw6OGKR6PtIEkY56SiqGOnHgqDQZ6TnTy5zv/dAhKQRv1PTmLghGnEaUIyUljyzeg0voCOT0EupZnZ2nzo8ySDW7wze5Ldn1qy6NQNcJnZBaqBA2zO/nGGEk5BwhRmScmBbsXJTJBTFjGQVJ5EkRniCRmSgKUchkW462yWDx1oZwiAS+nAFZ+rvjhSFUk5DX1eGSI3lopeL/3mDRAXnbkp5nCjC8XxQkDCoIpgHA4dUEKzYVBOEBdV/hXiMBMJKx1fRIdiLKy+TbqNun9Ybt81aq1nEUQZHoApOgA3OQAtcgTboAAwewTN4BW/Gk/FivBsf89KSUfQcgj8wPn8AL/2Z3A==</latexit>
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Decomposition of Feynman Integral

I =
⌫X

i=1

ciJi
<latexit sha1_base64="KIPCwVXH6SwBBAlmxBp9E7hpmE4=">AAACC3icbVC7TsMwFHXKq5RXgJHFaoXEVCWlEixIlViAqUj0ITUhclynteo4ke0gVVF2Fn6FhQGEWPkBNv4Gp80ALUeydXzOvbq+x48Zlcqyvo3Syura+kZ5s7K1vbO7Z+4fdGWUCEw6OGKR6PtIEkY56SiqGOnHgqDQZ6TnTy5zv/dAhKQRv1PTmLghGnEaUIyUljyzeg0voCOT0EupZnZ2nzo8ySDW7wze5Ldn1qy6NQNcJnZBaqBA2zO/nGGEk5BwhRmScmBbsXJTJBTFjGQVJ5EkRniCRmSgKUchkW462yWDx1oZwiAS+nAFZ+rvjhSFUk5DX1eGSI3lopeL/3mDRAXnbkp5nCjC8XxQkDCoIpgHA4dUEKzYVBOEBdV/hXiMBMJKx1fRIdiLKy+TbqNun9Ybt81aq1nEUQZHoApOgA3OQAtcgTboAAwewTN4BW/Gk/FivBsf89KSUfQcgj8wPn8AL/2Z3A==</latexit>

I · Jj
�
C�1

�
ji

<latexit sha1_base64="hAFGR7NHWwH5IyD6ATYE6SfwBTg=">AAACD3icbVC7SgNBFJ2Nrxhfq5Y2g0GJhWE3BrQMpFGrCOYB2RhmJ7PJmNkHM3eFsOwf2PgrNhaK2Nra+TdOHoUmHrhwOOde7r3HjQRXYFnfRmZpeWV1Lbue29jc2t4xd/caKowlZXUailC2XKKY4AGrAwfBWpFkxHcFa7rD6thvPjCpeBjcwihiHZ/0A+5xSkBLXfP4Cju0FwK+7ib3KXYE86BQvUtO7dSRvD+AE63ztGvmraI1AV4k9ozk0Qy1rvnl9EIa+ywAKohSbduKoJMQCZwKluacWLGI0CHps7amAfGZ6iSTf1J8pJUe9kKpKwA8UX9PJMRXauS7utMnMFDz3lj8z2vH4F10Eh5EMbCAThd5scAQ4nE4uMcloyBGmhAqub4V0wGRhIKOMKdDsOdfXiSNUtE+K5ZuyvlKeRZHFh2gQ1RANjpHFXSJaqiOKHpEz+gVvRlPxovxbnxMWzPGbGYf/YHx+QOwV5vK</latexit>

Ji · Jj = Cij 6= �ij
<latexit sha1_base64="OUg6eioufzFisRvunrSb5MQG7Uk=">AAACEnicbZA9SwNBEIb3/IzxK2ppsxgEbcKdBrQRBBtJFcF8QC4ce3uTuLq3d+7OCeHIb7Dxr9hYKGJrZee/cRNTaPSFhYd3ZpidN0ylMOi6n87M7Nz8wmJhqbi8srq2XtrYbJok0xwaPJGJbofMgBQKGihQQjvVwOJQQiu8ORvVW3egjUjUJQ5S6Masr0RPcIbWCkr7tUBQn0cJ0lqQXw/pCT0LcmHBV3BL/QgksrERlMpuxR2L/gVvAmUyUT0offhRwrMYFHLJjOl4bordnGkUXMKw6GcGUsZvWB86FhWLwXTz8UlDumudiPYSbZ9COnZ/TuQsNmYQh7YzZnhlpmsj879aJ8PecTcXKs0QFP9e1MskxYSO8qGR0MBRDiwwroX9K+VXTDOONsWiDcGbPvkvNA8q3mHl4KJaPq1O4iiQbbJD9ohHjsgpOSd10iCc3JNH8kxenAfnyXl13r5bZ5zJzBb5Jef9C+M9nPg=</latexit>

I · Ji
<latexit sha1_base64="MFkqm8HhPccS8un51aM9CG+qIvY=">AAAB9HicbVBNSwMxEJ31s9avqkcvwSJ4Kru1oMeCF/VUwX5Au5RsNtuGZpM1yRbK0t/hxYMiXv0x3vw3pu0etPXBwOO9GWbmBQln2rjut7O2vrG5tV3YKe7u7R8clo6OW1qmitAmkVyqToA15UzQpmGG006iKI4DTtvB6Gbmt8dUaSbFo5kk1I/xQLCIEWys5N+hHgmlQff9jE37pbJbcedAq8TLSRlyNPqlr14oSRpTYQjHWnc9NzF+hpVhhNNpsZdqmmAywgPatVTgmGo/mx89RedWCVEklS1h0Fz9PZHhWOtJHNjOGJuhXvZm4n9eNzXRtZ8xkaSGCrJYFKUcGYlmCaCQKUoMn1iCiWL2VkSGWGFibE5FG4K3/PIqaVUr3mWl+lAr12t5HAU4hTO4AA+uoA630IAmEHiCZ3iFN2fsvDjvzseidc3JZ07gD5zPH/oFkYs=</latexit>

Ji · Jj = �ij
<latexit sha1_base64="RZ65DcizUotcyFbgX1ldtoS2C58=">AAACBnicbVDLSsNAFJ34rPVVdSnCYBFclaQWdCMU3EhXFewDmhAmk0k77eTBzI1QQlZu/BU3LhRx6ze482+cPhbaeuDC4Zx7ufceLxFcgWl+Gyura+sbm4Wt4vbO7t5+6eCwreJUUtaisYhl1yOKCR6xFnAQrJtIRkJPsI43upn4nQcmFY+jexgnzAlJP+IBpwS05JZOGi7HNvVjwA03G+b4Gts+E0DcjA9zt1Q2K+YUeJlYc1JGczTd0pftxzQNWQRUEKV6lpmAkxEJnAqWF+1UsYTQEemznqYRCZlysukbOT7Tio+DWOqKAE/V3xMZCZUah57uDAkM1KI3Ef/zeikEV07GoyQFFtHZoiAVGGI8yQT7XDIKYqwJoZLrWzEdEEko6OSKOgRr8eVl0q5WrItK9a5WrtfmcRTQMTpF58hCl6iOblETtRBFj+gZvaI348l4Md6Nj1nrijGfOUJ/YHz+ABBfmDM=</latexit>
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Intersection Theory and Feynman Integral

I =
⌫X

i=1

ciJi
<latexit sha1_base64="KIPCwVXH6SwBBAlmxBp9E7hpmE4=">AAACC3icbVC7TsMwFHXKq5RXgJHFaoXEVCWlEixIlViAqUj0ITUhclynteo4ke0gVVF2Fn6FhQGEWPkBNv4Gp80ALUeydXzOvbq+x48Zlcqyvo3Syura+kZ5s7K1vbO7Z+4fdGWUCEw6OGKR6PtIEkY56SiqGOnHgqDQZ6TnTy5zv/dAhKQRv1PTmLghGnEaUIyUljyzeg0voCOT0EupZnZ2nzo8ySDW7wze5Ldn1qy6NQNcJnZBaqBA2zO/nGGEk5BwhRmScmBbsXJTJBTFjGQVJ5EkRniCRmSgKUchkW462yWDx1oZwiAS+nAFZ+rvjhSFUk5DX1eGSI3lopeL/3mDRAXnbkp5nCjC8XxQkDCoIpgHA4dUEKzYVBOEBdV/hXiMBMJKx1fRIdiLKy+TbqNun9Ybt81aq1nEUQZHoApOgA3OQAtcgTboAAwewTN4BW/Gk/FivBsf89KSUfQcgj8wPn8AL/2Z3A==</latexit>

I · Jj
�
C�1

�
ji

<latexit sha1_base64="hAFGR7NHWwH5IyD6ATYE6SfwBTg=">AAACD3icbVC7SgNBFJ2Nrxhfq5Y2g0GJhWE3BrQMpFGrCOYB2RhmJ7PJmNkHM3eFsOwf2PgrNhaK2Nra+TdOHoUmHrhwOOde7r3HjQRXYFnfRmZpeWV1Lbue29jc2t4xd/caKowlZXUailC2XKKY4AGrAwfBWpFkxHcFa7rD6thvPjCpeBjcwihiHZ/0A+5xSkBLXfP4Cju0FwK+7ib3KXYE86BQvUtO7dSRvD+AE63ztGvmraI1AV4k9ozk0Qy1rvnl9EIa+ywAKohSbduKoJMQCZwKluacWLGI0CHps7amAfGZ6iSTf1J8pJUe9kKpKwA8UX9PJMRXauS7utMnMFDz3lj8z2vH4F10Eh5EMbCAThd5scAQ4nE4uMcloyBGmhAqub4V0wGRhIKOMKdDsOdfXiSNUtE+K5ZuyvlKeRZHFh2gQ1RANjpHFXSJaqiOKHpEz+gVvRlPxovxbnxMWzPGbGYf/YHx+QOwV5vK</latexit>

Ji · Jj = Cij 6= �ij
<latexit sha1_base64="OUg6eioufzFisRvunrSb5MQG7Uk=">AAACEnicbZA9SwNBEIb3/IzxK2ppsxgEbcKdBrQRBBtJFcF8QC4ce3uTuLq3d+7OCeHIb7Dxr9hYKGJrZee/cRNTaPSFhYd3ZpidN0ylMOi6n87M7Nz8wmJhqbi8srq2XtrYbJok0xwaPJGJbofMgBQKGihQQjvVwOJQQiu8ORvVW3egjUjUJQ5S6Masr0RPcIbWCkr7tUBQn0cJ0lqQXw/pCT0LcmHBV3BL/QgksrERlMpuxR2L/gVvAmUyUT0offhRwrMYFHLJjOl4bordnGkUXMKw6GcGUsZvWB86FhWLwXTz8UlDumudiPYSbZ9COnZ/TuQsNmYQh7YzZnhlpmsj879aJ8PecTcXKs0QFP9e1MskxYSO8qGR0MBRDiwwroX9K+VXTDOONsWiDcGbPvkvNA8q3mHl4KJaPq1O4iiQbbJD9ohHjsgpOSd10iCc3JNH8kxenAfnyXl13r5bZ5zJzBb5Jef9C+M9nPg=</latexit>

I · Ji
<latexit sha1_base64="MFkqm8HhPccS8un51aM9CG+qIvY=">AAAB9HicbVBNSwMxEJ31s9avqkcvwSJ4Kru1oMeCF/VUwX5Au5RsNtuGZpM1yRbK0t/hxYMiXv0x3vw3pu0etPXBwOO9GWbmBQln2rjut7O2vrG5tV3YKe7u7R8clo6OW1qmitAmkVyqToA15UzQpmGG006iKI4DTtvB6Gbmt8dUaSbFo5kk1I/xQLCIEWys5N+hHgmlQff9jE37pbJbcedAq8TLSRlyNPqlr14oSRpTYQjHWnc9NzF+hpVhhNNpsZdqmmAywgPatVTgmGo/mx89RedWCVEklS1h0Fz9PZHhWOtJHNjOGJuhXvZm4n9eNzXRtZ8xkaSGCrJYFKUcGYlmCaCQKUoMn1iCiWL2VkSGWGFibE5FG4K3/PIqaVUr3mWl+lAr12t5HAU4hTO4AA+uoA630IAmEHiCZ3iFN2fsvDjvzseidc3JZ07gD5zPH/oFkYs=</latexit>

Ji · Jj = �ij
<latexit sha1_base64="RZ65DcizUotcyFbgX1ldtoS2C58=">AAACBnicbVDLSsNAFJ34rPVVdSnCYBFclaQWdCMU3EhXFewDmhAmk0k77eTBzI1QQlZu/BU3LhRx6ze482+cPhbaeuDC4Zx7ufceLxFcgWl+Gyura+sbm4Wt4vbO7t5+6eCwreJUUtaisYhl1yOKCR6xFnAQrJtIRkJPsI43upn4nQcmFY+jexgnzAlJP+IBpwS05JZOGi7HNvVjwA03G+b4Gts+E0DcjA9zt1Q2K+YUeJlYc1JGczTd0pftxzQNWQRUEKV6lpmAkxEJnAqWF+1UsYTQEemznqYRCZlysukbOT7Tio+DWOqKAE/V3xMZCZUah57uDAkM1KI3Ef/zeikEV07GoyQFFtHZoiAVGGI8yQT7XDIKYqwJoZLrWzEdEEko6OSKOgRr8eVl0q5WrItK9a5WrtfmcRTQMTpF58hCl6iOblETtRBFj+gZvaI348l4Md6Nj1nrijGfOUJ/YHz+ABBfmDM=</latexit>

Intersection Theory Feynman Integral

Mastrolia, Mizera (2018)
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Intersection Theory and Feynman Integral

I =
⌫X

i=1

ciJi
<latexit sha1_base64="KIPCwVXH6SwBBAlmxBp9E7hpmE4=">AAACC3icbVC7TsMwFHXKq5RXgJHFaoXEVCWlEixIlViAqUj0ITUhclynteo4ke0gVVF2Fn6FhQGEWPkBNv4Gp80ALUeydXzOvbq+x48Zlcqyvo3Syura+kZ5s7K1vbO7Z+4fdGWUCEw6OGKR6PtIEkY56SiqGOnHgqDQZ6TnTy5zv/dAhKQRv1PTmLghGnEaUIyUljyzeg0voCOT0EupZnZ2nzo8ySDW7wze5Ldn1qy6NQNcJnZBaqBA2zO/nGGEk5BwhRmScmBbsXJTJBTFjGQVJ5EkRniCRmSgKUchkW462yWDx1oZwiAS+nAFZ+rvjhSFUk5DX1eGSI3lopeL/3mDRAXnbkp5nCjC8XxQkDCoIpgHA4dUEKzYVBOEBdV/hXiMBMJKx1fRIdiLKy+TbqNun9Ybt81aq1nEUQZHoApOgA3OQAtcgTboAAwewTN4BW/Gk/FivBsf89KSUfQcgj8wPn8AL/2Z3A==</latexit>
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Consider an integral I over the variables z = (z1, z2, . . . , zm) of the general form:

I =

Z

C
u(z)'(z), (2.1)

where u(z) is a multi-valued function and '(z) = '̂(z)dmz is a differential m-form. We
assume that u(z) vanishes on the boundaries of C, u(@C) = 0, so that, upon integration no
surface-term is leftover. For example, choosing

u(z) = z
a(z � 1)b, '(z) =

dz

z(z � 1)
, C = [0, 1] (2.2)

gives the Euler beta function B(a, b) for Re(a),Re(b) > 0. More generally, integrals of
the type (2.1) are called Aomoto–Gel’fand hypergeometric functions [78, 79], or simply
hypergeometric functions.

As with any integral, there could exist many forms ' that integrate to give the same
result I. Let us consider the total derivative of u times any (m�1)-differential form ⇠:

Z

C
d (u ⇠) = 0. (2.3)

By Stokes’ theorem, the result is zero due to our choice of the integration domain C. Let us
manipulate the above integral so that it is of the form (2.1):

0 =

Z

C
d (u ⇠) =

Z

C
(du ^ ⇠ + u d⇠) =

Z

C
u

✓
du

u
^+ d

◆
⇠ ⌘

Z

C
ur!⇠. (2.4)

In the final equality we defined a connection r!, which differs from the usual derivative by
the one-form !:

r! ⌘ d+ !^, where ! ⌘ d log u. (2.5)

Since the above expression integrates to zero, we have
Z

C
u' =

Z

C
u ('+r!⇠) . (2.6)

Hence ' and ' + r!⇠ carry the same information and we can talk about equivalence
(cohomology) classes !h'| of forms that integrate to the same result:

!h'| : ' ⇠ '+r!⇠. (2.7)

In other words, whenever two forms are equal to each other up to integration-by-parts
identities, they belong to the same equivalence class. This class is called a twisted cocycle.
The word twisted refers to the fact that the usual derivative operator d is replaced by the
covariant derivative r! given in (2.5), as a consequence of the presence of the multi-valued
function u in the hypergeometric integral. We often refer to any representative of the class
(2.7) as twisted cocycle, as well as drop the subscript ! when it is clear from the context.1 A

1For completeness, let us mention that, similarly, there are equivalence (homology) classes of integration
domains C that give the same result for the integral (2.1), called twisted cycles |C]!, though we do not make
use of this fact in the current manuscript.
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2 Basics of Hypergeometric Integrals

In this section we review a few concepts from the theory of hypergeometric functions and
Feynman integrals that serve as a basis for the remainder of the paper.

Consider an integral I over the variables z = (z1, z2, . . . , zm) of the general form:

I =

Z

C
u(z)'(z), (2.1)

where u(z) is a multi-valued function and '(z) = '̂(z)dmz is a differential m-form. We
assume that u(z) vanishes on the boundaries of C, u(@C) = 0, so that, upon integration no
surface-term is leftover. For example, choosing

u(z) = z
a(z � 1)b, '(z) =

dz

z(z � 1)
, C = [0, 1] (2.2)

gives the Euler beta function B(a, b) for Re(a),Re(b) > 0. More generally, integrals of
the type (2.1) are called Aomoto–Gel’fand hypergeometric functions [81, 82], or simply
hypergeometric functions.

As with any integral, there could exist many forms ' that integrate to give the same
result I. Let us consider the total derivative of u times any (m�1)-differential form ⇠:

Z

C
d (u ⇠) = 0. (2.3)

By Stokes’ theorem, the result is zero due to our choice of the integration domain C. Let us
manipulate the above integral so that it is of the form (2.1):

0 =

Z

C
d (u ⇠) =

Z

C
(du ^ ⇠ + u d⇠) =

Z

C
u

✓
du

u
^+ d

◆
⇠ ⌘

Z

C
ur!⇠. (2.4)

In the final equality we defined a connection r!, which differs from the usual derivative by
the one-form !:

r! ⌘ d+ !^, where ! ⌘ d log u. (2.5)

Since the above expression integrates to zero, we have
Z

C
u' =

Z

C
u ('+r!⇠) . (2.6)

Hence ' and ' + r!⇠ carry the same information and we can talk about equivalence
(cohomology) classes !h'| of forms that integrate to the same result:

!h'| : ' ⇠ '+r!⇠. (2.7)

In other words, whenever two forms are equal to each other up to integration-by-parts
identities, they belong to the same equivalence class. This class is called a twisted cocycle.
The word twisted refers to the fact that the usual derivative operator d is replaced by the
covariant derivative r! given in (2.5), as a consequence of the presence of the multi-valued
function u in the hypergeometric integral. We often refer to any representative of the class
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2 Basics of Hypergeometric Integrals
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C
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C
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In the final equality we defined a connection r!, which differs from the usual derivative by
the one-form !:
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In other words, whenever two forms are equal to each other up to integration-by-parts
identities, they belong to the same equivalence class. This class is called a twisted cocycle.
The word twisted refers to the fact that the usual derivative operator d is replaced by the
covariant derivative r! given in (2.5), as a consequence of the presence of the multi-valued
function u in the hypergeometric integral. We often refer to any representative of the class
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H
n
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Vector Space of n-forms Twisted Cohomology Group

Dual space

2

cast in the form [22],

I =

Z

C
u(z)'(z) , (1)

where the integration variables z = (z1, . . . , zn) are the
propagators of the diagrams, supplemented by a set of
auxiliary propagators (related to the irreducible scalar
products). In fact, the number n of integration variables
amounts to the number of scalar products formed by the
external and the loop momenta. The function u(z) is
multi-valued, and it is defined either as u(z) = B�(z)
[23], or as u(z) =

Q
i Bi(z)�i [24]. The factors B and

Bi are graph (Baikov) polynomials; their exponents (�
or �i /2 Z) depend on the dimensional regulator d, and
on the number of loops and external momenta of the
corresponding diagram. The integration domain C is
defined as such that, according to the case, either B orQ

i Bi vanishes on its boundary @C. In the integrand, '
is a single-valued differential form, and can generically be
written as

'(z) = '̂(z) dnz , '̂(z) ⌘ f(z)

z
a1
1 · · · zan

n
, (2)

with d
nz ⌘ dz1 ^ . . . ^ dzn, and where ai 2 Z, and f is

a rational function of z. Multiple-cut integrals [25, 26],
identified by the on-shell conditions zi1= . . .=zik=0, are
also of the form (1), but their integrands depend on fewer
integration variables (and their integration contour is
modified), see [9, 11].

Feynman integrals (and, more generally, hypergeomet-
ric integrals of the type in eq.(1)), whose integrands differ
by terms proportional to covariant derivatives, give the
same result after integration. Employing Stokes’ theorem,
we find equivalence classes of n-forms, ' ⇠ '+r!⇠, for
any (n�1)-form ⇠ and where r! ⌘ d+ !^ is a covariant
derivative with a one-form ! ⌘ d log u, such that

R
C ur!⇠

vanishes. The space of n-forms modulo the equivalence
relation written above is a vector space known as twisted
cohomology group H

n
! [27]. We denote its elements by

h'| 2 H
n
! . Within this framework, the Feynman integral

I from eq. (1) can be interpreted as a pairing of h'| with
the integration contour |C],

I = h'|C] . (3)

Consider a set of ⌫ MIs, say Ji, defined as

Ji =

Z

C
u(z) ei(z) = hei|C] , i = 1, . . . , ⌫ , (4)

in terms of any independent set of differential forms hei|.
Then, the decomposition of a generic integral I in terms
of the MIs Ji can be interpreted as coming from the more
fundamental decomposition of the differential form h'| in
terms of the basis forms hei| , namely

I =
⌫X

i=1

ci Ji , () h'| =
⌫X

i=1

ci hei| , (5)

with the coefficients determined by the master decompo-
sition formula [9, 11],

ci =
⌫X

j=1

h'|hji
�
C�1

�
ji

, Cij = hei|hji , (6)

where |hji (j = 1, . . . , ⌫) [28] , span a dual (and auxiliary)
vector space (Hn

! )
⇤ = H

n
�!. The scalar product h'L|'Ri

between the two vector spaces is called intersection
number of differential forms [10]. The characterization
of the decomposition of Feynman integrals in terms of
multivariate intersection numbers [12–21] is the main
result of this letter.

Using eqs. (5,6), our algorithm for expressing any Feyn-
man integral of the type of eq. (1) as linear combinations
of MIs proceeds along three steps:

1. Determination of the number ⌫ of MIs.

2. Choice of the bases of forms hei| and |hii.

3. Evaluation of the intersection numbers for multi-variate
forms, appearing in the entries of the C-matrix, and
in h'|hji.

We finally remark that the coefficient ci in eq.(6) is
independent on the choice of the auxiliary basic forms
|hji [29]. In the following, we choose ĥj = êj , namely
|hji = |eji.

Number of Master Integrals – Within the standard IBP
decomposition, based on the so-called Laporta method,
the number of MIs is determined at the end of the re-
duction procedure, by counting the irreducible integrals
that are untouched by Gauss’ elimination. The results of
[9, 11, 30–34] have been pointing to a geometrical char-
acterization of the number ⌫ of MIs, which, within our
formalism, allow us to relate it to topological properties
such as the dimension of the spaces H

n
±!,

⌫ ⌘ dimH
n
±! = (�1)n (n+1� �(P!)) , (7)

in terms of the Euler characteristic �(P!) of the projective
variety P! defined as the set of poles of !. This connection
yields the use of complex Morse (Picard–Lefschetz) theory
to determine ⌫ as the number of critical points of the
function log u(z). Let us define

! ⌘ dlog u(z) =
nX

i=1

!̂i dzi , (8)

then the number of critical points is given by the number
of solutions of the system of equations

!̂i ⌘ @zi log u(z) = 0 , i = 1, . . . , n , (9)

with the short-hand notation @zi ⌘ @/@zi. Owing to
the application of these novel mathematical concepts,

r�! = d� !^
<latexit sha1_base64="ZcFOue1nSARjSb/qw3rYzSfkA6s=">AAACIXicbVA9SwNBEN2LXzF+Jaa0WYyCTcKdCtoIARtLBaOCF8Lc3iRZsrd37O4p4cgf8CfY2lrY6j+wEzux92eIm8RCow8G3r43w+y8IBFcG9d9c3JT0zOzc/n5wsLi0vJKsbR6puNUMWywWMTqIgCNgktsGG4EXiQKIQoEnge9w6F/foVK81iemn6CzQg6krc5A2OlVnHDlxAIaGVVP46wAwN6QENapeMX9a8x7GCrWHFr7gj0L/G+SaVeLq2c3N9+HreKH34YszRCaZgArS89NzHNDJThTOCg4KcaE2A96OClpRIi1M1sdM2AblolpO1Y2ZKGjtSfExlEWvejwHZGYLp60huK/3qBgh6aie2mvd/MuExSg5KNl7dTQU1Mh3HRkCtkRvQtAaa4/T9lXVDAjA21YIPxJmP4S862a95ObfvEJrRLxsiTNbJOtohH9kidHJFj0iCM3JAH8kienDvn2XlxXsetOed7pkx+wXn/AvCxpfM=</latexit>

2 Basics of Hypergeometric Integrals

In this section we review a few concepts from the theory of hypergeometric functions and
Feynman integrals that serve as a basis for the remainder of the paper.

Consider an integral I over the variables z = (z1, z2, . . . , zm) of the general form:

I =

Z

C
u(z)'(z), (2.1)

where u(z) is a multi-valued function and '(z) = '̂(z)dmz is a differential m-form. We
assume that u(z) vanishes on the boundaries of C, u(@C) = 0, so that, upon integration no
surface-term is leftover. For example, choosing

u(z) = z
a(z � 1)b, '(z) =

dz

z(z � 1)
, C = [0, 1] (2.2)

gives the Euler beta function B(a, b) for Re(a),Re(b) > 0. More generally, integrals of
the type (2.1) are called Aomoto–Gel’fand hypergeometric functions [81, 82], or simply
hypergeometric functions.

As with any integral, there could exist many forms ' that integrate to give the same
result I. Let us consider the total derivative of u times any (m�1)-differential form ⇠:

Z

C
d (u ⇠) = 0. (2.3)

By Stokes’ theorem, the result is zero due to our choice of the integration domain C. Let us
manipulate the above integral so that it is of the form (2.1):

0 =

Z

C
d (u ⇠) =

Z

C
(du ^ ⇠ + u d⇠) =

Z

C
u

✓
du

u
^+ d

◆
⇠ ⌘

Z

C
ur!⇠. (2.4)

In the final equality we defined a connection r!, which differs from the usual derivative by
the one-form !:

r! ⌘ d+ !^, where ! ⌘ d log u. (2.5)

Since the above expression integrates to zero, we have
Z

C
u' =

Z

C
u ('+r!⇠) . (2.6)

Hence ' and ' + r!⇠ carry the same information and we can talk about equivalence
(cohomology) classes !h'| of forms that integrate to the same result:

!h'| : ' ⇠ '+r!⇠. (2.7)

In other words, whenever two forms are equal to each other up to integration-by-parts
identities, they belong to the same equivalence class. This class is called a twisted cocycle.
The word twisted refers to the fact that the usual derivative operator d is replaced by the
covariant derivative r! given in (2.5), as a consequence of the presence of the multi-valued
function u in the hypergeometric integral. We often refer to any representative of the class
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Dimension of the Vector Space: Number of MIs

2

can be found using an ansatz for each component  (n)
i , see

[2, 3]. Such a solution exists, if the matrix Reszn=p ⌦(n)

does not have any non-negative integer eigenvalues, which
we assume from now on.

The recursion terminates when n=1, in which case the
inner space is trivial: ⌫0 = he

(0)
1 | = |h

(0)
1 i = 1, and we

impose the initial conditions

⌦̂(1)
11 = !̂1 , 0h'

(1)
L |h

(0)
1 i = '

(n)
L , '

(1)
R,1 = '

(n)
R . (9)

In this case, eqs. (5,6) reduce to a computation of univari-
ate intersection numbers [4, 5] previously studied in [2, 3].
Plugging everything together, eq. (5) can be expressed as
(where summing over repeated indices is understood)

nh'
(n)
L |'

(n)
R i =(�1)n

X

pn2Pn

· · ·

X

p12P1

Res
zn=pn

· · · Res
z1=p1

⇣
'
(n)
L  

(1)
1i1
 
(2)
i1i2

· · · 
(n�1)
in�2in�1

 
(n)
in�1

⌘
, (10)

where im = 1, . . . , ⌫m, and each  
(m)
im�1im

for m =
1, . . . ,n�1 is the solution of the system of differential
equations,

@zm 
(m)
im�1im

�

X

jm�1

⌦̂(m)
im�1jm�1

 
(m)
jm�1im

= ĥ
(m)
im�1im

,(11)

with |h
(m)
im�1im

i = ĥ
(m)
im�1im

dzm coming from the projec-
tion:

|h
(m)
im

i =
X

im�1

|h
(m�1)
im�1

i ^ |h
(m)
im�1im

i , (12)

which is known a priori, because the bases of all inner
spaces are arbitrarily chosen. The matrices ⌦̂(m) needed
in eq. (11) are computed analogously to eq. (7). Notice
that all  (m) entering eq. (10) need to be computed only
once for a given family of integrals.

The multivariate intersection number given in eqs. (5,
10) is the key formula used in this section. Paired with
the master decomposition formula eq. (3), the above
recursion for intersection numbers yields an expansion of
multi-fold integrals of Aomoto-Gel’fand type, as discussed
in this paper, in terms of master integrals.

Counting Master Integrals: Euler Characteristics, Morse
Theory, and Lefschetz Thimbles - Let us consider a single-
valued k-form 'k and a multi-valued function u(z) in-
tegrated over a k-real-dimensional submanifold Ck ⇢ X

inside of some space X of complex dimension n,
Z

Ck

u(z)'k(z). (13)

If u(z) regulates all boundaries of Ck then by Stokes’
theorem:

0 =

Z

Ck

d (u(z)'k�1) =

Z

Ck

u(z)r!'k�1, (14)

where r! ⌘ d+ !^ is a covariant derivative with a one-
form ! ⌘ d log u(z). Thus adding terms of the form
r!'k�1 to 'k does not change the value of the integral
of eq. (13). Similarly, we can impose that integrals over
boundary terms of the form @Ck+1 vanish:

0 =

Z

@Ck+1

u(z)'k =

Z

Ck+1

u(z)r!'k, (15)

which corresponds to r!'k = 0. These two requirements
define a set of natural vector spaces for k = 0, 1, . . . , 2n:

H
k
! ⌘ {k-forms 'k |r!'k = 0}/{r!'k�1}, (16)

called twisted cohomology groups [6]. Under some as-
sumptions amounting to the fact that u(z) regulates all
boundaries of X, one can show that in fact Hn

! is the only
non-trivial space and all other Hk 6=n

! vanish [7]. From now
on we consider only such cases, even though Feynman in-
tegrals are known to sometimes violate these assumptions
[3, 8].

One can also construct a dual vector space (Hn
! )

⇤ =
H

n
�!, with the same properties, given by a replacement

! ! �! in the above definition eq. (16). In this work we
consider h'L| 2 H

n
! and |'Ri 2 H

n
�! and a scalar product

h'L|'Ri called the intersection number [4]. Similarly,
eq. (13) is a scalar product h'k|Ck] between H

k
! 3 h'k|

and the twisted homology group H
!
k 3 |Ck], which is

non-zero only for k=n. Since |Cn] is always constant in
Feynman integral computations, Hn

! can be also regarded
as the vector space of Feynman integrals in a given family
with the same !.

The Euler characteristic �(X) of the space X can be
computed as an alternating sum of dimensions of Hn

! ,

�(X) =
2nX

k=0

(�1)k dimH
k
!. (17)

Since all Hk 6=n
! vanish, we find that the dimension of Hn

! ,
and hence also the number ⌫ of MIs is given by

⌫ = (�1)n�(X). (18)

Thus ⌫ can be computed using one of the many ways of
evaluating the topological invariant �(X). We review a
few of them below. Since X = CPn

�P!, where P! ⌘

{set of poles of !}, we can simplify the above relation to

⌫ = (�1)n (n+1� �(P!)) , (19)

where we used the fact that �(CPn) = n+1 and the
inclusion-exclusion principle for Euler characteristics. The
computation thus amounts to evaluating the Euler char-
acteristic �(P!) of the projective variety P!, see [9–11]
for related approaches.

Let us introduce a simple function u(z) that will serve as
an instructive example in the remainder of this appendix:

u(z) =
�
(z2�s

2)(z2�⇢2)
��

, (20)
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which is known a priori, because the bases of all inner
spaces are arbitrarily chosen. The matrices ⌦̂(m) needed
in eq. (11) are computed analogously to eq. (7). Notice
that all  (m) entering eq. (10) need to be computed only
once for a given family of integrals.

The multivariate intersection number given in eqs. (5,
10) is the key formula used in this section. Paired with
the master decomposition formula eq. (3), the above
recursion for intersection numbers yields an expansion of
multi-fold integrals of Aomoto-Gel’fand type, as discussed
in this paper, in terms of master integrals.

Counting Master Integrals: Euler Characteristics, Morse
Theory, and Lefschetz Thimbles - Let us consider a single-
valued k-form 'k and a multi-valued function u(z) in-
tegrated over a k-real-dimensional submanifold Ck ⇢ X

inside of some space X of complex dimension n,
Z

Ck

u(z)'k(z). (13)

If u(z) regulates all boundaries of Ck then by Stokes’
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u(z)r!'k�1, (14)

where r! ⌘ d+ !^ is a covariant derivative with a one-
form ! ⌘ d log u(z). Thus adding terms of the form
r!'k�1 to 'k does not change the value of the integral
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H
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! ⌘ {k-forms 'k |r!'k = 0}/{r!'k�1}, (16)

called twisted cohomology groups [6]. Under some as-
sumptions amounting to the fact that u(z) regulates all
boundaries of X, one can show that in fact Hn

! is the only
non-trivial space and all other Hk 6=n

! vanish [7]. From now
on we consider only such cases, even though Feynman in-
tegrals are known to sometimes violate these assumptions
[3, 8].

One can also construct a dual vector space (Hn
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⇤ =
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consider h'L| 2 H

n
! and |'Ri 2 H

n
�! and a scalar product

h'L|'Ri called the intersection number [4]. Similarly,
eq. (13) is a scalar product h'k|Ck] between H

k
! 3 h'k|

and the twisted homology group H
!
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non-zero only for k=n. Since |Cn] is always constant in
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u(z) =
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(z2�s

2)(z2�⇢2)
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, (20)

3

which arises physically from the maximal cut of a two-loop
non-planar triangle diagram [2] and gives rise to Appell
F1 functions with some constants s, ⇢, �. Computing
! = d log u(z) gives straightforwardly P! = {±⇢,±s,1},
and hence X = CP1

�P! is a one-dimensional space
parametrized by an inhomogeneous coordinate z. The
point at infinity is removed from X since Resz=1(!) 6= 0.
Since the Euler characteristic of 5 distinct points is simply
�(P!) = 5, using eq. (19) we find:

⌫ = (�1)1 (2� 5) = 3, (21)

which is the correct number of MIs in this case [2].
Let us now consider a real-valued function h(z) ⌘

Re(log u(z)), called a Morse function, which assigns a
“height” to every point z 2 X. Special role in this con-
struction is played by critical points z⇤ of h(z) defined
by dh(z⇤) = 0. Using Cauchy–Riemann equations it is
straightforward to show that this condition is the same as
! =

Pn
i=1 !̂idzi = 0 and thus the critical point equations

read

!̂i = @zi log u(z
⇤) = 0, i = 1, . . . , n. (22)

We assume that all critical points are isolated and non-
degenerate. To each of them the Morse function assigns
a pair of flows, labelled by a sign ± and parametrized by
an auxiliary “time” variable ⌧ ,

dzi

d⌧
= ⌥@zih(z),

dzi

d⌧
= ⌥@zih(z), i = 1, . . . , n.

(23)
In the � case we have dh(z)/d⌧ < 0 and hence it corre-
sponds to a downward flow from the ↵-th critical point
z⇤(↵), which defines a submanifold of X called a Lefschetz
thimble (or a path of steepest descent) J↵ with some real
dimension �↵. Similarly, the + case defines an upward
flow, which generates a path of steepest ascent K↵ through
the critical point z⇤(↵), with real dimension 2n��↵. Here
�↵ is the number of unique negative directions extending
from the ↵-th critical point, called its Morse index.

One of the key results in complex Morse theory (often
called Picard–Lefschetz theory) is that the Euler charac-
teristic can be expressed as [12]:

�(X) =
2nX

�=0

(�1)� M�, (24)

where M� is the number of critical points with the Morse
index equal to �. Since u(z) is a holomorphic function,
near each z⇤(↵) we can pick local coordinates w(↵) (with
the critical point at w(↵)=0) such that the Morse function
admits an expansion:

h(w(↵)) = h(0) + Re
nX

j=1

(w(↵),j)
2 + . . . . (25)

Treating X as a real manifold with coordinates w(↵) =
x(↵) + iy(↵) we find

h(w(↵)) = h(0) +
nX

j=1

(x(↵),j)
2
�

nX

j=1

(y(↵),j)
2 + . . . (26)

and hence every critical point has a shape of a saddle
with exactly n upward and n downward directions, or
the Morse index �↵ = n. This means that only Mn is
non-vanishing and hence using eqs. (18) and (24) we find
[7, 13]:

⌫ = {number of solutions of !=0}. (27)

In the context of Feynman integrals these arguments were
first given in [8]. The critical points can be also used
to compute asymptotic behavior of intersection numbers
[14].

Let us mention that Lefschetz thimbles are integra-
tion contours along which eq. (13) converges the most
rapidly for k=n, and thus the set {J↵}

n
↵=1 can be used

as a basis of integration cycles. Likewise, the paths of
steepest ascent of h(z), K↵ are integration cycles along
which the dual integral

R
K↵

u(z)�1
'n converges the most

rapidly and {K↵}
n
↵=1 can be used a basis of H�!

n . For
explicit examples of projecting cycles onto such bases
using homological intersection numbers see App. A of [1].

�⇢ ⇢ 1�s s

z⇤(1) z⇤(2) z⇤(3)

FIG. 1: Morse–Smale complex associated to the Morse
function h(z) = Re(log u(z)) with eq. (20) and ⇢>s>0,
�>0. The set of filled dots corresponds to P! =
{±⇢,±s,1} removed from X. Empty dots at z

⇤
(↵) repre-

sent critical points of the Morse function, with paths of
steepest descent J↵ (solid lines) and ascent K↵ (dashed
lines) extending from them. They give a triangulation of
X = CP1

�P!. The arrows indicate the direction of the
flow towards lower values of h(z).

In the example at hand, eq. (20) gives ⌫=3 solutions
of the critical point equations,

z
⇤ = 0, ±

r
s2 + ⇢2

2
, (28)

in agreement with eq. (21). The form of Lefschetz thimbles
depends on the values of s, ⇢, � and here we choose ⇢>s>0
and �>0 as a concrete example. With this choice each
J↵=1,2,3 has to have endpoints on z 2 {±⇢,±s} since
this is where h(z) decays to �1, while K↵=1,2,3 can only

Aomoto (1975)



26
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(2.7) as twisted cocycle, as well as drop the subscript ! when it is clear from the context.1 A
remarkable observation is that we can pair up h'| and |C] to obtain the integral from (2.1),
which we denote by

h'|C] ⌘
Z

C
u'. (2.8)

This integral representation, as a bilinear in h'| and |C], is suitable for establishing linear
relations between hypergeometric functions. In fact, let us assume that the number of
linearly-independent twisted cocycles is ⌫, and indicate an arbitrary basis of forms,

he1|, he2|, · · · , he⌫ |. (2.9)

A basis decomposition is achieved by expressing an arbitrary twisted cocycle, say h'|, as a
linear combination of the above ones. This goal be achieved as follows. Introduce a dual

(and auxiliary) space of twisted cocycles, whose basis is denoted by |hii for i = 1, 2, . . . , ⌫,
and consider the matrix C, whose entries are the pairing hei|hji,

Cij = hei|hji for i, j = 1, 2, . . . , ⌫ . (2.10)

This pairing is called the intersection number of hei| and |hji. We then construct the
(⌫+1)⇥ (⌫+1) matrix M, defined as,

M =

0

BBBBBB@

h'| i h'|h1i h'|h2i . . . h'|h⌫i
he1| i he1|h1i he1|h2i . . . he1|h⌫i
he2| i he2|h1i he2|h2i . . . he2|h⌫i

...
...

... . . . ...
he⌫ | i he⌫ |h1i he⌫ |h2i . . . he⌫ |h⌫i

1

CCCCCCA
⌘
 
h'| i A|

B C

!
. (2.11)

The columns of the matrix M are labelled by | i, |h1i, |h2i, . . . , |h⌫i for an arbitrary | i,
while the rows are labelled by h'|, he1|, he2|, . . . , he⌫ |. Each entry is given by a pairing
(bilinear) of the corresponding row and column. In the second equality, we expose the
structure of M as a ⌫⇥⌫ submatrix C, a column vector B and a row vector A|, respectively
with elements Bi = hei| i and Ai = h'|hii (for i = 1, 2, . . . , ⌫).

The fact that the ⌫+1 cocycles labelling the rows and columns are necessarily linearly
dependent (since the basis is ⌫-dimensional) and that each entry of M is a bilinear, implies
that the determinant of this matrix vanishes. Using the well-known identity for the
determinant of a block matrix, we find:

detM = detC

✓
h'| i �A|C�1B

◆
= 0. (2.12)

1For completeness, let us mention that, similarly, there are equivalence (homology) classes of integration
domains C that give the same result for the integral (2.1), called twisted cycles |C]!, though we do not make
use of this fact in the current manuscript.
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remarkable observation is that we can pair up h'| and |C] to obtain the integral from (2.1),
which we denote by

h'|C] ⌘
Z

C
u'. (2.8)

This integral representation, as a bilinear in h'| and |C], is suitable for establishing linear
relations between hypergeometric functions. In fact, let us assume that the number of
linearly-independent twisted cocycles is ⌫, and indicate an arbitrary basis of forms,

he1|, he2|, · · · , he⌫ |. (2.9)

A basis decomposition is achieved by expressing an arbitrary twisted cocycle, say h'|, as a
linear combination of the above ones. This goal be achieved as follows. Introduce a dual

(and auxiliary) space of twisted cocycles, whose basis is denoted by |hii for i = 1, 2, . . . , ⌫,
and consider the matrix C, whose entries are the pairing hei|hji,

Cij = hei|hji for i, j = 1, 2, . . . , ⌫ . (2.10)

This pairing is called the intersection number of hei| and |hji. We then construct the
(⌫+1)⇥ (⌫+1) matrix M, defined as,

M =

0

BBBBBB@

h'| i h'|h1i h'|h2i . . . h'|h⌫i
he1| i he1|h1i he1|h2i . . . he1|h⌫i
he2| i he2|h1i he2|h2i . . . he2|h⌫i

...
...

... . . . ...
he⌫ | i he⌫ |h1i he⌫ |h2i . . . he⌫ |h⌫i

1

CCCCCCA
⌘
 
h'| i A|

B C

!
. (2.11)

The columns of the matrix M are labelled by | i, |h1i, |h2i, . . . , |h⌫i for an arbitrary | i,
while the rows are labelled by h'|, he1|, he2|, . . . , he⌫ |. Each entry is given by a pairing
(bilinear) of the corresponding row and column. In the second equality, we expose the
structure of M as a ⌫⇥⌫ submatrix C, a column vector B and a row vector A|, respectively
with elements Bi = hei| i and Ai = h'|hii (for i = 1, 2, . . . , ⌫).

The fact that the ⌫+1 cocycles labelling the rows and columns are necessarily linearly
dependent (since the basis is ⌫-dimensional) and that each entry of M is a bilinear, implies
that the determinant of this matrix vanishes. Using the well-known identity for the
determinant of a block matrix, we find:

detM = detC

✓
h'| i �A|C�1B

◆
= 0. (2.12)

1For completeness, let us mention that, similarly, there are equivalence (homology) classes of integration
domains C that give the same result for the integral (2.1), called twisted cycles |C]!, though we do not make
use of this fact in the current manuscript.
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domains C that give the same result for the integral (2.1), called twisted cycles |C]!, though we do not make
use of this fact in the current manuscript.
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Metric Matrix :

Choices of Bases. The bases |hii and |eii can be different from each other, but |hii = |eii
is a possible choice too. We decompose 1-form employing either a monomial basis

hei| = h�i| ⌘ z
i�1

dz , (3.34)

or a dlog-basis, of the type,

hei| = h'i| ⌘
dz

z � zi
, (3.35)

where zi are poles of !.
Alternatively, orthonormal bases for twisted cocycles can be chosen as follows. Out of

the set of poles P = {z1, z2, . . . , z⌫+1, z⌫+2} pick two special ones, say z⌫+1 and z⌫+2. Then
construct bases of ⌫ one-forms using:

hei| ⌘ d log
z � zi

z � z⌫+1
, |hii ⌘ Resz=zi(!) d log

z � zi

z � z⌫+2
(3.36)

for i = 1, 2, . . . , ⌫. With this choice, the intersection matrix C becomes the identity matrix,

Cij = �ij (3.37)

as can be shown directly using the residue prescription (3.22), and therefore the basis
decomposition formula simplifies to

h'| =
⌫X

i=1

h'|hiihei| . (3.38)

3.2 System of Differential Equations

Let us give more details about deriving systems of differential equations using intersection
numbers.

Consider the system of differential equations in x for the basis hei|,

@xhei| = ⌦ij hej | , ⌦ = ⌦(d, x), (3.39)

in general depending on the space-time dimension d and external variables x. Let us consider
the l.h.s. of eq. (3.39), after taking the derivative in x,

@xhei| = h(@x + �^)ei| ⌘ h�i| , (3.40)

where � = @x log u. Here h�i| can be decomposed in terms of hei|, by means of intersection
numbers,

h�i| = h�i|hki
�
C�1

�
kj

hej | (3.41)

= Fik

�
C�1

�
kj
hej | (3.42)

= ⌦ijhej | , (3.43)
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d-Log Basis :
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Decomposition of differential forms
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(2.7) as twisted cocycle, as well as drop the subscript ! when it is clear from the context.1 A
remarkable observation is that we can pair up h'| and |C] to obtain the integral from (2.1),
which we denote by

h'|C] ⌘
Z

C
u'. (2.8)

This integral representation, as a bilinear in h'| and |C], is suitable for establishing linear
relations between hypergeometric functions. In fact, let us assume that the number of
linearly-independent twisted cocycles is ⌫, and indicate an arbitrary basis of forms,

he1|, he2|, · · · , he⌫ |. (2.9)

A basis decomposition is achieved by expressing an arbitrary twisted cocycle, say h'|, as a
linear combination of the above ones. This goal be achieved as follows. Introduce a dual

(and auxiliary) space of twisted cocycles, whose basis is denoted by |hii for i = 1, 2, . . . , ⌫,
and consider the matrix C, whose entries are the pairing hei|hji,

Cij = hei|hji for i, j = 1, 2, . . . , ⌫ . (2.10)

This pairing is called the intersection number of hei| and |hji. We then construct the
(⌫+1)⇥ (⌫+1) matrix M, defined as,

M =

0

BBBBBB@

h'| i h'|h1i h'|h2i . . . h'|h⌫i
he1| i he1|h1i he1|h2i . . . he1|h⌫i
he2| i he2|h1i he2|h2i . . . he2|h⌫i

...
...

... . . . ...
he⌫ | i he⌫ |h1i he⌫ |h2i . . . he⌫ |h⌫i

1

CCCCCCA
⌘
 
h'| i A|

B C

!
. (2.11)

The columns of the matrix M are labelled by | i, |h1i, |h2i, . . . , |h⌫i for an arbitrary | i,
while the rows are labelled by h'|, he1|, he2|, . . . , he⌫ |. Each entry is given by a pairing
(bilinear) of the corresponding row and column. In the second equality, we expose the
structure of M as a ⌫⇥⌫ submatrix C, a column vector B and a row vector A|, respectively
with elements Bi = hei| i and Ai = h'|hii (for i = 1, 2, . . . , ⌫).

The fact that the ⌫+1 cocycles labelling the rows and columns are necessarily linearly
dependent (since the basis is ⌫-dimensional) and that each entry of M is a bilinear, implies
that the determinant of this matrix vanishes. Using the well-known identity for the
determinant of a block matrix, we find:

detM = detC

✓
h'| i �A|C�1B

◆
= 0. (2.12)

1For completeness, let us mention that, similarly, there are equivalence (homology) classes of integration
domains C that give the same result for the integral (2.1), called twisted cycles |C]!, though we do not make
use of this fact in the current manuscript.
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(and auxiliary) space of twisted cocycles, whose basis is denoted by |hii for i = 1, 2, . . . , ⌫,
and consider the matrix C, whose entries are the pairing hei|hji,

Cij = hei|hji for i, j = 1, 2, . . . , ⌫ . (2.10)

This pairing is called the intersection number of hei| and |hji. We then construct the
(⌫+1)⇥ (⌫+1) matrix M, defined as,
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h'| i A|

B C

!
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The columns of the matrix M are labelled by | i, |h1i, |h2i, . . . , |h⌫i for an arbitrary | i,
while the rows are labelled by h'|, he1|, he2|, . . . , he⌫ |. Each entry is given by a pairing
(bilinear) of the corresponding row and column. In the second equality, we expose the
structure of M as a ⌫⇥⌫ submatrix C, a column vector B and a row vector A|, respectively
with elements Bi = hei| i and Ai = h'|hii (for i = 1, 2, . . . , ⌫).

The fact that the ⌫+1 cocycles labelling the rows and columns are necessarily linearly
dependent (since the basis is ⌫-dimensional) and that each entry of M is a bilinear, implies
that the determinant of this matrix vanishes. Using the well-known identity for the
determinant of a block matrix, we find:

detM = detC

✓
h'| i �A|C�1B

◆
= 0. (2.12)

1For completeness, let us mention that, similarly, there are equivalence (homology) classes of integration
domains C that give the same result for the integral (2.1), called twisted cycles |C]!, though we do not make
use of this fact in the current manuscript.
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Metric Matrix :

Choices of Bases. The bases |hii and |eii can be different from each other, but |hii = |eii
is a possible choice too. We decompose 1-form employing either a monomial basis

hei| = h�i| ⌘ z
i�1

dz , (3.34)

or a dlog-basis, of the type,

hei| = h'i| ⌘
dz

z � zi
, (3.35)

where zi are poles of !.
Alternatively, orthonormal bases for twisted cocycles can be chosen as follows. Out of

the set of poles P = {z1, z2, . . . , z⌫+1, z⌫+2} pick two special ones, say z⌫+1 and z⌫+2. Then
construct bases of ⌫ one-forms using:

hei| ⌘ d log
z � zi

z � z⌫+1
, |hii ⌘ Resz=zi(!) d log

z � zi

z � z⌫+2
(3.36)

for i = 1, 2, . . . , ⌫. With this choice, the intersection matrix C becomes the identity matrix,

Cij = �ij (3.37)

as can be shown directly using the residue prescription (3.22), and therefore the basis
decomposition formula simplifies to

h'| =
⌫X

i=1

h'|hiihei| . (3.38)

3.2 System of Differential Equations

Let us give more details about deriving systems of differential equations using intersection
numbers.

Consider the system of differential equations in x for the basis hei|,

@xhei| = ⌦ij hej | , ⌦ = ⌦(d, x), (3.39)

in general depending on the space-time dimension d and external variables x. Let us consider
the l.h.s. of eq. (3.39), after taking the derivative in x,

@xhei| = h(@x + �^)ei| ⌘ h�i| , (3.40)

where � = @x log u. Here h�i| can be decomposed in terms of hei|, by means of intersection
numbers,

h�i| = h�i|hki
�
C�1

�
kj

hej | (3.41)

= Fik

�
C�1

�
kj
hej | (3.42)

= ⌦ijhej | , (3.43)
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d-Log Basis :

(2.7) as twisted cocycle, as well as drop the subscript ! when it is clear from the context.1 A
remarkable observation is that we can pair up h'| and |C] to obtain the integral from (2.1),
which we denote by

h'|C] ⌘
Z

C
u'. (2.8)

This integral representation, as a bilinear in h'| and |C], is suitable for establishing linear
relations between hypergeometric functions. In fact, let us assume that the number of
linearly-independent twisted cocycles is ⌫, and indicate an arbitrary basis of forms,

he1|, he2|, · · · , he⌫ |. (2.9)

A basis decomposition is achieved by expressing an arbitrary twisted cocycle, say h'|, as a
linear combination of the above ones. This goal be achieved as follows. Introduce a dual

(and auxiliary) space of twisted cocycles, whose basis is denoted by |hii for i = 1, 2, . . . , ⌫,
and consider the matrix C, whose entries are the pairing hei|hji,

Cij = hei|hji for i, j = 1, 2, . . . , ⌫ . (2.10)

This pairing is called the intersection number of hei| and |hji. We then construct the
(⌫+1)⇥ (⌫+1) matrix M, defined as,

M =

0

BBBBBB@

h'| i h'|h1i h'|h2i . . . h'|h⌫i
he1| i he1|h1i he1|h2i . . . he1|h⌫i
he2| i he2|h1i he2|h2i . . . he2|h⌫i

...
...

... . . . ...
he⌫ | i he⌫ |h1i he⌫ |h2i . . . he⌫ |h⌫i

1

CCCCCCA
⌘
 
h'| i A|

B C

!
. (2.11)

The columns of the matrix M are labelled by | i, |h1i, |h2i, . . . , |h⌫i for an arbitrary | i,
while the rows are labelled by h'|, he1|, he2|, . . . , he⌫ |. Each entry is given by a pairing
(bilinear) of the corresponding row and column. In the second equality, we expose the
structure of M as a ⌫⇥⌫ submatrix C, a column vector B and a row vector A|, respectively
with elements Bi = hei| i and Ai = h'|hii (for i = 1, 2, . . . , ⌫).

The fact that the ⌫+1 cocycles labelling the rows and columns are necessarily linearly
dependent (since the basis is ⌫-dimensional) and that each entry of M is a bilinear, implies
that the determinant of this matrix vanishes. Using the well-known identity for the
determinant of a block matrix, we find:

detM = detC

✓
h'| i �A|C�1B

◆
= 0. (2.12)

1For completeness, let us mention that, similarly, there are equivalence (homology) classes of integration
domains C that give the same result for the integral (2.1), called twisted cycles |C]!, though we do not make
use of this fact in the current manuscript.

– 9 –

(2.7) as twisted cocycle, as well as drop the subscript ! when it is clear from the context.1 A
remarkable observation is that we can pair up h'| and |C] to obtain the integral from (2.1),
which we denote by

h'|C] ⌘
Z

C
u'. (2.8)

This integral representation, as a bilinear in h'| and |C], is suitable for establishing linear
relations between hypergeometric functions. In fact, let us assume that the number of
linearly-independent twisted cocycles is ⌫, and indicate an arbitrary basis of forms,

he1|, he2|, · · · , he⌫ |. (2.9)

A basis decomposition is achieved by expressing an arbitrary twisted cocycle, say h'|, as a
linear combination of the above ones. This goal be achieved as follows. Introduce a dual

(and auxiliary) space of twisted cocycles, whose basis is denoted by |hii for i = 1, 2, . . . , ⌫,
and consider the matrix C, whose entries are the pairing hei|hji,

Cij = hei|hji for i, j = 1, 2, . . . , ⌫ . (2.10)

This pairing is called the intersection number of hei| and |hji. We then construct the
(⌫+1)⇥ (⌫+1) matrix M, defined as,

M =

0

BBBBBB@

h'| i h'|h1i h'|h2i . . . h'|h⌫i
he1| i he1|h1i he1|h2i . . . he1|h⌫i
he2| i he2|h1i he2|h2i . . . he2|h⌫i

...
...

... . . . ...
he⌫ | i he⌫ |h1i he⌫ |h2i . . . he⌫ |h⌫i

1

CCCCCCA
⌘
 
h'| i A|

B C

!
. (2.11)

The columns of the matrix M are labelled by | i, |h1i, |h2i, . . . , |h⌫i for an arbitrary | i,
while the rows are labelled by h'|, he1|, he2|, . . . , he⌫ |. Each entry is given by a pairing
(bilinear) of the corresponding row and column. In the second equality, we expose the
structure of M as a ⌫⇥⌫ submatrix C, a column vector B and a row vector A|, respectively
with elements Bi = hei| i and Ai = h'|hii (for i = 1, 2, . . . , ⌫).

The fact that the ⌫+1 cocycles labelling the rows and columns are necessarily linearly
dependent (since the basis is ⌫-dimensional) and that each entry of M is a bilinear, implies
that the determinant of this matrix vanishes. Using the well-known identity for the
determinant of a block matrix, we find:

detM = detC

✓
h'| i �A|C�1B

◆
= 0. (2.12)

1For completeness, let us mention that, similarly, there are equivalence (homology) classes of integration
domains C that give the same result for the integral (2.1), called twisted cycles |C]!, though we do not make
use of this fact in the current manuscript.

– 9 –

In addition, detC cannot be zero (by definition), since it is formed from bilinears between
two bases. Therefore we conclude that:

h'| i = A|C�1B

=
⌫X

i,j=1

h'|hji (C�1)ji hei| i. (2.13)

Given the arbitrariness of | i, we obtain the master decomposition formula

h'| =
⌫X

i,j=1

h'|hji
�
C�1

�
ji
hei|, (2.14)

which provides an explicit way of projecting h'| onto a basis of hei|. Following [1], in this
paper we use (2.14) to perform the decomposition of Feynman integrals in terms of master
integrals, on the maximal cut. For example, by contracting both sides with the twisted cycle
|C] (which boils down to multiplying by u and integrating over C), we have a linear identity
between integrals: Z

C
u' =

⌫X

i,j=1

h'|hji
�
C�1

�
ji

Z

C
u ei. (2.15)

Similarly, the same idea can be used to derive linear system of differential equations
satisfied by the basis integrals hei|C] in some external variable x. It is enough to notice that

@x hei|C] = @x

Z

C
u ei =

Z

C
u (@x + �^)ei = h(@x + �^)ei|C], (2.16)

where � ⌘ @x log(u). Let us remark that even if C depends on x, the differential operator @x
commutes with the integral sign, due to the vanishing of u on the boundary of C. Therefore,
the problem reduces to projecting h(@x + �^)ei| on the right-hand side back onto a basis
using (2.14).

One should think of hei| and |hji as parameterizing a vector space of inequivalent
integrands of a hypergeometric function. In this sense C provides a metric on this space.
Naturally, the prescription (2.14) is only useful if computing invariants of the type h'L|'Ri
is efficient. We argue that this is the case. It turns out that the dual space of twisted
cocycles has a straightforward interpretation as the equivalence classes:

|'i! : ' ⇠ '+r�!⇠, (2.17)

where the only difference to (2.7) is the use of the connection r�! ⌘ d� !^ instead of r!.
The resulting bilinear:

h'L|'Ri! (2.18)

is called the intersection number of h'L| and |'Ri. This term is conventionally used in the
literature on hypergeometric functions, but it does not mean that h'L|'Ri! is an integer.
In general, it can be a rational function of external parameters. The characteristic property
of the intersection number is that it is a bilinear in the two equivalence classes. We give
multiple ways of computing it throughout the text.
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Master Decomposition Formula :
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Decomposition of Uni-variate Integral
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C
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⌫X

i,j=1
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�
C�1

�
ji

Z

C
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Z

C
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Z

C
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is called the intersection number of h'L| and |'Ri. This term is conventionally used in the
literature on hypergeometric functions, but it does not mean that h'L|'Ri! is an integer.
In general, it can be a rational function of external parameters. The characteristic property
of the intersection number is that it is a bilinear in the two equivalence classes. We give
multiple ways of computing it throughout the text.
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(2.7) as twisted cocycle, as well as drop the subscript ! when it is clear from the context.1 A
remarkable observation is that we can pair up h'| and |C] to obtain the integral from (2.1),
which we denote by

h'|C] ⌘
Z

C
u'. (2.8)

This integral representation, as a bilinear in h'| and |C], is suitable for establishing linear
relations between hypergeometric functions. In fact, let us assume that the number of
linearly-independent twisted cocycles is ⌫, and indicate an arbitrary basis of forms,

he1|, he2|, · · · , he⌫ |. (2.9)

A basis decomposition is achieved by expressing an arbitrary twisted cocycle, say h'|, as a
linear combination of the above ones. This goal be achieved as follows. Introduce a dual

(and auxiliary) space of twisted cocycles, whose basis is denoted by |hii for i = 1, 2, . . . , ⌫,
and consider the matrix C, whose entries are the pairing hei|hji,

Cij = hei|hji for i, j = 1, 2, . . . , ⌫ . (2.10)

This pairing is called the intersection number of hei| and |hji. We then construct the
(⌫+1)⇥ (⌫+1) matrix M, defined as,

M =

0

BBBBBB@

h'| i h'|h1i h'|h2i . . . h'|h⌫i
he1| i he1|h1i he1|h2i . . . he1|h⌫i
he2| i he2|h1i he2|h2i . . . he2|h⌫i

...
...

... . . . ...
he⌫ | i he⌫ |h1i he⌫ |h2i . . . he⌫ |h⌫i

1

CCCCCCA
⌘
 
h'| i A|

B C

!
. (2.11)

The columns of the matrix M are labelled by | i, |h1i, |h2i, . . . , |h⌫i for an arbitrary | i,
while the rows are labelled by h'|, he1|, he2|, . . . , he⌫ |. Each entry is given by a pairing
(bilinear) of the corresponding row and column. In the second equality, we expose the
structure of M as a ⌫⇥⌫ submatrix C, a column vector B and a row vector A|, respectively
with elements Bi = hei| i and Ai = h'|hii (for i = 1, 2, . . . , ⌫).

The fact that the ⌫+1 cocycles labelling the rows and columns are necessarily linearly
dependent (since the basis is ⌫-dimensional) and that each entry of M is a bilinear, implies
that the determinant of this matrix vanishes. Using the well-known identity for the
determinant of a block matrix, we find:

detM = detC

✓
h'| i �A|C�1B

◆
= 0. (2.12)

1For completeness, let us mention that, similarly, there are equivalence (homology) classes of integration
domains C that give the same result for the integral (2.1), called twisted cycles |C]!, though we do not make
use of this fact in the current manuscript.
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2 Basics of Hypergeometric Integrals
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Z

C
u(z)'(z), (2.1)
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dz

z(z � 1)
, C = [0, 1] (2.2)
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Z

C
d (u ⇠) = 0. (2.3)
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0 =

Z

C
d (u ⇠) =

Z

C
(du ^ ⇠ + u d⇠) =

Z

C
u

✓
du

u
^+ d

◆
⇠ ⌘

Z

C
ur!⇠. (2.4)

In the final equality we defined a connection r!, which differs from the usual derivative by
the one-form !:

r! ⌘ d+ !^, where ! ⌘ d log u. (2.5)

Since the above expression integrates to zero, we have
Z

C
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Z

C
u ('+r!⇠) . (2.6)

Hence ' and ' + r!⇠ carry the same information and we can talk about equivalence
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!h'| : ' ⇠ '+r!⇠. (2.7)
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The word twisted refers to the fact that the usual derivative operator d is replaced by the
covariant derivative r! given in (2.5), as a consequence of the presence of the multi-valued
function u in the hypergeometric integral. We often refer to any representative of the class
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cast in the form [22],

I =

Z

C
u(z)'(z) , (1)

where the integration variables z = (z1, . . . , zn) are the
propagators of the diagrams, supplemented by a set of
auxiliary propagators (related to the irreducible scalar
products). In fact, the number n of integration variables
amounts to the number of scalar products formed by the
external and the loop momenta. The function u(z) is
multi-valued, and it is defined either as u(z) = B�(z)
[23], or as u(z) =

Q
i Bi(z)�i [24]. The factors B and

Bi are graph (Baikov) polynomials; their exponents (�
or �i /2 Z) depend on the dimensional regulator d, and
on the number of loops and external momenta of the
corresponding diagram. The integration domain C is
defined as such that, according to the case, either B orQ

i Bi vanishes on its boundary @C. In the integrand, '
is a single-valued differential form, and can generically be
written as

'(z) = '̂(z) dnz , '̂(z) ⌘ f(z)

z
a1
1 · · · zan

n
, (2)

with d
nz ⌘ dz1 ^ . . . ^ dzn, and where ai 2 Z, and f is

a rational function of z. Multiple-cut integrals [25, 26],
identified by the on-shell conditions zi1= . . .=zik=0, are
also of the form (1), but their integrands depend on fewer
integration variables (and their integration contour is
modified), see [9, 11].

Feynman integrals (and, more generally, hypergeomet-
ric integrals of the type in eq.(1)), whose integrands differ
by terms proportional to covariant derivatives, give the
same result after integration. Employing Stokes’ theorem,
we find equivalence classes of n-forms, ' ⇠ '+r!⇠, for
any (n�1)-form ⇠ and where r! ⌘ d+ !^ is a covariant
derivative with a one-form ! ⌘ d log u, such that

R
C ur!⇠

vanishes. The space of n-forms modulo the equivalence
relation written above is a vector space known as twisted
cohomology group H

n
! [27]. We denote its elements by

h'| 2 H
n
! . Within this framework, the Feynman integral

I from eq. (1) can be interpreted as a pairing of h'| with
the integration contour |C],

I = h'|C] . (3)

Consider a set of ⌫ MIs, say Ji, defined as

Ji =

Z

C
u(z) ei(z) = hei|C] , i = 1, . . . , ⌫ , (4)

in terms of any independent set of differential forms hei|.
Then, the decomposition of a generic integral I in terms
of the MIs Ji can be interpreted as coming from the more
fundamental decomposition of the differential form h'| in
terms of the basis forms hei| , namely

I =
⌫X

i=1

ci Ji , () h'| =
⌫X

i=1

ci hei| , (5)

with the coefficients determined by the master decompo-
sition formula [9, 11],

ci =
⌫X

j=1

h'|hji
�
C�1

�
ji

, Cij = hei|hji , (6)

where |hji (j = 1, . . . , ⌫) [28] , span a dual (and auxiliary)
vector space (Hn

! )
⇤ = H

n
�!. The scalar product h'L|'Ri

between the two vector spaces is called intersection
number of differential forms [10]. The characterization
of the decomposition of Feynman integrals in terms of
multivariate intersection numbers [12–21] is the main
result of this letter.

Using eqs. (5,6), our algorithm for expressing any Feyn-
man integral of the type of eq. (1) as linear combinations
of MIs proceeds along three steps:

1. Determination of the number ⌫ of MIs.

2. Choice of the bases of forms hei| and |hii.

3. Evaluation of the intersection numbers for multi-variate
forms, appearing in the entries of the C-matrix, and
in h'|hji.

We finally remark that the coefficient ci in eq.(6) is
independent on the choice of the auxiliary basic forms
|hji [29]. In the following, we choose ĥj = êj , namely
|hji = |eji.

Number of Master Integrals – Within the standard IBP
decomposition, based on the so-called Laporta method,
the number of MIs is determined at the end of the re-
duction procedure, by counting the irreducible integrals
that are untouched by Gauss’ elimination. The results of
[9, 11, 30–34] have been pointing to a geometrical char-
acterization of the number ⌫ of MIs, which, within our
formalism, allow us to relate it to topological properties
such as the dimension of the spaces H

n
±!,

⌫ ⌘ dimH
n
±! = (�1)n (n+1� �(P!)) , (7)

in terms of the Euler characteristic �(P!) of the projective
variety P! defined as the set of poles of !. This connection
yields the use of complex Morse (Picard–Lefschetz) theory
to determine ⌫ as the number of critical points of the
function log u(z). Let us define

! ⌘ dlog u(z) =
nX

i=1

!̂i dzi , (8)

then the number of critical points is given by the number
of solutions of the system of equations

!̂i ⌘ @zi log u(z) = 0 , i = 1, . . . , n , (9)

with the short-hand notation @zi ⌘ @/@zi. Owing to
the application of these novel mathematical concepts,
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with d
nz ⌘ dz1 ^ . . . ^ dzn, and where ai 2 Z, and f is

a rational function of z. Multiple-cut integrals [25, 26],
identified by the on-shell conditions zi1= . . .=zik=0, are
also of the form (1), but their integrands depend on fewer
integration variables (and their integration contour is
modified), see [9, 11].

Feynman integrals (and, more generally, hypergeomet-
ric integrals of the type in eq.(1)), whose integrands differ
by terms proportional to covariant derivatives, give the
same result after integration. Employing Stokes’ theorem,
we find equivalence classes of n-forms, ' ⇠ '+r!⇠, for
any (n�1)-form ⇠ and where r! ⌘ d+ !^ is a covariant
derivative with a one-form ! ⌘ d log u, such that

R
C ur!⇠

vanishes. The space of n-forms modulo the equivalence
relation written above is a vector space known as twisted
cohomology group H

n
! [27]. We denote its elements by

h'| 2 H
n
! . Within this framework, the Feynman integral

I from eq. (1) can be interpreted as a pairing of h'| with
the integration contour |C],

I = h'|C] . (3)

Consider a set of ⌫ MIs, say Ji, defined as

Ji =

Z

C
u(z) ei(z) = hei|C] , i = 1, . . . , ⌫ , (4)

in terms of any independent set of differential forms hei|.
Then, the decomposition of a generic integral I in terms
of the MIs Ji can be interpreted as coming from the more
fundamental decomposition of the differential form h'| in
terms of the basis forms hei| , namely

I =
⌫X

i=1

ci Ji , () h'| =
⌫X

i=1

ci hei| , (5)

with the coefficients determined by the master decompo-
sition formula [9, 11],

ci =
⌫X

j=1

h'|hji
�
C�1

�
ji

, Cij = hei|hji , (6)

where |hji (j = 1, . . . , ⌫) [28] , span a dual (and auxiliary)
vector space (Hn

! )
⇤ = H

n
�!. The scalar product h'L|'Ri

between the two vector spaces is called intersection
number of differential forms [10]. The characterization
of the decomposition of Feynman integrals in terms of
multivariate intersection numbers [12–21] is the main
result of this letter.

Using eqs. (5,6), our algorithm for expressing any Feyn-
man integral of the type of eq. (1) as linear combinations
of MIs proceeds along three steps:

1. Determination of the number ⌫ of MIs.

2. Choice of the bases of forms hei| and |hii.

3. Evaluation of the intersection numbers for multi-variate
forms, appearing in the entries of the C-matrix, and
in h'|hji.

We finally remark that the coefficient ci in eq.(6) is
independent on the choice of the auxiliary basic forms
|hji [29]. In the following, we choose ĥj = êj , namely
|hji = |eji.

Number of Master Integrals – Within the standard IBP
decomposition, based on the so-called Laporta method,
the number of MIs is determined at the end of the re-
duction procedure, by counting the irreducible integrals
that are untouched by Gauss’ elimination. The results of
[9, 11, 30–34] have been pointing to a geometrical char-
acterization of the number ⌫ of MIs, which, within our
formalism, allow us to relate it to topological properties
such as the dimension of the spaces H

n
±!,

⌫ ⌘ dimH
n
±! = (�1)n (n+1� �(P!)) , (7)

in terms of the Euler characteristic �(P!) of the projective
variety P! defined as the set of poles of !. This connection
yields the use of complex Morse (Picard–Lefschetz) theory
to determine ⌫ as the number of critical points of the
function log u(z). Let us define

! ⌘ dlog u(z) =
nX

i=1

!̂i dzi , (8)

then the number of critical points is given by the number
of solutions of the system of equations

!̂i ⌘ @zi log u(z) = 0 , i = 1, . . . , n , (9)

with the short-hand notation @zi ⌘ @/@zi. Owing to
the application of these novel mathematical concepts,

I
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2 Basics of Hypergeometric Integrals

In this section we review a few concepts from the theory of hypergeometric functions and
Feynman integrals that serve as a basis for the remainder of the paper.

Consider an integral I over the variables z = (z1, z2, . . . , zm) of the general form:

I =

Z

C
u(z)'(z), (2.1)

where u(z) is a multi-valued function and '(z) = '̂(z)dmz is a differential m-form. We
assume that u(z) vanishes on the boundaries of C, u(@C) = 0, so that, upon integration no
surface-term is leftover. For example, choosing

u(z) = z
a(z � 1)b, '(z) =

dz

z(z � 1)
, C = [0, 1] (2.2)

gives the Euler beta function B(a, b) for Re(a),Re(b) > 0. More generally, integrals of
the type (2.1) are called Aomoto–Gel’fand hypergeometric functions [81, 82], or simply
hypergeometric functions.

As with any integral, there could exist many forms ' that integrate to give the same
result I. Let us consider the total derivative of u times any (m�1)-differential form ⇠:

Z

C
d (u ⇠) = 0. (2.3)

By Stokes’ theorem, the result is zero due to our choice of the integration domain C. Let us
manipulate the above integral so that it is of the form (2.1):

0 =

Z

C
d (u ⇠) =

Z

C
(du ^ ⇠ + u d⇠) =

Z

C
u

✓
du

u
^+ d

◆
⇠ ⌘

Z

C
ur!⇠. (2.4)

In the final equality we defined a connection r!, which differs from the usual derivative by
the one-form !:

r! ⌘ d+ !^, where ! ⌘ d log u. (2.5)

Since the above expression integrates to zero, we have
Z

C
u' =

Z

C
u ('+r!⇠) . (2.6)

Hence ' and ' + r!⇠ carry the same information and we can talk about equivalence
(cohomology) classes !h'| of forms that integrate to the same result:

!h'| : ' ⇠ '+r!⇠. (2.7)

In other words, whenever two forms are equal to each other up to integration-by-parts
identities, they belong to the same equivalence class. This class is called a twisted cocycle.
The word twisted refers to the fact that the usual derivative operator d is replaced by the
covariant derivative r! given in (2.5), as a consequence of the presence of the multi-valued
function u in the hypergeometric integral. We often refer to any representative of the class
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In general, the domain C0 may admit a decomposition into subregions,

C0 =
[

j

Cj 0 , (3.13)

though only ⌫ of them can be independent. After integrating over the cut variables, the
left over (phase-space) integral reads as,

Ia1,a2,...,aN

���
m-cut

= K
0
Z

C0
u
0
'
0
, (3.14)

with

K
0
u
0 = (Ku)

���
z1=...=zm=0

, '
0 ⌘ '̂

0
d
N�mz0 , (3.15)

'̂
0 ⌘ f(zm+1, . . . , zN )

z
am+1
m+1 · · · zaN

N

✓
Dm(u)

u

◆ �����
z1=...=zm=0

, (3.16)

Dm ⌘
mY

i=1

@
(ai�1)
zi

(ai � 1)!
, (3.17)

d
N�mz0 ⌘ dzm+1 ^ · · · ^ dzN , (3.18)

where u
0 vanishes on the boundary C0, and f is a rational function (see eqs. (3.9)).

Therefore, also the m-cut integral keeps admitting a bilinear pairing representation,

Ia1,a2,...,aN

���
m-cut

= Iam+1,...,aN = K
0
!0h'0|C0] with !

0 ⌘ d log
�
u
0�

. (3.19)

Notation. In the following examples, for ease of notation, we drop the prime symbol 0,
and use directly K, u, !, ' and z to express the various quantities on the cut. Moreover,
in the univariate case where after the maximal cut the integrals are characterized by a
single ISP, we use the notation Ia1,a2,...,aN

��
m-cut ⌘ Ia1,...,am;am+1 , where am+1 is the power

of the remaining irreducible scalar product.

3.1 Intersection Numbers of One-Forms

In this section we specialize to the case when ' are 1-forms. Consider,

⌫ = {the number of solutions of ! = 0} , (3.20)

and define P as the set of poles of ! ,

P ⌘ { z | z is a pole of ! } . (3.21)

Note that P can also include the pole at infinity if Resz=1(!) 6= 0.4

4 The number ⌫ of master integrals is equal, up to a sign, to the Euler characteristic � = �⌫ of the space
CP1

\ P, on which the forms are defined, where the number of poles in P is exactly ⌫+2, provided that
all Resz=p(!) are not non-negeative integers. See also [59, 62] for discussion of Euler characteristic in the
context of Feynman integrals. Earlier considerations on possible relations between the number of MIs and
geometric properties of differential manifolds can be found in [89, 90].
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Choices of Bases. The bases |hii and |eii can be different from each other, but |hii = |eii
is a possible choice too. We decompose 1-form employing either a monomial basis

hei| = h�i| ⌘ z
i�1

dz , (3.34)

or a dlog-basis, of the type,

hei| = h'i| ⌘
dz

z � zi
, (3.35)

where zi are poles of !.
Alternatively, orthonormal bases for twisted cocycles can be chosen as follows. Out of

the set of poles P = {z1, z2, . . . , z⌫+1, z⌫+2} pick two special ones, say z⌫+1 and z⌫+2. Then
construct bases of ⌫ one-forms using:

hei| ⌘ d log
z � zi

z � z⌫+1
, |hii ⌘ Resz=zi(!) d log

z � zi

z � z⌫+2
(3.36)

for i = 1, 2, . . . , ⌫. With this choice, the intersection matrix C becomes the identity matrix,

Cij = �ij (3.37)

as can be shown directly using the residue prescription (3.22), and therefore the basis
decomposition formula simplifies to

h'| =
⌫X

i=1

h'|hiihei| . (3.38)

3.2 System of Differential Equations

Let us give more details about deriving systems of differential equations using intersection
numbers.

Consider the system of differential equations in x for the basis hei|,

@xhei| = ⌦ij hej | , ⌦ = ⌦(d, x), (3.39)

in general depending on the space-time dimension d and external variables x. Let us consider
the l.h.s. of eq. (3.39), after taking the derivative in x,

@xhei| = h(@x + �^)ei| ⌘ h�i| , (3.40)

where � = @x log u. Here h�i| can be decomposed in terms of hei|, by means of intersection
numbers,

h�i| = h�i|hki
�
C�1

�
kj

hej | (3.41)

= Fik

�
C�1

�
kj
hej | (3.42)

= ⌦ijhej | , (3.43)
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In addition, detC cannot be zero (by definition), since it is formed from bilinears between
two bases. Therefore we conclude that:

h'| i = A|C�1B

=
⌫X

i,j=1

h'|hji (C�1)ji hei| i. (2.13)

Given the arbitrariness of | i, we obtain the master decomposition formula

h'| =
⌫X

i,j=1

h'|hji
�
C�1

�
ji
hei|, (2.14)

which provides an explicit way of projecting h'| onto a basis of hei|. Following [1], in this
paper we use (2.14) to perform the decomposition of Feynman integrals in terms of master
integrals, on the maximal cut. For example, by contracting both sides with the twisted cycle
|C] (which boils down to multiplying by u and integrating over C), we have a linear identity
between integrals: Z

C
u' =

⌫X

i,j=1

h'|hji
�
C�1

�
ji

Z

C
u ei. (2.15)

Similarly, the same idea can be used to derive linear system of differential equations
satisfied by the basis integrals hei|C] in some external variable x. It is enough to notice that

@x hei|C] = @x

Z

C
u ei =

Z

C
u (@x + �^)ei = h(@x + �^)ei|C], (2.16)

where � ⌘ @x log(u). Let us remark that even if C depends on x, the differential operator @x
commutes with the integral sign, due to the vanishing of u on the boundary of C. Therefore,
the problem reduces to projecting h(@x + �^)ei| on the right-hand side back onto a basis
using (2.14).

One should think of hei| and |hji as parameterizing a vector space of inequivalent
integrands of a hypergeometric function. In this sense C provides a metric on this space.
Naturally, the prescription (2.14) is only useful if computing invariants of the type h'L|'Ri
is efficient. We argue that this is the case. It turns out that the dual space of twisted
cocycles has a straightforward interpretation as the equivalence classes:

|'i! : ' ⇠ '+r�!⇠, (2.17)

where the only difference to (2.7) is the use of the connection r�! ⌘ d� !^ instead of r!.
The resulting bilinear:

h'L|'Ri! (2.18)

is called the intersection number of h'L| and |'Ri. This term is conventionally used in the
literature on hypergeometric functions, but it does not mean that h'L|'Ri! is an integer.
In general, it can be a rational function of external parameters. The characteristic property
of the intersection number is that it is a bilinear in the two equivalence classes. We give
multiple ways of computing it throughout the text.
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(2.7) as twisted cocycle, as well as drop the subscript ! when it is clear from the context.1 A
remarkable observation is that we can pair up h'| and |C] to obtain the integral from (2.1),
which we denote by

h'|C] ⌘
Z

C
u'. (2.8)

This integral representation, as a bilinear in h'| and |C], is suitable for establishing linear
relations between hypergeometric functions. In fact, let us assume that the number of
linearly-independent twisted cocycles is ⌫, and indicate an arbitrary basis of forms,

he1|, he2|, · · · , he⌫ |. (2.9)

A basis decomposition is achieved by expressing an arbitrary twisted cocycle, say h'|, as a
linear combination of the above ones. This goal be achieved as follows. Introduce a dual

(and auxiliary) space of twisted cocycles, whose basis is denoted by |hii for i = 1, 2, . . . , ⌫,
and consider the matrix C, whose entries are the pairing hei|hji,

Cij = hei|hji for i, j = 1, 2, . . . , ⌫ . (2.10)

This pairing is called the intersection number of hei| and |hji. We then construct the
(⌫+1)⇥ (⌫+1) matrix M, defined as,

M =

0

BBBBBB@

h'| i h'|h1i h'|h2i . . . h'|h⌫i
he1| i he1|h1i he1|h2i . . . he1|h⌫i
he2| i he2|h1i he2|h2i . . . he2|h⌫i

...
...

... . . . ...
he⌫ | i he⌫ |h1i he⌫ |h2i . . . he⌫ |h⌫i

1

CCCCCCA
⌘
 
h'| i A|

B C

!
. (2.11)

The columns of the matrix M are labelled by | i, |h1i, |h2i, . . . , |h⌫i for an arbitrary | i,
while the rows are labelled by h'|, he1|, he2|, . . . , he⌫ |. Each entry is given by a pairing
(bilinear) of the corresponding row and column. In the second equality, we expose the
structure of M as a ⌫⇥⌫ submatrix C, a column vector B and a row vector A|, respectively
with elements Bi = hei| i and Ai = h'|hii (for i = 1, 2, . . . , ⌫).

The fact that the ⌫+1 cocycles labelling the rows and columns are necessarily linearly
dependent (since the basis is ⌫-dimensional) and that each entry of M is a bilinear, implies
that the determinant of this matrix vanishes. Using the well-known identity for the
determinant of a block matrix, we find:

detM = detC

✓
h'| i �A|C�1B

◆
= 0. (2.12)

1For completeness, let us mention that, similarly, there are equivalence (homology) classes of integration
domains C that give the same result for the integral (2.1), called twisted cycles |C]!, though we do not make
use of this fact in the current manuscript.
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2 Basics of Hypergeometric Integrals

In this section we review a few concepts from the theory of hypergeometric functions and
Feynman integrals that serve as a basis for the remainder of the paper.

Consider an integral I over the variables z = (z1, z2, . . . , zm) of the general form:

I =

Z

C
u(z)'(z), (2.1)

where u(z) is a multi-valued function and '(z) = '̂(z)dmz is a differential m-form. We
assume that u(z) vanishes on the boundaries of C, u(@C) = 0, so that, upon integration no
surface-term is leftover. For example, choosing

u(z) = z
a(z � 1)b, '(z) =

dz

z(z � 1)
, C = [0, 1] (2.2)

gives the Euler beta function B(a, b) for Re(a),Re(b) > 0. More generally, integrals of
the type (2.1) are called Aomoto–Gel’fand hypergeometric functions [81, 82], or simply
hypergeometric functions.

As with any integral, there could exist many forms ' that integrate to give the same
result I. Let us consider the total derivative of u times any (m�1)-differential form ⇠:

Z

C
d (u ⇠) = 0. (2.3)

By Stokes’ theorem, the result is zero due to our choice of the integration domain C. Let us
manipulate the above integral so that it is of the form (2.1):

0 =

Z

C
d (u ⇠) =

Z

C
(du ^ ⇠ + u d⇠) =

Z

C
u

✓
du

u
^+ d

◆
⇠ ⌘

Z

C
ur!⇠. (2.4)

In the final equality we defined a connection r!, which differs from the usual derivative by
the one-form !:

r! ⌘ d+ !^, where ! ⌘ d log u. (2.5)

Since the above expression integrates to zero, we have
Z

C
u' =

Z

C
u ('+r!⇠) . (2.6)

Hence ' and ' + r!⇠ carry the same information and we can talk about equivalence
(cohomology) classes !h'| of forms that integrate to the same result:

!h'| : ' ⇠ '+r!⇠. (2.7)

In other words, whenever two forms are equal to each other up to integration-by-parts
identities, they belong to the same equivalence class. This class is called a twisted cocycle.
The word twisted refers to the fact that the usual derivative operator d is replaced by the
covariant derivative r! given in (2.5), as a consequence of the presence of the multi-valued
function u in the hypergeometric integral. We often refer to any representative of the class
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remarkable observation is that we can pair up h'| and |C] to obtain the integral from (2.1),
which we denote by
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u'. (2.8)

This integral representation, as a bilinear in h'| and |C], is suitable for establishing linear
relations between hypergeometric functions. In fact, let us assume that the number of
linearly-independent twisted cocycles is ⌫, and indicate an arbitrary basis of forms,

he1|, he2|, · · · , he⌫ |. (2.9)

A basis decomposition is achieved by expressing an arbitrary twisted cocycle, say h'|, as a
linear combination of the above ones. This goal be achieved as follows. Introduce a dual

(and auxiliary) space of twisted cocycles, whose basis is denoted by |hii for i = 1, 2, . . . , ⌫,
and consider the matrix C, whose entries are the pairing hei|hji,

Cij = hei|hji for i, j = 1, 2, . . . , ⌫ . (2.10)

This pairing is called the intersection number of hei| and |hji. We then construct the
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The columns of the matrix M are labelled by | i, |h1i, |h2i, . . . , |h⌫i for an arbitrary | i,
while the rows are labelled by h'|, he1|, he2|, . . . , he⌫ |. Each entry is given by a pairing
(bilinear) of the corresponding row and column. In the second equality, we expose the
structure of M as a ⌫⇥⌫ submatrix C, a column vector B and a row vector A|, respectively
with elements Bi = hei| i and Ai = h'|hii (for i = 1, 2, . . . , ⌫).

The fact that the ⌫+1 cocycles labelling the rows and columns are necessarily linearly
dependent (since the basis is ⌫-dimensional) and that each entry of M is a bilinear, implies
that the determinant of this matrix vanishes. Using the well-known identity for the
determinant of a block matrix, we find:

detM = detC

✓
h'| i �A|C�1B

◆
= 0. (2.12)

1For completeness, let us mention that, similarly, there are equivalence (homology) classes of integration
domains C that give the same result for the integral (2.1), called twisted cycles |C]!, though we do not make
use of this fact in the current manuscript.
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2

cast in the form [22],

I =

Z

C
u(z)'(z) , (1)

where the integration variables z = (z1, . . . , zn) are the
propagators of the diagrams, supplemented by a set of
auxiliary propagators (related to the irreducible scalar
products). In fact, the number n of integration variables
amounts to the number of scalar products formed by the
external and the loop momenta. The function u(z) is
multi-valued, and it is defined either as u(z) = B�(z)
[23], or as u(z) =

Q
i Bi(z)�i [24]. The factors B and

Bi are graph (Baikov) polynomials; their exponents (�
or �i /2 Z) depend on the dimensional regulator d, and
on the number of loops and external momenta of the
corresponding diagram. The integration domain C is
defined as such that, according to the case, either B orQ
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written as
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identified by the on-shell conditions zi1= . . .=zik=0, are
also of the form (1), but their integrands depend on fewer
integration variables (and their integration contour is
modified), see [9, 11].

Feynman integrals (and, more generally, hypergeomet-
ric integrals of the type in eq.(1)), whose integrands differ
by terms proportional to covariant derivatives, give the
same result after integration. Employing Stokes’ theorem,
we find equivalence classes of n-forms, ' ⇠ '+r!⇠, for
any (n�1)-form ⇠ and where r! ⌘ d+ !^ is a covariant
derivative with a one-form ! ⌘ d log u, such that
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! [27]. We denote its elements by
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I from eq. (1) can be interpreted as a pairing of h'| with
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Consider a set of ⌫ MIs, say Ji, defined as

Ji =

Z

C
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Then, the decomposition of a generic integral I in terms
of the MIs Ji can be interpreted as coming from the more
fundamental decomposition of the differential form h'| in
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I =
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number of differential forms [10]. The characterization
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multivariate intersection numbers [12–21] is the main
result of this letter.

Using eqs. (5,6), our algorithm for expressing any Feyn-
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of MIs proceeds along three steps:
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forms, appearing in the entries of the C-matrix, and
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We finally remark that the coefficient ci in eq.(6) is
independent on the choice of the auxiliary basic forms
|hji [29]. In the following, we choose ĥj = êj , namely
|hji = |eji.

Number of Master Integrals – Within the standard IBP
decomposition, based on the so-called Laporta method,
the number of MIs is determined at the end of the re-
duction procedure, by counting the irreducible integrals
that are untouched by Gauss’ elimination. The results of
[9, 11, 30–34] have been pointing to a geometrical char-
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to determine ⌫ as the number of critical points of the
function log u(z). Let us define
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then the number of critical points is given by the number
of solutions of the system of equations
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with the short-hand notation @zi ⌘ @/@zi. Owing to
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or �i /2 Z) depend on the dimensional regulator d, and
on the number of loops and external momenta of the
corresponding diagram. The integration domain C is
defined as such that, according to the case, either B orQ

i Bi vanishes on its boundary @C. In the integrand, '
is a single-valued differential form, and can generically be
written as

'(z) = '̂(z) dnz , '̂(z) ⌘ f(z)

z
a1
1 · · · zan

n
, (2)

with d
nz ⌘ dz1 ^ . . . ^ dzn, and where ai 2 Z, and f is

a rational function of z. Multiple-cut integrals [25, 26],
identified by the on-shell conditions zi1= . . .=zik=0, are
also of the form (1), but their integrands depend on fewer
integration variables (and their integration contour is
modified), see [9, 11].

Feynman integrals (and, more generally, hypergeomet-
ric integrals of the type in eq.(1)), whose integrands differ
by terms proportional to covariant derivatives, give the
same result after integration. Employing Stokes’ theorem,
we find equivalence classes of n-forms, ' ⇠ '+r!⇠, for
any (n�1)-form ⇠ and where r! ⌘ d+ !^ is a covariant
derivative with a one-form ! ⌘ d log u, such that

R
C ur!⇠

vanishes. The space of n-forms modulo the equivalence
relation written above is a vector space known as twisted
cohomology group H

n
! [27]. We denote its elements by

h'| 2 H
n
! . Within this framework, the Feynman integral

I from eq. (1) can be interpreted as a pairing of h'| with
the integration contour |C],

I = h'|C] . (3)

Consider a set of ⌫ MIs, say Ji, defined as

Ji =

Z

C
u(z) ei(z) = hei|C] , i = 1, . . . , ⌫ , (4)

in terms of any independent set of differential forms hei|.
Then, the decomposition of a generic integral I in terms
of the MIs Ji can be interpreted as coming from the more
fundamental decomposition of the differential form h'| in
terms of the basis forms hei| , namely

I =
⌫X

i=1

ci Ji , () h'| =
⌫X

i=1

ci hei| , (5)

with the coefficients determined by the master decompo-
sition formula [9, 11],

ci =
⌫X

j=1

h'|hji
�
C�1

�
ji

, Cij = hei|hji , (6)

where |hji (j = 1, . . . , ⌫) [28] , span a dual (and auxiliary)
vector space (Hn

! )
⇤ = H

n
�!. The scalar product h'L|'Ri

between the two vector spaces is called intersection
number of differential forms [10]. The characterization
of the decomposition of Feynman integrals in terms of
multivariate intersection numbers [12–21] is the main
result of this letter.

Using eqs. (5,6), our algorithm for expressing any Feyn-
man integral of the type of eq. (1) as linear combinations
of MIs proceeds along three steps:

1. Determination of the number ⌫ of MIs.

2. Choice of the bases of forms hei| and |hii.

3. Evaluation of the intersection numbers for multi-variate
forms, appearing in the entries of the C-matrix, and
in h'|hji.

We finally remark that the coefficient ci in eq.(6) is
independent on the choice of the auxiliary basic forms
|hji [29]. In the following, we choose ĥj = êj , namely
|hji = |eji.

Number of Master Integrals – Within the standard IBP
decomposition, based on the so-called Laporta method,
the number of MIs is determined at the end of the re-
duction procedure, by counting the irreducible integrals
that are untouched by Gauss’ elimination. The results of
[9, 11, 30–34] have been pointing to a geometrical char-
acterization of the number ⌫ of MIs, which, within our
formalism, allow us to relate it to topological properties
such as the dimension of the spaces H

n
±!,

⌫ ⌘ dimH
n
±! = (�1)n (n+1� �(P!)) , (7)

in terms of the Euler characteristic �(P!) of the projective
variety P! defined as the set of poles of !. This connection
yields the use of complex Morse (Picard–Lefschetz) theory
to determine ⌫ as the number of critical points of the
function log u(z). Let us define

! ⌘ dlog u(z) =
nX

i=1

!̂i dzi , (8)

then the number of critical points is given by the number
of solutions of the system of equations

!̂i ⌘ @zi log u(z) = 0 , i = 1, . . . , n , (9)

with the short-hand notation @zi ⌘ @/@zi. Owing to
the application of these novel mathematical concepts,

⌫ = Number of solutions of the system of equations
<latexit sha1_base64="WQTPh8EdOOhDUxNfAYg04GxZ8T8=">AAACOnicbVBNa1NBFJ3Xqo2x2rRduhkMgt2E91Kh3QQDpdCVRDBpoAlh3uS+ZMh8PGfuFMMjv6Y/o/0DbnXl1oUQ3PoDnJd0oakXBs4951zunZPmUjiM4+/R1vajx092Kk+rz3afv9ir7R/0nPGWQ5cbaWw/ZQ6k0NBFgRL6uQWmUgmX6eys1C+vwTph9Eec5zBUbKJFJjjDQI1qrYH2tEXpAOEzFu+9SsFSk1FnpC8drmxwCtTNHYIqO/jkV8NuQUe1etyIV0UfguQe1Nt7y3dH1dvzzqj2czA23CvQyCVz7iqJcxwWzKLgEhbVgXeQMz5jE7gKUDMFblisvrmgrwMzppmx4WmkK/bviYIp5+YqDU7FcOo2tZL8r5ZaNgPc2I7Z6bAQOvcImq+XZ15SNLTMkY6FBY5yHgDjVoT7KZ8yyziGtKshmGQzhoeg12wkx43mh5DQW7KuCnlJXpE3JCEnpE0uSId0CSc35Av5Sr5Fd9GPaBn9Wlu3ovuZQ/JPRb//ANfBsJ0=</latexit>

2

cast in the form [22],

I =

Z

C
u(z)'(z) , (1)

where the integration variables z = (z1, . . . , zn) are the
propagators of the diagrams, supplemented by a set of
auxiliary propagators (related to the irreducible scalar
products). In fact, the number n of integration variables
amounts to the number of scalar products formed by the
external and the loop momenta. The function u(z) is
multi-valued, and it is defined either as u(z) = B�(z)
[23], or as u(z) =

Q
i Bi(z)�i [24]. The factors B and

Bi are graph (Baikov) polynomials; their exponents (�
or �i /2 Z) depend on the dimensional regulator d, and
on the number of loops and external momenta of the
corresponding diagram. The integration domain C is
defined as such that, according to the case, either B orQ

i Bi vanishes on its boundary @C. In the integrand, '
is a single-valued differential form, and can generically be
written as

'(z) = '̂(z) dnz , '̂(z) ⌘ f(z)

z
a1
1 · · · zan

n
, (2)

with d
nz ⌘ dz1 ^ . . . ^ dzn, and where ai 2 Z, and f is

a rational function of z. Multiple-cut integrals [25, 26],
identified by the on-shell conditions zi1= . . .=zik=0, are
also of the form (1), but their integrands depend on fewer
integration variables (and their integration contour is
modified), see [9, 11].

Feynman integrals (and, more generally, hypergeomet-
ric integrals of the type in eq.(1)), whose integrands differ
by terms proportional to covariant derivatives, give the
same result after integration. Employing Stokes’ theorem,
we find equivalence classes of n-forms, ' ⇠ '+r!⇠, for
any (n�1)-form ⇠ and where r! ⌘ d+ !^ is a covariant
derivative with a one-form ! ⌘ d log u, such that

R
C ur!⇠

vanishes. The space of n-forms modulo the equivalence
relation written above is a vector space known as twisted
cohomology group H

n
! [27]. We denote its elements by

h'| 2 H
n
! . Within this framework, the Feynman integral

I from eq. (1) can be interpreted as a pairing of h'| with
the integration contour |C],

I = h'|C] . (3)

Consider a set of ⌫ MIs, say Ji, defined as

Ji =

Z

C
u(z) ei(z) = hei|C] , i = 1, . . . , ⌫ , (4)

in terms of any independent set of differential forms hei|.
Then, the decomposition of a generic integral I in terms
of the MIs Ji can be interpreted as coming from the more
fundamental decomposition of the differential form h'| in
terms of the basis forms hei| , namely

I =
⌫X

i=1

ci Ji , () h'| =
⌫X

i=1

ci hei| , (5)

with the coefficients determined by the master decompo-
sition formula [9, 11],

ci =
⌫X

j=1

h'|hji
�
C�1

�
ji

, Cij = hei|hji , (6)

where |hji (j = 1, . . . , ⌫) [28] , span a dual (and auxiliary)
vector space (Hn

! )
⇤ = H

n
�!. The scalar product h'L|'Ri

between the two vector spaces is called intersection
number of differential forms [10]. The characterization
of the decomposition of Feynman integrals in terms of
multivariate intersection numbers [12–21] is the main
result of this letter.

Using eqs. (5,6), our algorithm for expressing any Feyn-
man integral of the type of eq. (1) as linear combinations
of MIs proceeds along three steps:

1. Determination of the number ⌫ of MIs.

2. Choice of the bases of forms hei| and |hii.

3. Evaluation of the intersection numbers for multi-variate
forms, appearing in the entries of the C-matrix, and
in h'|hji.

We finally remark that the coefficient ci in eq.(6) is
independent on the choice of the auxiliary basic forms
|hji [29]. In the following, we choose ĥj = êj , namely
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Univariate Intersection Number

Given two (univariate) 1-forms 'L and 'R, we define the intersection number as [77, 78]

h'L|'Ri! =
X

p2P
Resz=p

⇣
 p 'R

⌘
, (3.22)

where,  p is a function (0-form), solution to the differential equation r! = 'L, around p,
i.e.,

r!p p = 'L,p , (3.23)

where r! was defined in eq. (2.5) (the notation fp indicates the Laurent expansion of f
around z = p). The above equation can be also solved globally, however only a handful of
terms in the Laurent expansion around z = p are needed to evaluate the residue in (3.22).
In particular, after defining ⌧ ⌘ z � p, and the ansatz,

 p =
maxX

j=min

 
(j)
p ⌧

j +O
�
⌧
max+1

�
, (3.24)

min = ordp('L) + 1 , max = �ordp('R)� 1 , (3.25)

the differential equation in eq. (3.23) freezes all unknown coefficients  (j)
p . In other words,

the Laurent expansion of  p around each p, is determined by the Laurent expansion of 'L,R

and of !. A given point p contributes only if the condition min  max is satisfied, and the
above expansion exists only if Resz=p(!) is not a non-positive integer.

Symmetry Properties. Intersection numbers of one-forms have the following symmetry
property under the exchange of 'L and 'R,

h'L|'Ri! = �h'R|'Li�! , (3.26)

Notice that on the r.h.s. the intersection number is evaluated with respect to the form �!
(instead of !).

Logarithmic Forms. When both 'L and 'R are logarithmic, meaning that ordp('L/R) �
�1 for all points p 2 P, then the formula (3.22) simplifies to

h'L|'Ri! =
X

p2P

Resz=p('L) Resz=p('R)

Resz=p(!)
. (3.27)

Note that in this case the intersection number becomes symmetric in 'L and 'R, i.e.,

h'L|'Ri! = h'R|'Li! , (3.28)

while (3.26) still holds.

Vector Space Metric, Integral Decomposition and Master Integrals. Following
the discussion in Sec. 2, consider an ⌫-dimensional vector space, and its dual space, whose
basis are respectively represented as, hei| and |hii with i = 1, 2, . . . , ⌫. We use intersection
numbers to define a metric on this space

Cij ⌘ hei|hji , (3.29)
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Univariate Intersection Number

Given two (univariate) 1-forms 'L and 'R, we define the intersection number as [77, 78]
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Given two (univariate) 1-forms 'L and 'R, we define the intersection number as [77, 78]

h'L|'Ri! =
X

p2P
Resz=p

⇣
 p 'R

⌘
, (3.22)

where,  p is a function (0-form), solution to the differential equation r! = 'L, around p,
i.e.,

r!p p = 'L,p , (3.23)

where r! was defined in eq. (2.5) (the notation fp indicates the Laurent expansion of f
around z = p). The above equation can be also solved globally, however only a handful of
terms in the Laurent expansion around z = p are needed to evaluate the residue in (3.22).
In particular, after defining ⌧ ⌘ z � p, and the ansatz,

 p =
maxX

j=min

 
(j)
p ⌧

j +O
�
⌧
max+1

�
, (3.24)

min = ordp('L) + 1 , max = �ordp('R)� 1 , (3.25)

the differential equation in eq. (3.23) freezes all unknown coefficients  (j)
p . In other words,

the Laurent expansion of  p around each p, is determined by the Laurent expansion of 'L,R

and of !. A given point p contributes only if the condition min  max is satisfied, and the
above expansion exists only if Resz=p(!) is not a non-positive integer.

Symmetry Properties. Intersection numbers of one-forms have the following symmetry
property under the exchange of 'L and 'R,

h'L|'Ri! = �h'R|'Li�! , (3.26)

Notice that on the r.h.s. the intersection number is evaluated with respect to the form �!
(instead of !).

Logarithmic Forms. When both 'L and 'R are logarithmic, meaning that ordp('L/R) �
�1 for all points p 2 P, then the formula (3.22) simplifies to

h'L|'Ri! =
X

p2P

Resz=p('L) Resz=p('R)

Resz=p(!)
. (3.27)

Note that in this case the intersection number becomes symmetric in 'L and 'R, i.e.,

h'L|'Ri! = h'R|'Li! , (3.28)

while (3.26) still holds.

Vector Space Metric, Integral Decomposition and Master Integrals. Following
the discussion in Sec. 2, consider an ⌫-dimensional vector space, and its dual space, whose
basis are respectively represented as, hei| and |hii with i = 1, 2, . . . , ⌫. We use intersection
numbers to define a metric on this space

Cij ⌘ hei|hji , (3.29)
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Ansatz :

The coefficients are obtained by solving the differential equation

First Order Differential Equation



35

Examples of decomposition

5

appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.

MASSLESS BOX

FIG. 1: Massless box with massless external legs
(p2i = 0, for i = 1, 2, 3, 4). The invariants are s = (p1+p2)2

and t = (p2 + p3)2.

Let us consider the massless box diagram at one loop,
Fig. 1. Within the BR,

u(z) =
�
(st�sz4�tz3)

2
� 2tz1(s(t+2z3�z2�z4)+tz3)

+ s
2
z
2
2 + t

2
z
2
1 � 2sz2(t(s�z3)+z4(s+2t))

� d�5
2
. (34)

For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
be decomposed as,

= c1 + c2 + c3 . (36)

6
If the Baikov polynomial B is a non-zero constant on the maximal

cut, the integral is fully localized by the cut-conditions. In this

case, the condition ! = 0 is always satisfied, and there is ⌫ = 1
master integral.

We determine the set of spanning cuts as (Cut{1,3},
Cut{2,4}) to obtain the full decomposition.

• Cut{1,3} : On this specific cut, we use the regularized
u1,3 = z

⇢2
2 z

⇢4
4 u(0, z2, 0, z4) to obtain the corresponding

!̂2 and !̂4. After choosing the z4-coordinate as the inner
space, using eq. (11), we get ⌫(24) = 2, and ⌫(4) = 2.
Accordingly, we choose the basis forms,

ê
(24)
1 = ĥ

(24)
1 =

1

z2z4
, ê

(24)
2 = ĥ

(24)
2 = 1 , (37)

and for the inner space,

ê
(4)
1 = ĥ

(4)
1 =

1

z4
, ê

(4)
2 = ĥ

(4)
2 = 1 . (38)

• Cut{2,4} : On this specific cut, we use the regularized
u2,4 = z

⇢1
1 z

⇢3
3 u(z1, 0, z3, 0) to obtain the corresponding

!̂1 and !̂3. After choosing the z3-coordinate as the inner
space, using eq. (11), we get ⌫(13) = 2, and ⌫(3) = 2.
Accordingly we choose the basis forms,

ê
(13)
1 = ĥ

(13)
1 =

1

z1z3
, ê

(13)
2 = ĥ

(13)
2 = 1 , (39)

and for the inner space,

ê
(3)
1 = ĥ

(3)
1 =

1

z3
, ê

(3)
2 = ĥ

(3)
2 = 1 . (40)

Now, with the help of eq. (8) and using eq. (16) for
the computation the individual multivariate (here 2-form)
intersection numbers, we determine the coefficients ci in
eq. (36).
Example. Let us illustrate the decomposition of

=

Z

C

u d
4z

z
2
1 z

2
2 z3 z4

. (41)

On the Cut{1,3}, we obtain:

=

Z

C
u1,3 '1,3 , '1,3 = '̂1,3 dz2 ^ dz4 , (42)

where '̂1,3 = !̂1

z2
2z4

. On this specific cut we have:

= c1 + c2 , (43)

with:

c1 =
2X

j=1

h'1,3|h
(24)
j i

�
C�1

(24)

�
j1

=
(d� 6)(d� 5)

st
, (44)

c2 =
2X

j=1

h'1,3|h
(24)
j i

�
C�1

(24)

�
j2

= �
4(d� 5)(d� 3)

s3t
.
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We determine the set of spanning cuts as (Cut{1,3},
Cut{2,4}) to obtain the full decomposition.

• Cut{1,3} : On this specific cut, we use the regularized
u1,3 = z

⇢2
2 z

⇢4
4 u(0, z2, 0, z4) to obtain the corresponding

!̂2 and !̂4. After choosing the z4-coordinate as the inner
space, using eq. (11), we get ⌫(24) = 2, and ⌫(4) = 2.
Accordingly, we choose the basis forms,
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(4)
2 = ĥ
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(3)
1 =

1

z3
, ê
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Now, with the help of eq. (8) and using eq. (16) for
the computation the individual multivariate (here 2-form)
intersection numbers, we determine the coefficients ci in
eq. (36).
Example. Let us illustrate the decomposition of
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.

MASSLESS BOX

FIG. 1: Massless box with massless external legs
(p2i = 0, for i = 1, 2, 3, 4). The invariants are s = (p1+p2)2

and t = (p2 + p3)2.

Let us consider the massless box diagram at one loop,
Fig. 1. Within the BR,
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For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
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= c1 + c2 + c3 . (36)
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(24)
1 =

1

z2z4
, ê
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(13)
2 = ĥ
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Now, with the help of eq. (8) and using eq. (16) for
the computation the individual multivariate (here 2-form)
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eq. (36).
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.

MASSLESS BOX

FIG. 1: Massless box with massless external legs
(p2i = 0, for i = 1, 2, 3, 4). The invariants are s = (p1+p2)2

and t = (p2 + p3)2.

Let us consider the massless box diagram at one loop,
Fig. 1. Within the BR,
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For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
be decomposed as,

= c1 + c2 + c3 . (36)

6
If the Baikov polynomial B is a non-zero constant on the maximal

cut, the integral is fully localized by the cut-conditions. In this

case, the condition ! = 0 is always satisfied, and there is ⌫ = 1
master integral.

We determine the set of spanning cuts as (Cut{1,3},
Cut{2,4}) to obtain the full decomposition.

• Cut{1,3} : On this specific cut, we use the regularized
u1,3 = z

⇢2
2 z

⇢4
4 u(0, z2, 0, z4) to obtain the corresponding

!̂2 and !̂4. After choosing the z4-coordinate as the inner
space, using eq. (11), we get ⌫(24) = 2, and ⌫(4) = 2.
Accordingly, we choose the basis forms,

ê
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• Cut{2,4} : On this specific cut, we use the regularized
u2,4 = z

⇢1
1 z

⇢3
3 u(z1, 0, z3, 0) to obtain the corresponding
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Now, with the help of eq. (8) and using eq. (16) for
the computation the individual multivariate (here 2-form)
intersection numbers, we determine the coefficients ci in
eq. (36).
Example. Let us illustrate the decomposition of
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On the Cut{1,3}, we obtain:
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.
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FIG. 1: Massless box with massless external legs
(p2i = 0, for i = 1, 2, 3, 4). The invariants are s = (p1+p2)2

and t = (p2 + p3)2.

Let us consider the massless box diagram at one loop,
Fig. 1. Within the BR,
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For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
be decomposed as,

= c1 + c2 + c3 . (36)
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master integral.
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• Cut{2,4} : On this specific cut, we use the regularized
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⇢3
3 u(z1, 0, z3, 0) to obtain the corresponding
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Now, with the help of eq. (8) and using eq. (16) for
the computation the individual multivariate (here 2-form)
intersection numbers, we determine the coefficients ci in
eq. (36).
Example. Let us illustrate the decomposition of

=

Z

C

u d
4z

z
2
1 z

2
2 z3 z4

. (41)

On the Cut{1,3}, we obtain:
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.

MASSLESS BOX

FIG. 1: Massless box with massless external legs
(p2i = 0, for i = 1, 2, 3, 4). The invariants are s = (p1+p2)2

and t = (p2 + p3)2.

Let us consider the massless box diagram at one loop,
Fig. 1. Within the BR,
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For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
be decomposed as,

= c1 + c2 + c3 . (36)
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If the Baikov polynomial B is a non-zero constant on the maximal

cut, the integral is fully localized by the cut-conditions. In this

case, the condition ! = 0 is always satisfied, and there is ⌫ = 1
master integral.

We determine the set of spanning cuts as (Cut{1,3},
Cut{2,4}) to obtain the full decomposition.
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(24)
2 = 1 , (37)

and for the inner space,

ê
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Now, with the help of eq. (8) and using eq. (16) for
the computation the individual multivariate (here 2-form)
intersection numbers, we determine the coefficients ci in
eq. (36).
Example. Let us illustrate the decomposition of
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.

MASSLESS BOX

FIG. 1: Massless box with massless external legs
(p2i = 0, for i = 1, 2, 3, 4). The invariants are s = (p1+p2)2

and t = (p2 + p3)2.

Let us consider the massless box diagram at one loop,
Fig. 1. Within the BR,
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. (34)

For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
be decomposed as,

= c1 + c2 + c3 . (36)

6
If the Baikov polynomial B is a non-zero constant on the maximal

cut, the integral is fully localized by the cut-conditions. In this

case, the condition ! = 0 is always satisfied, and there is ⌫ = 1
master integral.

We determine the set of spanning cuts as (Cut{1,3},
Cut{2,4}) to obtain the full decomposition.

• Cut{1,3} : On this specific cut, we use the regularized
u1,3 = z

⇢2
2 z

⇢4
4 u(0, z2, 0, z4) to obtain the corresponding

!̂2 and !̂4. After choosing the z4-coordinate as the inner
space, using eq. (11), we get ⌫(24) = 2, and ⌫(4) = 2.
Accordingly, we choose the basis forms,

ê
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• Cut{2,4} : On this specific cut, we use the regularized
u2,4 = z

⇢1
1 z

⇢3
3 u(z1, 0, z3, 0) to obtain the corresponding

!̂1 and !̂3. After choosing the z3-coordinate as the inner
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(3)
2 = 1 . (40)

Now, with the help of eq. (8) and using eq. (16) for
the computation the individual multivariate (here 2-form)
intersection numbers, we determine the coefficients ci in
eq. (36).
Example. Let us illustrate the decomposition of
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On the Cut{1,3}, we obtain:
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.
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FIG. 1: Massless box with massless external legs
(p2i = 0, for i = 1, 2, 3, 4). The invariants are s = (p1+p2)2

and t = (p2 + p3)2.

Let us consider the massless box diagram at one loop,
Fig. 1. Within the BR,
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For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
be decomposed as,

= c1 + c2 + c3 . (36)

6
If the Baikov polynomial B is a non-zero constant on the maximal

cut, the integral is fully localized by the cut-conditions. In this

case, the condition ! = 0 is always satisfied, and there is ⌫ = 1
master integral.

We determine the set of spanning cuts as (Cut{1,3},
Cut{2,4}) to obtain the full decomposition.

• Cut{1,3} : On this specific cut, we use the regularized
u1,3 = z

⇢2
2 z
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4 u(0, z2, 0, z4) to obtain the corresponding

!̂2 and !̂4. After choosing the z4-coordinate as the inner
space, using eq. (11), we get ⌫(24) = 2, and ⌫(4) = 2.
Accordingly, we choose the basis forms,
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• Cut{2,4} : On this specific cut, we use the regularized
u2,4 = z

⇢1
1 z

⇢3
3 u(z1, 0, z3, 0) to obtain the corresponding
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2 = 1 , (39)

and for the inner space,

ê
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(3)
2 = 1 . (40)

Now, with the help of eq. (8) and using eq. (16) for
the computation the individual multivariate (here 2-form)
intersection numbers, we determine the coefficients ci in
eq. (36).
Example. Let us illustrate the decomposition of

=

Z

C

u d
4z

z
2
1 z

2
2 z3 z4

. (41)

On the Cut{1,3}, we obtain:

=

Z

C
u1,3 '1,3 , '1,3 = '̂1,3 dz2 ^ dz4 , (42)

where '̂1,3 = !̂1

z2
2z4

. On this specific cut we have:

= c1 + c2 , (43)
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.

MASSLESS BOX

FIG. 1: Massless box with massless external legs
(p2i = 0, for i = 1, 2, 3, 4). The invariants are s = (p1+p2)2

and t = (p2 + p3)2.

Let us consider the massless box diagram at one loop,
Fig. 1. Within the BR,
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�
(st�sz4�tz3)

2
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For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
be decomposed as,

= c1 + c2 + c3 . (36)

6
If the Baikov polynomial B is a non-zero constant on the maximal

cut, the integral is fully localized by the cut-conditions. In this

case, the condition ! = 0 is always satisfied, and there is ⌫ = 1
master integral.

We determine the set of spanning cuts as (Cut{1,3},
Cut{2,4}) to obtain the full decomposition.

• Cut{1,3} : On this specific cut, we use the regularized
u1,3 = z

⇢2
2 z

⇢4
4 u(0, z2, 0, z4) to obtain the corresponding

!̂2 and !̂4. After choosing the z4-coordinate as the inner
space, using eq. (11), we get ⌫(24) = 2, and ⌫(4) = 2.
Accordingly, we choose the basis forms,
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• Cut{2,4} : On this specific cut, we use the regularized
u2,4 = z
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⇢3
3 u(z1, 0, z3, 0) to obtain the corresponding

!̂1 and !̂3. After choosing the z3-coordinate as the inner
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and for the inner space,

ê
(3)
1 = ĥ
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Now, with the help of eq. (8) and using eq. (16) for
the computation the individual multivariate (here 2-form)
intersection numbers, we determine the coefficients ci in
eq. (36).
Example. Let us illustrate the decomposition of

=

Z
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u d
4z

z
2
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2
2 z3 z4

. (41)

On the Cut{1,3}, we obtain:

=

Z

C
u1,3 '1,3 , '1,3 = '̂1,3 dz2 ^ dz4 , (42)

where '̂1,3 = !̂1
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.

MASSLESS BOX

FIG. 1: Massless box with massless external legs
(p2i = 0, for i = 1, 2, 3, 4). The invariants are s = (p1+p2)2

and t = (p2 + p3)2.

Let us consider the massless box diagram at one loop,
Fig. 1. Within the BR,
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�
(st�sz4�tz3)

2
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� d�5
2
. (34)

For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
be decomposed as,

= c1 + c2 + c3 . (36)

6
If the Baikov polynomial B is a non-zero constant on the maximal

cut, the integral is fully localized by the cut-conditions. In this

case, the condition ! = 0 is always satisfied, and there is ⌫ = 1
master integral.

We determine the set of spanning cuts as (Cut{1,3},
Cut{2,4}) to obtain the full decomposition.

• Cut{1,3} : On this specific cut, we use the regularized
u1,3 = z

⇢2
2 z

⇢4
4 u(0, z2, 0, z4) to obtain the corresponding

!̂2 and !̂4. After choosing the z4-coordinate as the inner
space, using eq. (11), we get ⌫(24) = 2, and ⌫(4) = 2.
Accordingly, we choose the basis forms,

ê
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1 = ĥ
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, ê
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(4)
2 = 1 . (38)

• Cut{2,4} : On this specific cut, we use the regularized
u2,4 = z

⇢1
1 z

⇢3
3 u(z1, 0, z3, 0) to obtain the corresponding

!̂1 and !̂3. After choosing the z3-coordinate as the inner
space, using eq. (11), we get ⌫(13) = 2, and ⌫(3) = 2.
Accordingly we choose the basis forms,
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2 = 1 . (40)

Now, with the help of eq. (8) and using eq. (16) for
the computation the individual multivariate (here 2-form)
intersection numbers, we determine the coefficients ci in
eq. (36).
Example. Let us illustrate the decomposition of
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2
2 z3 z4

. (41)

On the Cut{1,3}, we obtain:

=

Z

C
u1,3 '1,3 , '1,3 = '̂1,3 dz2 ^ dz4 , (42)

where '̂1,3 = !̂1

z2
2z4

. On this specific cut we have:
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.

MASSLESS BOX

FIG. 1: Massless box with massless external legs
(p2i = 0, for i = 1, 2, 3, 4). The invariants are s = (p1+p2)2

and t = (p2 + p3)2.

Let us consider the massless box diagram at one loop,
Fig. 1. Within the BR,
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For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
be decomposed as,

= c1 + c2 + c3 . (36)

6
If the Baikov polynomial B is a non-zero constant on the maximal

cut, the integral is fully localized by the cut-conditions. In this

case, the condition ! = 0 is always satisfied, and there is ⌫ = 1
master integral.

We determine the set of spanning cuts as (Cut{1,3},
Cut{2,4}) to obtain the full decomposition.

• Cut{1,3} : On this specific cut, we use the regularized
u1,3 = z
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4 u(0, z2, 0, z4) to obtain the corresponding

!̂2 and !̂4. After choosing the z4-coordinate as the inner
space, using eq. (11), we get ⌫(24) = 2, and ⌫(4) = 2.
Accordingly, we choose the basis forms,
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ê
(4)
1 = ĥ
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• Cut{2,4} : On this specific cut, we use the regularized
u2,4 = z
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3 u(z1, 0, z3, 0) to obtain the corresponding

!̂1 and !̂3. After choosing the z3-coordinate as the inner
space, using eq. (11), we get ⌫(13) = 2, and ⌫(3) = 2.
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Now, with the help of eq. (8) and using eq. (16) for
the computation the individual multivariate (here 2-form)
intersection numbers, we determine the coefficients ci in
eq. (36).
Example. Let us illustrate the decomposition of
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.
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For each of the 15 (= 24�1) sectors, we use eq. (11) on
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(13)
2 = ĥ
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.
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For each of the 15 (= 24�1) sectors, we use eq. (11) on
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.
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For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
be decomposed as,
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.
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For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
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= c1 + c2 + c3 . (36)
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(13)
2 = ĥ
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.

MASSLESS BOX

FIG. 1: Massless box with massless external legs
(p2i = 0, for i = 1, 2, 3, 4). The invariants are s = (p1+p2)2

and t = (p2 + p3)2.

Let us consider the massless box diagram at one loop,
Fig. 1. Within the BR,

u(z) =
�
(st�sz4�tz3)

2
� 2tz1(s(t+2z3�z2�z4)+tz3)

+ s
2
z
2
2 + t

2
z
2
1 � 2sz2(t(s�z3)+z4(s+2t))

� d�5
2
. (34)

For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
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For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
be decomposed as,

= c1 + c2 + c3 . (36)
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master integral.
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4 u(0, z2, 0, z4) to obtain the corresponding
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Accordingly, we choose the basis forms,

ê
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Now, with the help of eq. (8) and using eq. (16) for
the computation the individual multivariate (here 2-form)
intersection numbers, we determine the coefficients ci in
eq. (36).
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.
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For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
be decomposed as,
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(24)
2 = ĥ
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Now, with the help of eq. (8) and using eq. (16) for
the computation the individual multivariate (here 2-form)
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.
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For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
be decomposed as,

= c1 + c2 + c3 . (36)
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master integral.
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(4)
2 = 1 . (38)
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Now, with the help of eq. (8) and using eq. (16) for
the computation the individual multivariate (here 2-form)
intersection numbers, we determine the coefficients ci in
eq. (36).
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.
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For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
be decomposed as,

= c1 + c2 + c3 . (36)

6
If the Baikov polynomial B is a non-zero constant on the maximal

cut, the integral is fully localized by the cut-conditions. In this

case, the condition ! = 0 is always satisfied, and there is ⌫ = 1
master integral.

We determine the set of spanning cuts as (Cut{1,3},
Cut{2,4}) to obtain the full decomposition.

• Cut{1,3} : On this specific cut, we use the regularized
u1,3 = z
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4 u(0, z2, 0, z4) to obtain the corresponding
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(24)
2 = 1 , (37)

and for the inner space,

ê
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!̂1 and !̂3. After choosing the z3-coordinate as the inner
space, using eq. (11), we get ⌫(13) = 2, and ⌫(3) = 2.
Accordingly we choose the basis forms,
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(13)
2 = ĥ
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Now, with the help of eq. (8) and using eq. (16) for
the computation the individual multivariate (here 2-form)
intersection numbers, we determine the coefficients ci in
eq. (36).
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.
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For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
be decomposed as,

= c1 + c2 + c3 . (36)

6
If the Baikov polynomial B is a non-zero constant on the maximal

cut, the integral is fully localized by the cut-conditions. In this

case, the condition ! = 0 is always satisfied, and there is ⌫ = 1
master integral.

We determine the set of spanning cuts as (Cut{1,3},
Cut{2,4}) to obtain the full decomposition.

• Cut{1,3} : On this specific cut, we use the regularized
u1,3 = z
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4 u(0, z2, 0, z4) to obtain the corresponding

!̂2 and !̂4. After choosing the z4-coordinate as the inner
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(4)
1 =

1

z4
, ê
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!̂1 and !̂3. After choosing the z3-coordinate as the inner
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Now, with the help of eq. (8) and using eq. (16) for
the computation the individual multivariate (here 2-form)
intersection numbers, we determine the coefficients ci in
eq. (36).
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On the Cut{1,3}, we obtain:

=

Z

C
u1,3 '1,3 , '1,3 = '̂1,3 dz2 ^ dz4 , (42)

where '̂1,3 = !̂1

z2
2z4

. On this specific cut we have:

= c1 + c2 , (43)

with:

c1 =
2X

j=1

h'1,3|h
(24)
j i

�
C�1

(24)

�
j1

=
(d� 6)(d� 5)

st
, (44)

c2 =
2X

j=1

h'1,3|h
(24)
j i

�
C�1

(24)

�
j2

= �
4(d� 5)(d� 3)

s3t
.

5

appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.
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For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
be decomposed as,

= c1 + c2 + c3 . (36)
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master integral.
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Cut{2,4}) to obtain the full decomposition.
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eq. (36).
Example. Let us illustrate the decomposition of
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.

MASSLESS BOX

FIG. 1: Massless box with massless external legs
(p2i = 0, for i = 1, 2, 3, 4). The invariants are s = (p1+p2)2

and t = (p2 + p3)2.

Let us consider the massless box diagram at one loop,
Fig. 1. Within the BR,

u(z) =
�
(st�sz4�tz3)

2
� 2tz1(s(t+2z3�z2�z4)+tz3)

+ s
2
z
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� d�5
2
. (34)

For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
be decomposed as,

= c1 + c2 + c3 . (36)

6
If the Baikov polynomial B is a non-zero constant on the maximal

cut, the integral is fully localized by the cut-conditions. In this

case, the condition ! = 0 is always satisfied, and there is ⌫ = 1
master integral.

We determine the set of spanning cuts as (Cut{1,3},
Cut{2,4}) to obtain the full decomposition.

• Cut{1,3} : On this specific cut, we use the regularized
u1,3 = z

⇢2
2 z

⇢4
4 u(0, z2, 0, z4) to obtain the corresponding

!̂2 and !̂4. After choosing the z4-coordinate as the inner
space, using eq. (11), we get ⌫(24) = 2, and ⌫(4) = 2.
Accordingly, we choose the basis forms,
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• Cut{2,4} : On this specific cut, we use the regularized
u2,4 = z
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1 z
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3 u(z1, 0, z3, 0) to obtain the corresponding
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Now, with the help of eq. (8) and using eq. (16) for
the computation the individual multivariate (here 2-form)
intersection numbers, we determine the coefficients ci in
eq. (36).
Example. Let us illustrate the decomposition of
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appear as propagators. The determination of coefficients
can be performed on unitarity cuts, where the integrands
are simpler, and the evaluation of the multivariate in-
tersections requires fewer iterations. A minimal set of
spanning cuts will be sufficient to retrieve the information
on the complete decomposition [42], and then, using the
regulated u, the master decomposition formula (8) yields
the coefficients of those MIs that survive on the cut. As
in the case of IBP-based approaches, additional relations
may be obtained from the symmetries of the diagrams, in
order to minimize the number of independent integrals.

As discussed in refs. [8, 10] also differential equations
in kinematic variables, e.g. @sJi =

P
j aijJj , can be

obtained with the above techniques.
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FIG. 1: Massless box with massless external legs
(p2i = 0, for i = 1, 2, 3, 4). The invariants are s = (p1+p2)2

and t = (p2 + p3)2.

Let us consider the massless box diagram at one loop,
Fig. 1. Within the BR,
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For each of the 15 (= 24�1) sectors, we use eq. (11) on
the corresponding cut, to determine the number Nsector of
MIs. The non-zero cases are6: N{1,2,3,4} = 1, N{1,3} = 1,
N{2,3} = 1, amounting to 3 MIs. We choose them to be:

J1 = , J2 = , J3 = , (35)

so that any integral I of the form of eq. (1), with u given
in eq. (34), and ' defined in eq. (33) (with n = 4), can
be decomposed as,

= c1 + c2 + c3 . (36)

6
If the Baikov polynomial B is a non-zero constant on the maximal

cut, the integral is fully localized by the cut-conditions. In this

case, the condition ! = 0 is always satisfied, and there is ⌫ = 1
master integral.

We determine the set of spanning cuts as (Cut{1,3},
Cut{2,4}) to obtain the full decomposition.

• Cut{1,3} : On this specific cut, we use the regularized
u1,3 = z
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2 z
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4 u(0, z2, 0, z4) to obtain the corresponding

!̂2 and !̂4. After choosing the z4-coordinate as the inner
space, using eq. (11), we get ⌫(24) = 2, and ⌫(4) = 2.
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3 u(z1, 0, z3, 0) to obtain the corresponding

!̂1 and !̂3. After choosing the z3-coordinate as the inner
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ê
(3)
1 = ĥ
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(3)
2 = ĥ

(3)
2 = 1 . (40)

Now, with the help of eq. (8) and using eq. (16) for
the computation the individual multivariate (here 2-form)
intersection numbers, we determine the coefficients ci in
eq. (36).
Example. Let us illustrate the decomposition of
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In the context of Feynman integrals these arguments were
first given in [35]. The critical points can be also used
to compute asymptotic behavior of intersection numbers
[18].

Let us mention that Lefschetz thimbles are integration
contours along which eq. (56) converges the most rapidly
for k=n, and thus the set {J↵}

n
↵=1 can be used a basis

of integration cycles8. For explicit examples of project-
ing cycles onto such bases using homological intersection
numbers see App. A of [20].

In the example at hand, eq. (63) gives ⌫=3 solutions
of the critical point equations,

z
⇤ = 0, ±

r
s2 + ⇢2

2
, (71)

in agreement with eq. (64). The form of Lefschetz thimbles
depends on the values of s, ⇢, � and here we choose ⇢>s>0
and �>0 as a concrete example. With this choice each
J↵=1,2,3 has to have endpoints on z 2 {±⇢,±s} since
this is where h(z) decays to �1, while K↵=1,2,3 can only
have endpoints on z = 1 as it is the only place where
h(z) ! +1. This alone fixes the shape of the paths
of steepest descent and ascent uniquely up to contour
deformations. We illustrate them in Fig. 3.

�⇢ ⇢ 1�s s

z⇤(1) z⇤(2) z⇤(3)

FIG. 3: Morse–Smale complex associated to the Morse
function h(z) = Re(log u(z)) with eq. (63) and ⇢>s>0,
�>0. The set of filled dots corresponds to P! =
{±⇢,±s,1} removed from X. Empty dots at z

⇤
(↵) repre-

sent critical points of the Morse function, with paths of
steepest descent J↵ (solid lines) and ascent K↵ (dashed
lines) extending from them. They give a triangulation of
X = CP1

�P!. The arrows indicate the direction of the
flow towards lower values of h(z).

The critical points together with paths of steepest of
descent and ascent triangulate the manifold X into what is
known as a Morse–Smale complex. Denoting the number
of q-dimensional elements of this complex by bq (called
the Betti number) we have

�(X) =
2nX

q=0

(�1)q bq. (72)

8
Likewise, the paths of steepest ascent of h(z), K↵ are integration

cycles along which the dual integral
R
K↵

u(z)�1
'n converges the

most rapidly and {K↵}n↵=1 can be used a basis of H
�!
n .

For example, in Fig. 3 we can count 3 vertices (the filled
dots are not a part of X), 12 edges (ignoring orientations),
and 6 faces. Together with eq. (61) this gives us yet
another way of computing the number of MIs:

⌫ = (�1)1 (3� 12 + 6) = 3. (73)

For more background on Morse theory, see, e.g., [49, 50]
and in the context of twisted geometries [18, 20, 21, 33].

Appendix B: A two-loop example

FIG. 4: Massless box with a self-energy insertion diagram
(pi with p

2
i = 0, for i = 1, 2, 3, 4). The invariants are

s = (p1 + p2)2 and t = (p2 + p3)2.

We consider the massless box with a self-energy inser-
tion diagram at two loops, shown in Fig. 4. Within the
Loop-by-Loop BR [41], u reads:

u(z) = B

2�d
2

1 B

d�3
2

2 B

d�5
2

3 , (74)

where

B1 = z6 , B2 = 2(z5+z6)z4 � z
2
4 � (z5�z6)

2
,

B3 = t
2
z
2
1 + s

2
z
2
2 � 2tz1((2s+t)z3+s(t�z2�z6)) (75)

� 2sz2(st�tz3+(s+2t)z6) + (tz3+s(z6�t))2.

For all the possible 63 (= 26�1) sectors, using eq. (11) on
the corresponding cut, we determine the number Nsector

of MIs. The non-zero cases are: N1,2,3,4,5 = 1, N1,3,4,5 = 1
and N2,4,5 = 1, giving 3 MIs. We choose them as:

J1 = , J2 = , J3 = . (76)

Any integral I of the form (1), with u given in (34), and
' defined in (33) (with n = 6), can be decomposed as,

= c1 + c2 + c3 . (77)

We use the set of spanning cuts (Cut{1,3,4,5}, Cut{2,4,5})
to obtain the full decomposition.
•Cut{1,3,4,5} : On this specific cut, we use the regularized
u1,3,4,5 = z

⇢2
2 u(0, z2, 0, 0, 0, z6) to obtain the correspond-

ing !̂2 and !̂6. After choosing the z2-coordinate for the
inner space, using eq. (11), we get ⌫(62) = 2, and ⌫(2) = 2.
We choose the basis forms as:

ê
(62)
1 = ĥ

(62)
1 =

1

z2
, ê

(62)
2 = ĥ

(62)
2 = 1 , (78)

Box with four different masses

Integral family Denominators
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Sunrise with different masses
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Sunrise with different masses

Integral family Denominators
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Sunrise with different masses
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Massless planar box-triangle

Integral family Denominator
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Massless planar box-triangle

Integral family Denominator
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Massless non-planar triangle-box

Integral family Denominators
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Massless non-planar triangle-box

Integral family Denominators
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Massless double-box on a triple cut

Integral family Denominators
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Frellesvig, Gasparotto, Mandal, Mattiazzi, Mizera & P.M. (2020) 

Top-down subtraction procedure also possible



Gravitational Wave Observables
MKM, Mastrolia, Patil, Steinhoff (2022)
MKM, Mastrolia, Patil, Steinhoff (2022)
MKM, Mastrolia, O Silva, Patil, Steinhoff (2023)
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GW observations

 

Gravitational Waves Ushered in New Era of AstroPhysics

•Since the discovery in 2015, LIGO-Virgo have observed, 90 GW events; the majority are binary black holes 
(BBH), but also 2 binary neutron stars (BNS) and mixed NSBHs.

Supplement conventional Analysis

Increase Theoretical Precision

Perform Gravity phenomenology

Tasks
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Solving two-body problem in GR

j

ANATOMY OF GRAVITATIONAL WAVE SIGNAL

[Picture: Antelis, Moreno, 1610.03567]

Inspiral Merger Ringdown

Inspiral Post-Newtonian / Post-Minkowskian / EOB
Merger Numerical relativity / EOB resummation

Ringdown Perturbative quasi-normal modes

Antelis, moreno (2016)

Post-Newtonian (PN)

Post-Minkowskian (PM)
Numerical Relativity Perturbation Theory

 

Solving Two-Body Problem in General Relativity 
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m1/m2
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103

104

r c
2 /G

M

Effective one-body theory

Numerical 
Relativity
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•Einstein’s field equations can be solved: 

•Synergy between analytical and numerical relativity is crucial 
to provide GW detectors with templates to use for searches 
and inference analyses.

-approximately, but analytically (fast way)  

-accurately, but numerically on supercomputers (slow way) 

binary’s mass ratio
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•Effective-one-body (EOB) approach  
combines results from all analytic 
methods, and can be made highly 
accurate via numerical relativity.

•GR is non-linear theory.  

(AB &
 Sathyaprakash 14)

(AB, Damour, … Barausse, Bohé, Cotesta, Khalil, Ossokine, Pan, 
Pompili, Buades-Ramos, Shao, Taracchini, … Nagar, Bernuzzi, 
Agathos, Gamba,  Messina, Rettegno, Riemenschneider,…. Iyer, 
Jaranowski, Schäfer)
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Analytical Approximation Methods
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Post-Newtonian Expansion EFT set up

1.4 Dimensionl Recurrence Relations
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M [d+2]
k = ⌦(d, pi)

�1
Z

q1...q`

G mk(x̄, ȳ)
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which can be seen as a Dimensional recurrence relation

In general, n MIs obey a system of Dimensional recurrence relations
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1.5 Di↵erential Equations

In general, n MIs obey a system of 1st ODE

@zM
[d] = A(d, z) M[d] (1.19)
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ṙ =
dH

dpr
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ṗ� = �

dH

d�
+ F�

What do we need?

Conservative Hamiltonian H = H0PN +H1PN +H2PN + · · ·

H0PN =�
1

r
+

1

2
p
2
r + L

2
✓

1

2r2

◆

H1PN =
1

2r2
+ p

2
r

✓
�
⌫

r
�

3

2r

◆
+ p

4
r

✓
3⌫

8
�

1

8

◆
+ L

2
✓
�

⌫

2r3
�

3

2r3
+ p

2
r

✓
3⌫

4r2
�

1

4r2

◆◆
+ L

4
✓

3⌫

8r4
�

1

8r4

◆

Radiation reaction force F = F2.5PN + F4PN + · · · F
i

2.5PN = �
2mGN

5
x
j (t)

d
5
Q

ij (t)

dt5

GW modes hx and h+ in terms of binary dynamics

Raj Patil Gravitational waves: A QFT perspective 6
th

June, 2023 8 / 22

Equations of Motion

Hamiltonian

Radiation Reaction

Binary dynamics

Motivation

a

Equation of motion:
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Advantage of QFT techniques

Use of Feynman diagrams

Dimensional regularization

Multi-loop Techniques

Why QFT techniques for classical problem?

Motivation

Advantages of EFT/QFT approach for a classical problem:

Feynman diagrams help organize the computation

Dimensional regularization to handle the spurious divergences

Multi-loop techniques : IBP, Di↵erential equations for MI, etc.

= c1 + c2 + c3

Also: double-copy, supersymmetry, etc
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IBP relations

Differential Equations

Better to handle spurious divergences 
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Post-Newtonian Expansion EFT set up
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Post-Newtonian Expansion EFT set up

1.4 Dimensionl Recurrence Relations
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1. One-Particle EFT for Compact Object
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3. Effective Theory of Dynamical Multipoles
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CHAPTER�.EFTOFA
COALESCING

BINARYSYSTEM
IN

GENERALRELATIVITY

2.diagramsmayonlycontaininternallinescorrespondingtopropagatorsforthepotentialmodes

H
µ⌫.Diagramscannotcontainexternalpotentialgravitonlines,

3.diagramscanonlycontainexternalh̄µ⌫.Diagramscannotcontainpropagatorscorresponding

tointernalradiationgravitonlines.

Thepointofsplittingtheoriginalgraviton
hµ⌫

intothenew
modes

H
µ⌫,h̄µ⌫

isthatthediagrams

written
in

termsofthesenew
variableshavedefinitepowersoftheexpansion

parameter
v.

The

powercountingrulesfordetermininghow
manypowersofvtoassigntoagivendiagram

follow

simplyfrom
thefactthatthethreemomentum

ofapotentialgravitonscalesask⇠
1/r,sincethisisthe

rangeoftheforceitmediates,andthatthespacetimevariationofaradiationgravitonis�rad⇠
r/v.

W
iththesetwoobservationswecanassignpowersofvtoanyterm

intheaction,andbyextensionto

theFeynmanrules.

Diagrammatically,wecandenotethetwoblackholeworldlineswithhorizontalstraightlines,potential

modeswithdottedlinesandradiativemodeswithwiggledones.

Theconservativedynamicisgivenbythesum
ofdiagramscontainingnoradiationgravitons,as:

=

=

+

+

+
···

(2.97)

Beinginterestedinstudyingprocesseswithoneemittedradiationgraviton,oneshouldconsiderall

diagramscontainingoneradiationfield:

=

=

+

+

+
...,

(2.98)

whereitshouldbenoticedthatradiationgravitonscanbecoupledeithertoworldlinesortopotential

gravitons.
2.6.1

Kol-SmolkinVariables

Tosimplifythediagram
computation

wecan
takeadvantageofthediffeomorphism

invarianceof

GeneralRelativitytoimposeaKaluza-Kleinparametrization[43–46]forthemetrictensor,whichis

basedontheuseoftheKol-Smolkinvariables.

W
ecandecomposethesymmetrictensorgµ⌫intermsofascalarfield

�,ad-dimensionalvectorfield

A
ianda

d⇥
dsymmetrictensorfield

�ijwheretheindicesi,jrunfrom
1to

d:

gµ⌫
=
e
2�/⇤

 �
1

A
j/⇤

A
i/⇤

e
�
cd

�

��ij�
A
iA

j/⇤
2

!,

�ij
=
⇣�ij
+

�ij
⇤

⌘,

(2.99)

where
cd
=
2(

d�
1

d�
2
).In4dimensionsthe10degreesoffreedom

ofgµ⌫aredecomposedas:1forthe

scalarfield
�,3forthethree-vectorfield

A
iand6forthe

3⇥
3symmetrictensor�ij.

W
ecanrewritethepointparticleaction

SppintheKol-Smolkinvariables,firstbyparametrizingthe

BH
worldlinewith

t,timeofanexternalstaticobserver:

Spp
=
�
m
a
Zdt
q�
gµ⌫(xa)ẋ

µ
aẋ

⌫a

w
ith

ẋ
µ=

(1,v
i/c),

(2.100)

thenbysubstitutingthevariables,obtaining:

Spp
=
�
m
a
Zdte

�
⇤

r1�
2viA

i
⇤

�
�ijv

iv
je
�
cd

�
⇤
+

(A
iv

i)
2

⇤
2

.

(2.101)

Similarly,wecanexpressSbulkintermsofKol-Smolkinvariables,andreportingonlythepartneeded

forcalculationsthatwillbeperformedwithinthisthesisweget:

Sbulk
�

Zd
d+

1x
p�
�
(1

4
(~r�)

2�
2(~r�ij)

2�
(�̇

2�
2(�̇ij)

2)
�

cd
�

⇤
�
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Spp
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O
ne

ofthe
goals

ofthis
paper

is
to
em
phasize

that
the

sym
m
etric

nature
ofthe

Feynm
an

propagator,w
hich

is
a

consequence
ofthe

scattering
boundary

conditions
em
ployed

in
the

in-out
form

alism
,im

plies
thatit

is
unsuitable

for

self-consistently
and

system
atically

describing
tim

e-asym
m
etric

processesrelated
to
dissipation

and
radiation

reaction

in
com

pactbinaries[59].
W
e
stressthatthisis

nota
system

atic
flaw

orshortcom
ing

ofN
R
G
R
butinstead

arisesfrom

not
im
posing

retarded
boundary

conditions
on

the
radiated

gravitationalperturbations.

To
address

these
and

other
issues

in
N
R
G
R
here

we
instead

im
plem

ent
the

“in-in”
form

alism
to
enforce

retarded

boundary
conditions

in
a
path

integralfram
ework.T

he
in-in

construction
is
an

initialvalue
form

ulation
that

evolves

the
system

in
realtim

e
from

a
given

initialstate
and

allow
sforthe

finalstate
to
be
determ

ined
dynam

ically
given

only

initialdata.
T
his

is
in
contrast

to
the

ab
initio

stipulation
ofthe

finalstate
in
the

in-out
construction

for
scattering

processes.
T
he

in-in
approach

was
first

introduced
by

Schw
inger

[23]as
a
way

ofcom
puting

expectation
values

in
quantum

m
echanicsfrom

a
path

integralform
alism

and
wasfurtherdeveloped

by
othersin

[24,25,26,27,28,29,30,31,32,33].

Since
its

introduction,
the

in-in
form

alism
has

been
extensively

applied
to
problem

s
w
here

an
initial

value
for-

m
ulation

is
crucialfor

describing
a
system

’s
dynam

icalevolution,typically
involving

nonequilibrium
processes,from

an
initialstate

to
an

unknow
n
finalstate.

T
hese

include
sem

i-classicalgravity
and

stochastic
gravity

(see
[34]and

referencestherein),inflationary
cosm

ology,quark-gluon
plasm

as,disoriented
chiralcondensates,therm

alfield
theory,

B
ose-Einstein

condensatesand
quantum

B
row

nian
m
otion,to

nam
e
a
few

.
See

[35]forcorresponding
references.T

he

in-in
form

alism
is
also

usefulfor
addressing

issues
related

to
the

quantum
-to-classicaltransition

(e.g.,decoherence),

m
acroscopiccoherence,quantum

kinetic
theory,noise

and
fluctutationsin

open
quantum

system
s,am

ong
otherthings

[35,36].
In
the

extrem
e
m
ass

ratio
inspiralscenario,the

in-in
form

alism
is
crucialto

guarantee
the

causalevolution
ofthe

binary
in
a
curved

background
spacetim

e
(e.g.,K

err)and
hasbeen

successfully
used

in
[37]to

rederive
the

firstorder

self-force
[38,39]acting

on
the

sm
allcom

pact
object.

In
this

paper
the

in-in
fram

ework
is
used

to
derive,

in
the

context
of
N
R
G
R
,
the

well-know
n
com

pact
object

equations
of
m
otion

w
ith

radiation
reaction

at
2.5PN

order
(first

derived
by

B
urke

and
T
horne

[40,
41,

42])
and

the
quadrupole

gravitationalwaves
em
itted

by
the

binary.
T
he

in-in
form

ulation
ofN

R
G
R
should

also
be

usefulfor

deriving
real-tim

e
quantities

and
the

hereditary
term

s
(e.g.,m

em
ory

and
tailintegrals)

that
appear

in
higher

order

expressions
for

the
m
etric

com
ponents

(the
gravitationalwaveform

)and
the

radiated
power.

In
Section

II
we

provide
a
briefdescription

ofthe
in-out

form
ulation

ofthe
radiation

sector
in
N
R
G
R
.In

Section

III
we

provide
a
pedagogicalpresentation

of
the

in-out
fram

ework
and

discuss
its

shortcom
ings

for
describing

the

real-tim
e
causalpropagation

of
gravitationalwaves.

W
e
also

review
the

in-in
form

alism
.
W
e
then

apply
the

in-in

approach
to
derive

the
well-know

n
results

for
the

2.5PN
radiation

reaction
forces

and
for

the
em
itted

quadrupole

gravitationalradiation
in
Section

IV
.
In

A
ppendix

D
,
we

apply
the

in-in
fram

ework
to

form
ulate

the
equivalent

classicaleffective
field

theory
(C
lEFT

)approach
ofK

oland
Sm

olkin
[43]in

a
form

suitable
to
self-consistently

derive

radiation
reaction

and
other

real-tim
e
quantities.

T
his

provides
an

alternative
derivation

of
the

in-in
approach

to

N
R
G
R
.In

this
paper

we
focus

on
non-spinning

com
pact

objects
and

use
the

sam
e
conventions

as
[7].

II.
T
H
E
IN
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U
T
F
O
R
M
U
L
A
T
IO
N
O
F
N
R
G
R

T
he

centralquantity
in
the

N
R
G
R
paradigm

is
the

effective
action,

Seff.
A
t
the

orbitalscale
r
of
the

binary,

the
com

pactobjectscan
effectively

be
treated

aspointparticlesinteracting
w
ith

nearly
instantaneouspotentialsH

µν

and
coupled

to
long

wavelength
(λ
!
r),slow

ly
varying,externalradiation

fields
h̄µν.

In
the

“in-out”
path

integral

form
ulation

the
effective

action
is
given

by
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+
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point
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for

each
com

pact
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the
index

K
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+
···
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Figure2.1:Hierarchyoflengthscalespresentintheslow
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Post-Newtonian Expansion EFT set up
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which can be seen as a Dimensional recurrence relation

In general, n MIs obey a system of Dimensional recurrence relations
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1.5 Di↵erential Equations

In general, n MIs obey a system of 1st ODE
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[d] = A(d, z) M[d] (1.19)
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1. One-Particle EFT for Compact Object

S[gμν] = −
1

16πG ∫ d4x gR

Spp[gμν] = − m∫ dσ u2

Goldberger, Rothstein
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M [d+2]
k = ⌦(d, pi)

�1
Z

q1...q`

G mk(x̄, ȳ)
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which can be seen as a Dimensional recurrence relation

In general, n MIs obey a system of Dimensional recurrence relations
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1.5 Di↵erential Equations

In general, n MIs obey a system of 1st ODE
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(a), whereas the proper time ⌧ is related to
the coordinate time t by d⌧ = c dt.

As we will be performing the computation using the techniques of multi-loop Feynman diagrams,
it is necessary to write the gravitational coupling constant in d dimensions as

Gd = GN

⇣p
4⇡e�ER0

⌘d�3
, (2.5)

where, R0 is an arbitrary length scale.

2.2 Post-Newtonian formulation of General Relativity

In the bound state of two compact objects, we have three length scales, namely the length scale
associated with the compact object Rs (Schwarzschild radius), the radius of the orbit r, and the
wavelength of the emitted gravitational wave �. We assume the velocities of the particles to be small
as compared to the velocity of light and the particles are far from each other, hence propagate on a
flat background (gµ⌫ = ⌘µ⌫ + hµ⌫), where the gravitational interaction between the two particles is
governed by the gravitons hµ⌫ . Then we have a hierarchy of length scales

� � r � Rs . (2.6)

As we are only interested in the long-distance physics at the scales of �, we first decompose the
graviton fields in short distance modes - potential gravitons Hµ⌫ with scaling (k0,k) ⇠ (v/r, 1/r) and
long-distance modes - radiation gravitons h̄µ⌫ with scaling (k0,k) ⇠ (v/r, v/r) [40].

Noting that v
2 ⇠ 1/r for bound orbits due to the virial theorem (or the third Kepler law), the

dimensionless expansion parameter can be taken as v2/c2 ⇠ GNM/rc
2, which formally scales as 1/c2.

Hence, following the majority of the PN literature, we equivalently adopt a formal expansion in 1/c
with one PN order corresponding to 1/c2. For the spin variables, it holds S(a) = Gm

2
(a)�(a)/c where

the dimensionless spins �(a) are at most O(1) for black holes and (realistic) neutron stars, so that
S(a) ⇠ 1/c. Henceforth we rescale the spins as S(a) ! S(a)/c in order to make the PN counting in 1/c
manifest.

Now to compute the conservative binding potential of the two-body system, we ignore the radiation
modes and decompose the potential modes in the Kaluza-Klein (KK) parameterization [124, 125]. In
this, the di↵erent components of metric gµ⌫ (= ⌘µ⌫ +Hµ⌫) are encoded in three fields, a scalar �, a
3-dimensional vector Ai and a 3-dimensional symmetric rank two tensor �ij . The decomposition is
given by,

gµ⌫ =

 
e
2�/c

2 �e
2�/c

2 Aj

c2

�e
2�/c

2 Ai
c2

�e
�2�/c

2

�ij + e
2�/c

2 Ai
c2

Aj

c2

!
,

where, �ij = �ij + �ij/c
2.

The 2-body e↵ective action is then given by integrating out the gravitational degrees of freedom
from the above derived actions as

exp
h
i

Z
dt Le↵

i
=

Z
D�DAiD�ij e

i(SEH+Spp) , (2.7)

where, Le↵ is the e↵ective Lagrangian further decomposed as

Le↵ = Ke↵ � Ve↵ , (2.8)

where, Ke↵ is the kinetic term and Ve↵ is the e↵ective contribution due to gravitational interactions
between the two objects.
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2. diagrams may only contain internal lines corresponding to propagators for the potential modes
Hµ⌫ . Diagrams cannot contain external potential graviton lines,

3. diagrams can only contain external h̄µ⌫ . Diagrams cannot contain propagators corresponding
to internal radiation graviton lines.

The point of splitting the original graviton hµ⌫ into the new modes Hµ⌫ , h̄µ⌫ is that the diagrams
written in terms of these new variables have definite powers of the expansion parameter v. The
power counting rules for determining how many powers of v to assign to a given diagram follow
simply from the fact that the three momentum of a potential graviton scales ask ⇠ 1/r, since this is the
range of the force it mediates, and that the spacetime variation of a radiation graviton is �rad ⇠ r/v.
With these two observations we can assign powers of v to any term in the action, and by extension to
the Feynman rules.
Diagrammatically, we can denote the two black hole worldlines with horizontal straight lines, potential
modes with dotted lines and radiative modes with wiggled ones.
The conservative dynamic is given by the sum of diagrams containing no radiation gravitons, as:

= = + + + · · ·

(2.97)
Being interested in studying processes with one emitted radiation graviton, one should consider all
diagrams containing one radiation field:

= = + + + . . . , (2.98)

where it should be noticed that radiation gravitons can be coupled either to worldlines or to potential
gravitons.

2.6.1 Kol-Smolkin Variables

To simplify the diagram computation we can take advantage of the diffeomorphism invariance of
General Relativity to impose a Kaluza-Klein parametrization [43–46] for the metric tensor, which is
based on the use of the Kol-Smolkin variables.
We can decompose the symmetric tensor gµ⌫ in terms of a scalar field �, a d-dimensional vector field
Ai and a d⇥ d symmetric tensor field �ij where the indices i, j run from 1 to d:

gµ⌫ = e2�/⇤
 

�1 Aj/⇤

Ai/⇤ e�cd
�

� �ij �AiAj/⇤2

!
, �ij =

⇣
�ij +

�ij
⇤

⌘
, (2.99)

where cd = 2(d�1
d�2). In 4 dimensions the 10 degrees of freedom of gµ⌫ are decomposed as: 1 for the

scalar field �, 3 for the three-vector field Ai and 6 for the 3⇥ 3 symmetric tensor �ij .
We can rewrite the point particle action Spp in the Kol-Smolkin variables, first by parametrizing the
BH worldline with t, time of an external static observer:

Spp = �ma

Z
dt
q
�gµ⌫(xa)ẋ

µ
a ẋ⌫a with ẋµ = (1, vi/c) , (2.100)

then by substituting the variables, obtaining:

Spp = �ma

Z
dte

�

⇤

r
1� 2viAi

⇤
� �ijvivje

�cd
�

⇤ +
(Aivi)2

⇤2
. (2.101)

Similarly, we can express Sbulk in terms of Kol-Smolkin variables, and reporting only the part needed
for calculations that will be performed within this thesis we get:

Sbulk �
Z

dd+1x
p
��

(
1

4


(~r�)2 � 2(~r�ij)

2 � (�̇2 � 2(�̇ij)
2)�

c
d
�

⇤

�
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Z

DH exp
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i S [⌘ +H,h = 0] + i Spp [xK , ⌘ +H,h = 0]

o
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One of the goals of this paper is to emphasize that the symmetric nature of the Feynman propagator, which is a
consequence of the scattering boundary conditions employed in the in-out formalism, implies that it is unsuitable for
self-consistently and systematically describing time-asymmetric processes related to dissipation and radiation reaction
in compact binaries [59]. We stress that this is not a systematic flaw or shortcoming of NRGR but instead arises from
not imposing retarded boundary conditions on the radiated gravitational perturbations.
To address these and other issues in NRGR here we instead implement the “in-in” formalism to enforce retarded

boundary conditions in a path integral framework. The in-in construction is an initial value formulation that evolves
the system in real time from a given initial state and allows for the final state to be determined dynamically given only
initial data. This is in contrast to the ab initio stipulation of the final state in the in-out construction for scattering
processes.
The in-in approach was first introduced by Schwinger [23] as a way of computing expectation values in quantum

mechanics from a path integral formalism and was further developed by others in [24, 25, 26, 27, 28, 29, 30, 31, 32, 33].
Since its introduction, the in-in formalism has been extensively applied to problems where an initial value for-

mulation is crucial for describing a system’s dynamical evolution, typically involving nonequilibrium processes, from
an initial state to an unknown final state. These include semi-classical gravity and stochastic gravity (see [34] and
references therein), inflationary cosmology, quark-gluon plasmas, disoriented chiral condensates, thermal field theory,
Bose-Einstein condensates and quantum Brownian motion, to name a few. See [35] for corresponding references. The
in-in formalism is also useful for addressing issues related to the quantum-to-classical transition (e.g., decoherence),
macroscopic coherence, quantum kinetic theory, noise and fluctutations in open quantum systems, among other things
[35, 36].
In the extreme mass ratio inspiral scenario, the in-in formalism is crucial to guarantee the causal evolution of the

binary in a curved background spacetime (e.g., Kerr) and has been successfully used in [37] to rederive the first order
self-force [38, 39] acting on the small compact object.
In this paper the in-in framework is used to derive, in the context of NRGR, the well-known compact object

equations of motion with radiation reaction at 2.5PN order (first derived by Burke and Thorne [40, 41, 42]) and
the quadrupole gravitational waves emitted by the binary. The in-in formulation of NRGR should also be useful for
deriving real-time quantities and the hereditary terms (e.g., memory and tail integrals) that appear in higher order
expressions for the metric components (the gravitational waveform) and the radiated power.
In Section II we provide a brief description of the in-out formulation of the radiation sector in NRGR. In Section

III we provide a pedagogical presentation of the in-out framework and discuss its shortcomings for describing the
real-time causal propagation of gravitational waves. We also review the in-in formalism. We then apply the in-in
approach to derive the well-known results for the 2.5PN radiation reaction forces and for the emitted quadrupole
gravitational radiation in Section IV. In Appendix D, we apply the in-in framework to formulate the equivalent
classical effective field theory (ClEFT) approach of Kol and Smolkin [43] in a form suitable to self-consistently derive
radiation reaction and other real-time quantities. This provides an alternative derivation of the in-in approach to
NRGR. In this paper we focus on non-spinning compact objects and use the same conventions as [7].

II. THE IN-OUT FORMULATION OF NRGR

The central quantity in the NRGR paradigm is the effective action, Seff . At the orbital scale r of the binary,
the compact objects can effectively be treated as point particles interacting with nearly instantaneous potentials Hµν

and coupled to long wavelength (λ ! r), slowly varying, external radiation fields h̄µν . In the “in-out” path integral
formulation the effective action is given by

eiSeff =

∫

Dh̄µν

∫

DHµν exp

{

iS[η + h̄+H ] + i
2

∑

K=1

Spp[xK(t), η + h̄+H ]

}

(2.1)

where S is the (gauge-fixed) Einstein-Hilbert action, Spp is the point particle action for each compact object in the
binary and the index K labels each particle.
Integrating out the potential gravitons Hµν from the theory at the orbital scale (in the Lorenz gauge and on the

long wavelength background spacetime) schematically gives for the effective action

eiSeff =

∫

Dh̄µν exp

{

iS[η + h̄] + + + + · · ·

}

(2.2)

where a curly line denotes a radiation graviton and the double solid line represents the compact binary. We take the
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the integration. Proceeding in the same way as before, we can rewrite the high-energy integral as the
expanded integral without a cutoff and a remainder which depends on the cutoff:

R(II) =

Z ⇤

0
dkk�✏ k

k2(k2 +M2)

✓
1� m2

k2
+ . . .

◆

=

Z ⇤

0
dkk�✏ k

k2M2

✓
1� m2

k2
� k2

M2
+ . . .

◆
, (2.24)

where we have expanded the integrand in both the limit of small m and also in the limit of large M ,
but in opposite order as in R(I). However, the two expansions commute so that the integrands of R(I)

and R(II) are identical. Adding up the two pieces, we find that:

R = R(I) +R(II) =

Z 1

0
dkk�✏ k

k2M2

✓
1� m2

k2
� k2

M2
+ . . .

◆
. (2.25)

This is manifestly independent on the cutoff. It is also manifestly zero, because it is given by a series of
scaleless integrals. In the context of effective field theories where the method of region is used, such as
NRGR of SCET, the overlap contribution R is usually referred as the "zero-bin contribution" [49]. One
can obtain the full overlap either by expanding the high-energy integral I(II) around the low-energy
limit, or the integrand of the low-energy integral I(I) around the high-energy limit. Since the overlap
is obtained by expanding single-scale integrals, I(I) or I(II) it is given by scaleless integrals which
vanish in dimensional regularization. We will now apply these techniques in the context of NRGR.

2.2 EFT for a Binary Coalescing System in General Relativity

Figure 2.1: Hierarchy of length scales present in the slow inspiral phase of a coalescing binary system

Let us focus on the slow inspiral phase of the dynamics of a binary coalescing system in General
Relativity, that corresponds to the period in the evolution of the binary in which the system is moving
at non-relativistic velocities v ⌧ 1, and the bound orbit is slowly decaying due to the emission of
gravitational radiation.
This problem is characterizes by multiple length scales:

• the size of the compact objects rs,

• the orbital distance r,

• the wavelength �rad ⇡ r
v of the emitted radiation.

The orbital distance is much greater than the size of the compact object rs ⌧ r, Moreover, from a
multipole expansion of the radiation field coupled to non-relativistic sources it follows that r ⌧ �rad.
Hence, there is a precise hierarchy of widely separated length scales:

rs ⌧ r ⌧ �rad , (2.26)

all controlled by the same expansion parameter v:

rs
r

⇠ v2
r

�
⇠ v . (2.27)

Hμν

hμν
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3 Amplitudes and Feynman Integrals

In general, within the EFT approach, since the sources (black lines) are static and do not
propagate, any gravity-amplitude of order G`

N
can be mapped into an (`� 1)-loop 2-point

function with massless internal lines and external momentum p, where p2 ⌘ s 6= 0,

= . (3.1)

Accordingly, the 50 diagrams in fig.1 can be mapped onto the 29 topologies of fig.2, where
the sets T1 = {1, 2, 3, 4, 5, 6}, T2 = {7, 8, 10, 11, 14, 16, 17, 20, 21, 25}, T3 = {9, 12, 13, 22},
T4 = {15, 18, 19, 23, 24}, collect the diagrams that share the same topology. For instance,
the diagrams 1 to 6 of fig.1 correspond to integrals which have the same five denominators
of the graph indicated by T1 in fig.2, but different numerators, due to the different terms
associated to 1,2,3 or 4 � emission or absorption from the massive particle.

The representation of the gravity-amplitudes as 4-loop 2-point integrals yields the pos-
sibility of evaluating the latter by means of by-now standard multi-loop techniques based
on integration-by-parts identities (IBPs) [27, 28].

Accordingly, we collect the 50 amplitudes of fig.1 in two sets, AI = {1 : 28, 31, 32, 35 :

37, 39, 41, 45 : 47} and AII = {29, 30, 33, 34, 38, 40, 42, 43, 44, 48, 49, 50}, and address their
computation separately.
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Key Observation

The e↵ective potential can be represented in the form of connected, classical, 1 particle irreducible
(1PI) scattering amplitudes as

Ve↵ = i lim
d!3

Z

p
e
ip·(x(1)�x(2))

(2)

(1)

, (2.9)

where p is the momentum transfer between the two particles and the box diagram in the above equation
refers to all possible Feynman diagrams with gravitons (�, Ai, and �ij) mediating the gravitational
interaction between the two point particle represented by the two solid black lines.

Our aim in this article is to compute the spin-orbit e↵ective potential up to N3LO . For this, we
further decompose the kinetic and potential terms as Ke↵ = Kpp +Kspin and Ve↵ = Vpp +Vspin where
Kpp and Vpp represent the kinetic and potential terms for center of mass degrees of freedom for the
point particle and Kspin and Vspin represent the kinetic and potential terms for the spin degrees of
freedom. The expression for the kinetic terms are given by

Kpp =
X

a=1,2

m(a)


1

2
v2
a
+

1

8
v4
(a)

✓
1

c2

◆
+

1

16
v6
(a)

✓
1

c4

◆
+

5

128
v8
(a)

✓
1

c6

◆�
+O

✓
1

c8

◆
, (2.10)

Kspin =
X

a=1,2

(
� 1

2
Sij

(a)⌦
ij

(a)

✓
1

c

◆
+ Sij

(a)v
i

(a)a
j

(a)

✓
1

c3

◆"
1

2
+

3

8
v2
(a)

✓
1

c2

◆
+

5

16
v4
(a)

✓
1

c4

◆

+
35

128
v6
(a)

✓
1

c6

◆#
+O

✓
1

c11

◆)
, (2.11)

and the decomposition of the potential terms is defined as follows

Vpp = VN +

✓
1

c2

◆
V1PN +

✓
1

c4

◆
V2PN +

✓
1

c6

◆
V3PN +O

✓
1

c8

◆
, (2.12)

Vspin =

✓
1

c3

◆
VSO

LO +

✓
1

c2

◆
VSO

NLO +

✓
1

c4

◆
VSO

N2LO +

✓
1

c6

◆
VSO

N3LO

�
+O

✓
1

c11

◆
, (2.13)

where, VN stands for the Newtonian potential and Vj with j = {1PN, 2PN, 3PN} refers to the corre-
sponding PN correction for the non-spinning part of the potential. The VSO

j
with j = {LO, NLO, N2LO,

N3LO} refers to the corresponding correction to the spin-orbit coupling of the binary system. Then our
aim in this article would be to compute the Vj and VSO

j
using the techniques of multi-loop scattering

amplitude, as further described in the next sections.

3 Computational Algorithm

To obtain the e↵ective potential from the diagrammatic approach as shown in equation (2.9), we begin
by generating all the relevant generic topologies contributing at di↵erent orders of GN . It could be
easily seen from the virial theorem that NnLO has contributions from terms proportional to G

l

N
where

l = 1, 2, ..., n+ 1, and we consider all the topologies at l� 1 loops contributing to the specific order l.
So, for the computation of the N3LO spin-orbit potential, we generate all the topologies till the order
G

4
N

(3-loop) using QGRAF [120]. There is 1 topology at order GN (tree-level), 2 topologies at order
G

2
N

(one-loop), 9 topologies at G3
N

(two-loop), and 32 topologies at order G4
N

(three-loop). Then we
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EFT of Spinning Objects

appendices: in appendix A, we describe the notations used in this article; in appendix B, we provide
the required master integrals and their expression; in appendix C, we provide the Hamiltonians till
3PN in the non-spinning sector and till NNLO in the spin-orbit sector.

We provide the required EFT Feynman rules in the ancillary file Feynman Rules.m and the analytic
results of the Hamiltonian till N3LO in the ancillary file Hamiltonian.m.

2 EFT of spinning objects

In this section, we describe the action for the degrees of freedom of the gravitational field and the
degrees of freedom of the compact objects, namely their center of mass and their spin. Then we
describe the techniques of the Post-Newtonian formulation of GR in detail and briefly outline the
procedure to compute the e↵ective action.

2.1 Action

The dynamics of the gravitational field (gµ⌫) is given by the Einstein-Hilbert action along with a gauge
fixing term,

SEH = � c
4

16⇡GN

Z
d
4
x
p
g R[gµ⌫ ] +

c
4

32⇡GN

Z
d
4
x
p
g gµ⌫�

µ�⌫
, (2.1)

where �µ = �µ
⇢�
g
⇢� (in the harmonic gauge �µ = 0), �µ

⇢�
is the Christo↵el symbol, GN is the Newton’s

constant, R is the Ricci scalar, and g is the determinant of the gµ⌫ .
To model the dynamics of the compact object, we utilize worldlines x

µ

(a)(⌧) parametrized by an
a�ne parameter ⌧ and define tetrads ⇤µ

(a)A(⌧) along the worldlines which connects the body-fixed

frame (denoted by upper case Latin indices) of the a
th compact object and the general coordinate

frame (denoted by Greek indices). Then the angular velocity tensor of the spinning object can be
defined as

⌦µ⌫

(a) = ⇤µ

(a)A

d⇤A⌫

(a)

d⌧
, (2.2)

and the corresponding conjugate momenta to the ⇤µ

(a)A is given by

S(a)µ⌫ = �2
@Lpp

@⌦µ⌫

(a)

. (2.3)

Then by demanding the reparameterization invariance of the point particle action, the dynamics for
the compact objects is governed by the worldline point particle action given by [102],

Spp =
X

a=1,2

c

Z
d⌧

 
�m(a)

q
u
2
(a) �

1

2
S(a)µ⌫⌦

µ⌫

(a) �
S(a)µ⌫u

⌫

(a)

u
2
(a)

du
µ

(a)

d⌧
+ L(a)SI

!
, (2.4)

which, corresponds to Pryce, Newton, and Wigner gauge for spin supplementarity condition (SSC)

given by S(a)µ⌫(u
⌫

(a) +
q

u
2
(a)�

⌫0) ⇡ 0. In the above action, the center of mass of the compact object

is modeled by the position of the point particle x
µ

(a) and the spin of the compact object is modeled
by S(a)µ⌫ . The L(a)SI is given by equation (4.16) of [102] which corresponds to the spin-induced
non minimal couplings that does not contribute up to the N3LO spin-obit sector at 4.5PN. Here
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describe the techniques of the Post-Newtonian formulation of GR in detail and briefly outline the
procedure to compute the e↵ective action.

2.1 Action

The dynamics of the gravitational field (gµ⌫) is given by the Einstein-Hilbert action along with a gauge
fixing term,

SEH = � c
4

16⇡GN

Z
d
4
x
p
g R[gµ⌫ ] +

c
4

32⇡GN

Z
d
4
x
p
g gµ⌫�

µ�⌫
, (2.1)

where �µ = �µ
⇢�
g
⇢� (in the harmonic gauge �µ = 0), �µ

⇢�
is the Christo↵el symbol, GN is the Newton’s

constant, R is the Ricci scalar, and g is the determinant of the gµ⌫ .
To model the dynamics of the compact object, we utilize worldlines x

µ

(a)(⌧) parametrized by an
a�ne parameter ⌧ and define tetrads ⇤µ

(a)A(⌧) along the worldlines which connects the body-fixed

frame (denoted by upper case Latin indices) of the a
th compact object and the general coordinate

frame (denoted by Greek indices). Then the angular velocity tensor of the spinning object can be
defined as

⌦µ⌫

(a) = ⇤µ

(a)A

d⇤A⌫

(a)

d⌧
, (2.2)

and the corresponding conjugate momenta to the ⇤µ

(a)A is given by

S(a)µ⌫ = �2
@Lpp

@⌦µ⌫

(a)

. (2.3)
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is modeled by the position of the point particle x
µ
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We provide the required EFT Feynman rules in the ancillary file Feynman Rules.m and the analytic
results of the quadratic-in-spin Hamiltonian till N3LO in the ancillary file Hamiltonian.m.

2 EFT of spinning objects

In this section, we describe the e↵ective action for a spinning compact object at the orbital scale by
considering the degrees of freedom of the gravitational field and the degrees of freedom of the spinning
compact objects, namely their center of mass and their spin. Then we describe the techniques of the
Post-Newtonian formulation of GR in detail and briefly outline the procedure to compute the e↵ective
action.

2.1 Action

The e↵ective action of the spinning compact binary can be described as the sum of the action of the
gravitational field and the point particle e↵ective action for each of the spinning compact objects as

Se↵ = SEH + Spp . (2.1)

Here SEH is the usual Einstein-Hilbert action and it expresses the dynamics of the gravitational field
(gµ⌫) along with a gauge fixing term,

SEH = � c
4

16⇡GN

Z
d
4
x
p
g R[gµ⌫ ] +

c
4

32⇡GN

Z
d
4
x
p
g gµ⌫�

µ�⌫
, (2.2)

where �µ = �µ
⇢�
g
⇢� (in the harmonic gauge �µ = 0), �µ

⇢�
is the Christo↵el symbol, GN is the Newton’s

constant, R is the Ricci scalar, and g is the determinant of the gµ⌫ .
The spinning compact objects can be described by a point-particle e↵ective action of each of them.

This point-particle action can be written as an integral along a worldline in the following way [42],

Spp =
X

a=1,2

Z
d⌧

 
�m(a)c

q
u
2
(a) �

1

2
S(a)µ⌫⌦

µ⌫

(a) �
S(a)µ⌫u

⌫

(a)

u
2
(a)

du
µ

(a)

d⌧
+ L(R)

(a) + L(R2)
(a) + . . .

!
, (2.3)

where L(R)
(a) , L

(R2)
(a) , etc denote Lagrangians containing nonminimal couplings at linear, quadratic, etc

order in curvature specified below. We use the Pryce, Newton, and Wigner gauge for spin supplemen-
tarity condition (SSC) given by S(a)µ⌫(u

⌫

(a) +
q

u
2
(a)�

⌫0) ⇡ 0. Here, u2
(a) = gµ⌫u

µ

(a)u
⌫

(a), and u
µ

(a) is the

four velocity, defined as u
µ

(a) = dx
µ

(a)/d⌧ . The worldline x
µ

(a)(⌧) represents the center of the spinning
object and is parametrized by an a�ne parameter ⌧ , which we are going to gauge-fix to the coordinate
time t by ⌧ = ct. The ⌦µ⌫

(a) denotes the angular velocity tensor of the spinning object and is defined
as

⌦µ⌫

(a) = ⇤µ

(a)A

d⇤A⌫

(a)

d⌧
, (2.4)

where ⇤µ

(a)A(⌧) represent the tetrads along the worldlines, connecting the body-fixed frame (denoted

by upper case Latin indices) of the a
th compact object and the general coordinate frame (denoted

by Greek indices). The S(a)µ⌫ are the spin tensors of the spinning objects, defined as the conjugate
momenta to the ⇤µ

(a)A as

S(a)µ⌫ = �2
@Lpp

@⌦µ⌫

(a)

. (2.5)
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The linear-in-curvature Lagrangian L(R)
(a) consists only of the spin-induced (SI) nonminimal cou-

plings L(a)SI [42],

L(R)
(a) ⌘ L(a)SI =

1X
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i

STF
(2.6)

where STF denotes the symmetric-tracefree part (in a 3-dimensional comoving frame), which trans-
forms irreducibly under the little group SO(3) of massive particles and hence it makes sense to construct
interactions from STF building blocks. Following the convention in [42], each Wilson coe�cient is a
function of the invariants, m(a) and the S

2
(a). We then expand the Wilson coe�cients explicitly as a

series in S
2
(a),

C(a) = C
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where the C(n)
(a) are only a function of m(a). Then the only contribution relevant for N3LO spin-squared

from the spin-induced multipole interactions is given by the
⇣
C
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-term,
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Moving on to quadratic order in curvature, due to the larger multiplicity of terms compared to
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(a) it makes sense to group them as L(R2)
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Ė↵�Ė
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Computational Algorithm : Towards Automation

Integrand generation

Multi-loop methods

Topologies

Feynman rules

Feynman
diagrams

Integrands

Tensor
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IBP Reduction
to Master
integrals

Master integrals

Tensor Fourier
integrals

E↵ective
Lagrangian

Laurent expansion around d = 3

Figure 2: Flowchart of the computational algorithm

The computation of the e↵ective potential starting from the generation of the required Feynman
diagrams, expressing them in multi-loop integrands, performing IBP reduction, and then applying
the Fourier transformations have been automated through an in-house code, elaborating on some of
the ideas implemented in EFTofPNG [123], and using xTensor [121] for tensor algebra manipulations
as well as successful interface to LiteRed [122], Reduze [126], KIRA [127] for the IBP reduction. A
flow chart for the complete computational algorithm for the e↵ective potential as implemented in our
in-house code is shown in Fig. 2.

4 Processing the e↵ective Lagrangian

The e↵ective potential obtained in this way usually contains higher-order time derivatives of the
position (a(a), ȧ(a), ä(a),· · · ) and the spin (Ṡ(a), S̈(a),· · · ). In our computation of the N3LO spin-orbit
potential, we have 6th order time derivative of position and 3rd order of time derivative in spin. We
need to eliminate these higher-order time derivatives from the potential to facilitate the computation of
the Hamiltonian, to obtain gauge-invariant quantities as well as to pave the way for the implementation
within the e↵ective one-body formalism. Additionally, the potential in the non-spinning sector at 3PN
and the N3LO spin-orbit potential contains poles in the dimensional regularization parameter ✏ and

– 9 –

Automated in-house codes

Aim to publish the code in future

MKM, Mastrolia, Patil, Steinhoff (2022)

MKM, Mastrolia, Patil, Steinhoff (2022)
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Diagrams for Spinning Binaries
Order Diagrams Loops Diagrams

0PN 1 0 1

1PN 4
1 1
0 3

2PN 21
2 5
1 10
0 6

3PN 130

3 8
2 75
1 38
0 9

(a) Non-spinning sector

Order Diagrams Loops Diagrams

LO 2 0 2

NLO 13
1 8
0 5

N2LO 100
2 56
1 36
0 8

N3LO 894

3 288
2 495
1 100
0 11

(b) Spin-orbit sector

Table 1: Number of Feynman diagrams contributing di↵erent sectors.

dress these topologies with the KK field and Feynman rules derived from the action of PN1 expansion
of GR given in (2.1) and (2.4), to obtain all the Feynman diagrams that contribute to the given order
of GN and v depending on the specific perturbation order. The number of diagrams that contribute
at particular order in 1/c and of particular loop topology are given in table 1a and 1b2.

Gravity

Diagrams
 !

⌘

Multi-loop

Diagrams

Figure 1

Within the EFT framework, the sources remain static and as a result the generated Feynman
diagrams are mapped to two-point multi-loop Feynman diagrams with mass-less internal lines and
an external momentum (the momentum transferred between two sources) as shown in figure 1. We
translate these Feynman diagrams to their corresponding Feynman amplitudes after performing the
tensor algebra using xTensor [121]. The generic form of the e↵ective potential corresponding to any

1
The Feynman rules obtained from the actions in equation (2.1) and (2.4) after the KK parameterization are provided

in an ancillary file Feynman Rules.m with this article.

2
While considering the spin e↵ects, we count only the representative Feynman diagrams, where the spin can contribute

from any of the world-line graviton interaction vertex present in the diagram. Additionally, the diagrams, which can be

obtained from the change in the label 1 $ 2, are not counted as separate diagrams.
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Order Diagrams Loops Diagrams

LO 1 0 1

NLO 7
1 3
0 4

N2LO 58
2 27
1 24
0 7

N3LO 553

3 125
2 342
1 76
0 10

(a) Spin1-Spin2 and Spin12 (Spin22) sector

Order Diagrams Loops Diagrams

LO 1 0 1

NLO 4
1 1
0 3

N2LO 25
2 7
1 12
0 6

N3LO 168

3 15
2 101
1 43
0 9

(b) ES2 sector

Order Loops Diagrams

LO 1 1

(c) E2 sector

Order Loops Diagrams

LO 1 1

(d) E2S2 sector

Table 1: Number of Feynman diagrams contributing di↵erent sectors.

3 Computational Algorithm

We employ a Feynman diagrammatic approach following equation (2.16) to compute the e↵ective
potential. First, we generate all the relevant topologies contributing at di↵erent orders of GN . The
virial theorem implies that contributions at NnLO constitute all the terms proportional to G

l

N
where

l = 1, 2, ..., n + 1, and consequently, we take into account all the topologies at l � 1 loops for the
contributions at specific order l. So, for the evaluation of the N3LO quadratic-in-spin potential, we
generate all the relevant topologies till the order G4

N
(3-loop) employing QGRAF [71]. There is 1 topology

at order GN (tree-level), 2 topologies at order G2
N

(one-loop), 9 topologies at G3
N

(two-loop), and 32
topologies at order G

4
N

(three-loop). The topologies are dressed with the KK field and we use the
Feynman rules, obtained from the e↵ective action of the PN expansion, to acquire all the Feynman
diagrams contributing to the given order ofGN and v, depending on the specific perturbation order. We
provide the relevant Feynman rules after the KK parameterization in an ancillary file Feynman Rules.m

with this article. The number of diagrams corresponding to the particular sector of quadratic-in-spin
potential at a particular order in 1/c and of particular loop topology are shown in table 11 The
diagrams contributing to the non-spinning and spin-orbit sector are provided in [65].
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GREFT Diagrams & 2pt-QFT Integrals

ℳ = ∑
i

ci IMI
i

⇔

ℒeff[xa, ·xa, ··xa, …, Sa,
·Sa, …] = − i lim

d→3 ∫ ddp
(2π)d eip⋅r( )

Mandal, Patil, Steinhoff & P.M. (2022)
Kim, Levi, Yin (2022)

All things spinning: more spins and more loops
Extensive work in the PN expansion 

Hanson, Regge, Bailey, Israel, Yee, Bander, Tulczyjew, Damour, Buonanno, Levi, Steinhoff, Porto, Rothstein, 
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The e↵ective potential can be represented in the form of connected, classical, 1 particle irreducible
(1PI) scattering amplitudes as

Ve↵ = i lim
d!3

Z

p
e
ip·(x(1)�x(2))

(2)

(1)

, (2.9)

where p is the momentum transfer between the two particles and the box diagram in the above equation
refers to all possible Feynman diagrams with gravitons (�, Ai, and �ij) mediating the gravitational
interaction between the two point particle represented by the two solid black lines.

Our aim in this article is to compute the spin-orbit e↵ective potential up to N3LO . For this, we
further decompose the kinetic and potential terms as Ke↵ = Kpp +Kspin and Ve↵ = Vpp +Vspin where
Kpp and Vpp represent the kinetic and potential terms for center of mass degrees of freedom for the
point particle and Kspin and Vspin represent the kinetic and potential terms for the spin degrees of
freedom. The expression for the kinetic terms are given by
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and the decomposition of the potential terms is defined as follows
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where, VN stands for the Newtonian potential and Vj with j = {1PN, 2PN, 3PN} refers to the corre-
sponding PN correction for the non-spinning part of the potential. The VSO

j
with j = {LO, NLO, N2LO,

N3LO} refers to the corresponding correction to the spin-orbit coupling of the binary system. Then our
aim in this article would be to compute the Vj and VSO

j
using the techniques of multi-loop scattering

amplitude, as further described in the next sections.

3 Computational Algorithm

To obtain the e↵ective potential from the diagrammatic approach as shown in equation (2.9), we begin
by generating all the relevant generic topologies contributing at di↵erent orders of GN . It could be
easily seen from the virial theorem that NnLO has contributions from terms proportional to G

l

N
where

l = 1, 2, ..., n+ 1, and we consider all the topologies at l� 1 loops contributing to the specific order l.
So, for the computation of the N3LO spin-orbit potential, we generate all the topologies till the order
G

4
N

(3-loop) using QGRAF [120]. There is 1 topology at order GN (tree-level), 2 topologies at order
G

2
N

(one-loop), 9 topologies at G3
N

(two-loop), and 32 topologies at order G4
N

(three-loop). Then we
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Order Diagrams Loops Diagrams

0PN 1 0 1

1PN 4
1 1
0 3

2PN 21
2 5
1 10
0 6

3PN 130

3 8
2 75
1 38
0 9

(a) Non-spinning sector

Order Diagrams Loops Diagrams

LO 2 0 2

NLO 13
1 8
0 5

N2LO 100
2 56
1 36
0 8

N3LO 894

3 288
2 495
1 100
0 11

(b) Spin-orbit sector

Table 1: Number of Feynman diagrams contributing di↵erent sectors.

dress these topologies with the KK field and Feynman rules derived from the action of PN1 expansion
of GR given in (2.1) and (2.4), to obtain all the Feynman diagrams that contribute to the given order
of GN and v depending on the specific perturbation order. The number of diagrams that contribute
at particular order in 1/c and of particular loop topology are given in table 1a and 1b2.

Gravity

Diagrams
 !

⌘

Multi-loop

Diagrams

Figure 1

Within the EFT framework, the sources remain static and as a result the generated Feynman
diagrams are mapped to two-point multi-loop Feynman diagrams with mass-less internal lines and
an external momentum (the momentum transferred between two sources) as shown in figure 1. We
translate these Feynman diagrams to their corresponding Feynman amplitudes after performing the
tensor algebra using xTensor [121]. The generic form of the e↵ective potential corresponding to any

1
The Feynman rules obtained from the actions in equation (2.1) and (2.4) after the KK parameterization are provided

in an ancillary file Feynman Rules.m with this article.

2
While considering the spin e↵ects, we count only the representative Feynman diagrams, where the spin can contribute

from any of the world-line graviton interaction vertex present in the diagram. Additionally, the diagrams, which can be

obtained from the change in the label 1 $ 2, are not counted as separate diagrams.
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Binding Energy for Spin-Orbit Coupling
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Tidal Effects

R(a)

m(a)

�(a)

Figure 1: Illustration of the problem. Two neutron stars with masses m(a) and radii R(a) (a = 1, 2)
orbit one another. Each star experiences a tidal field due to the gravitational field of its companion. The
tidal field induces a quadrupolar deformation (with magnitude encoded in the tidal Love number �(a))
and the displacement away from equilibrium of the star’s fluid elements is described as an harmonic
oscillator with angular frequency !f(a), related to the star’s fundamental (f-)mode. The values of �(a)

and !(a) depend on star’s mass and internal composition. The conservative dynamics of this dynamical
tidal problem is studied here to second post-Newtonian order using an e↵ective field theory description.

the gravity waves travel only on the surface, and thus do not have any nodes in the radial direction.
These waves are called surface gravity waves and their frequency depend only on the mean density of
star. Therefore, they are approximately insensitive to the EOS [12, 13].

The lowest frequency surface gravity waves is known as the f-mode, which is one of the dominant
modes in the context of tidal excitation [14]. The relation between orbital motion and the quadrupolar
f-modes was first studied by Cowling [15] in Newtonian gravity and then in Refs. [16–20] in general
relativity. The quadrupole f-mode oscillation of a NS coupled to the external tidal field can be described
by the Newtonian Lagrangian [5]

LN =
1

4�!2

f


dQij

dt

dQij

dt
� !

2

fQ
ijQij

�
� 1

2
EijQij

, (1.1)

where !f is the frequency of the f-mode and � is the tidal deformability.1 Here, Qij is the quadrupole
moment of the star and Eij = @i@j�ext is the quadrupolar tidal field given in terms of spatial derivatives
of the external Newtonian gravitational potential �ext. In the limit in which !f ! 1, the Lagrangian
Eq. (1.1) describes adiabatic tides. In this limit, the tidal bulges do not oscillate, and are instead locked
to the external tidal field as Qij = ��Eij [21–23]. Qualitatively, the tidal deformability, encoded by
the Love numbers, describe how easily a body is deformed in response to external tidal forces [24]. The
value of the Love numbers depend on the body’s internal composition, and as the compactness of the

1
The tidal deformability is related to the dimensionless mass-type quadrupolar “Love number” k2 of the body and

the radius R of the star as k2 = 3GN�/(2R5
) [5].

– 2 –

MKM, Mastrolia, O Silva, Patil, Steinhoff (2023)

Tidal Love number

NS features a number of oscillation modes

The dominant mode is known as f-mode, which is the lowest frequency surface gravity waves

The frequency depend only on the mean density of the star and not on the Equation of State of the NS 

The f-modes dynamical tides are important as it significantly affect the inference of the equations of state of NS
Pratten, Schmidt, Williams (2022)
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Dynamical Electric Tides at 2 PN
body increases, the value of the Love numbers decrease and eventually approaches zero for a black
hole [22] (see also Ref. [25].)

The relativistic version of the (1.1) can be obtained by demanding that the Lagrangian is invariant
under Lorentz transformations and reparametrization of worldlines, as first proposed in Ref. [26],

LDT =
z

4�!2

f


c
2
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d⌧
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2
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� z

2
Eµ⌫Q

µ⌫
, (1.2)

where Qµ⌫ is a symmetric trace-free tensor that models the relativistic quadrupole moment of the star,
Eµ⌫ = �c

2
Rµ↵⌫�u

↵
u
�
/z

2 is the gravitoelectric field2, which is the relativistic analog of the Newtonian
external tidal field, z =

p
u2 is the redshift factor, and ⌧ is the proper time, related to the coordinate

time t as d⌧ = c dt. Since Qµ⌫ has 9 degrees of freedom, whereas the physical quadrupole of the NS
has only 5, we also have to impose a gauge condition

Qµ⌫u
µ = 0 . (1.3)

The most notable e↵ects introduced by the relativistic Lagrangian (1.2) are the appearance of redshift
and frame-dragging e↵ects [26]. In the relativistic case the adiabatic limit is also obtained by taking
!f ! 1 limit. This limit gives us the equation of motion for Qµ⌫ ,

Qµ⌫ = ��Eµ⌫ , (1.4)

which substituted back into Eq. (1.2) results in the Lagrangian for adiabatic tides

LAT =
z�

4
Eµ⌫E

µ⌫
. (1.5)

Similarly, we can also write a Lagrangian for the higher adiabatic multipole moments which were
studied in Ref. [27]. See also Refs. [22, 23, 28–32]. In general relativity, in addition to the relativistic
gravitoelectric tides, we also get a new sector of gravitomagnetic tides [33–40] that are coupled to
the odd-parity normal modes of the NS, modeled by the current-type multipole moments. For the
adiabatic limit of the gravitomagnetic sector, see Ref. [27].

Why should one care about modelling dynamical tidal e↵ects? It was recently shown that the
higher-order tidal e↵ects, specifically the f-mode dynamical tides, are important to the inference of the
NS EOS with current GW detectors [41]. The absence of dynamical tidal e↵ects can lead to substantial
biases to the inference of the tidal deformability which, in turn, translates into an inaccurate inference
of the EOS. In addition, the inclusion of dynamical tides are also known to improve the agreement
between gravitational waveform models and numerical relativity simulations [26, 42, 43]. Accurate
waveform models are also necessary to fulfill the scientific goals of next generation ground-based GW
observatories [44–46].

With these motivations in mind, we examine here how the dynamic tides a↵ect the dynamics
of a compact binary. To do so, we use e↵ective field theories (EFT) techniques [47] to analyze the
binary’s inspiral, i.e., when the the binary components are moving at nonrelativistic velocities and the
orbital separation is large. In this regime, we can use a perturbative approach that involves a series
expansion in powers of v/c, where v is the orbital velocity of the binary and c is the speed of light.
The virial theorem requires that the kinetic and potential energies of a bound state system to be equal
in this case. Hence, we can perform a post-Newtonian analysis which involves an expansion in two

2
We di↵er from the action in Ref. [26] due to di↵erence in the signature of the metric. For this reason we add a prefactor

of �c2 in the definition of Eµ⌫ so that the leading order contribution matches the required result Eij = @i@j�ext.
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Figure 1: Illustration of the problem. Two neutron stars with masses m(a) and radii R(a) (a = 1, 2)
orbit one another. Each star experiences a tidal field due to the gravitational field of its companion. The
tidal field induces a quadrupolar deformation (with magnitude encoded in the tidal Love number �(a))
and the displacement away from equilibrium of the star’s fluid elements is described as an harmonic
oscillator with angular frequency !f(a), related to the star’s fundamental (f-)mode. The values of �(a)

and !(a) depend on star’s mass and internal composition. The conservative dynamics of this dynamical
tidal problem is studied here to second post-Newtonian order using an e↵ective field theory description.

the gravity waves travel only on the surface, and thus do not have any nodes in the radial direction.
These waves are called surface gravity waves and their frequency depend only on the mean density of
star. Therefore, they are approximately insensitive to the EOS [12, 13].

The lowest frequency surface gravity waves is known as the f-mode, which is one of the dominant
modes in the context of tidal excitation [14]. The relation between orbital motion and the quadrupolar
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relativity. The quadrupole f-mode oscillation of a NS coupled to the external tidal field can be described
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!f ! 1 limit. This limit gives us the equation of motion for Qµ⌫ ,

Qµ⌫ = ��Eµ⌫ , (1.4)

which substituted back into Eq. (1.2) results in the Lagrangian for adiabatic tides

LAT =
z�

4
Eµ⌫E

µ⌫
. (1.5)

Similarly, we can also write a Lagrangian for the higher adiabatic multipole moments which were
studied in Ref. [27]. See also Refs. [22, 23, 28–32]. In general relativity, in addition to the relativistic
gravitoelectric tides, we also get a new sector of gravitomagnetic tides [33–40] that are coupled to
the odd-parity normal modes of the NS, modeled by the current-type multipole moments. For the
adiabatic limit of the gravitomagnetic sector, see Ref. [27].

Why should one care about modelling dynamical tidal e↵ects? It was recently shown that the
higher-order tidal e↵ects, specifically the f-mode dynamical tides, are important to the inference of the
NS EOS with current GW detectors [41]. The absence of dynamical tidal e↵ects can lead to substantial
biases to the inference of the tidal deformability which, in turn, translates into an inaccurate inference
of the EOS. In addition, the inclusion of dynamical tides are also known to improve the agreement
between gravitational waveform models and numerical relativity simulations [26, 42, 43]. Accurate
waveform models are also necessary to fulfill the scientific goals of next generation ground-based GW
observatories [44–46].

With these motivations in mind, we examine here how the dynamic tides a↵ect the dynamics
of a compact binary. To do so, we use e↵ective field theories (EFT) techniques [47] to analyze the
binary’s inspiral, i.e., when the the binary components are moving at nonrelativistic velocities and the
orbital separation is large. In this regime, we can use a perturbative approach that involves a series
expansion in powers of v/c, where v is the orbital velocity of the binary and c is the speed of light.
The virial theorem requires that the kinetic and potential energies of a bound state system to be equal
in this case. Hence, we can perform a post-Newtonian analysis which involves an expansion in two

2
We di↵er from the action in Ref. [26] due to di↵erence in the signature of the metric. For this reason we add a prefactor

of �c2 in the definition of Eµ⌫ so that the leading order contribution matches the required result Eij = @i@j�ext.
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5.3 Binding energy for circular binaries

In this section, we compute the binding energy in the COM frame for circular orbits. The gauge
invariant relation between the binding energy and the orbital frequency for circular orbits (pr = 0)
is obtained by eliminating the dependence on the radial coordinate. For circular orbits we have
@ eH(er, eL)/@er = 0 . We then proceed as follows. First, we invert this relation to express er as a function
of eL. Next, we substitute eL as a function of the orbital frequency e!, defined as e! = @ eH(eL)/@eL.
We also define a gauge invariant PN parameter x = e!2/3. After following this procedure using the
Hamiltonian (5.4) we obtain the binding energy E as,

E(x, e�(a)) = Epp(x) + EAT(x, e�(a)) , (5.14)

where Epp can be found in Ref. [50], and
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where

e�(±) =
m(2)

m(1)

e�(1) ±
m(1)

m(2)

e�(2) , (5.16)

This expression for the binding energy agrees with the previously known result of Ref. [32], Eq. (6.5b),
derived using classical PN techniques [83, 84].

5.4 Scattering angle for hyperbolic encounters

As a second application, we now compute the scattering angle � in the COM frame for the hyperbolic
encounter of two stars. To do this calculation we have to do two inversions. First, we invert the
Hamiltonian H (which is a function of pr, L and r) to obtain pr = pr(H, L, r). Second, we invert the
relation between the Lorentz factor � and the total energy per total rest mass � = H/(Mc

2) given by

� =
1p

1� v2/c2
= 1 +

�2 � 1

2⌫
, (5.17)

where v ⌘ |ṙ| is the relative velocity of the compact objects, and the total angular momentum L and
the impact parameter b are related by L = (µ�vb)/�.

With these two inversions we can exchange H for v and L for b. This allows us to express the
scattering angle as

�(v, b) = � �

µ�v

Z
dr

@pr(v, b, r)

@b
� ⇡ . (5.18)

Performing this procedure with the Hamiltonian (5.4) results in the scattering angle computed in
the COM frame, which we write as

�(v, b) = �pp(v, b) + �AT(v, b) , (5.19)

with the following adiabatic tidal contribution
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where we introduced

�(±) =
m(2)

m(1)

�(1) ±
m(1)

m(2)

�(2) , (5.21)

and �pp is reported in Ref. [50], Section 6.2. Notice that we used a matrix notation in Eq. (5.20)
to make the expression shorter. Equation (5.20) agrees to 3PM (i.e., G3

N ) with the result reported
by Ref. [60, 61], obtained using techniques of worldline QFT [85] and the EFT developed for PM
calculations [62], respectively.

6 Conclusions

(MKM: I rephrased the conclusion a bit. Please, check)

In this work, we derived an e↵ective Hamiltonian that describes the dynamical gravitoelectric tidal
interaction between two nonspinning compact objects up to the 2PN order. We also computed the
e↵ective Hamiltonian in the adiabatic limit, which we used to calculate two gauge-invariant quantities,
namely the binding energy of a circular binary and the scattering angle for a hyperbolic scattering. The
binding energy of circular binaries agrees with the available result in the literature and the scattering
angle agrees to O(G3) following the PN expansion of the PM results at 3PM order.

Our computation employs the EFT diagrammatic approach to describe the binary compact objects
in general relativity and the Hamiltonian obtained at 2PN is new, up to our knowledge. This is a
significant achievement, as it provides a more accurate description of the tidal interactions between
binary NS, which are crucial [41] for interpreting the gravitational wave signals observed by the
upcoming detectors.

One of the natural extensions of our work is to compute the next higher-order corrections to the
dynamic and adiabatic Hamiltonians. This is crucial, since the signal-to-noise ratio for the upcoming
detectors will be enough to probe the internal structure of the NS. So, accurate theoretical templates
incorporating higher-order corrections will be necessary. In this work, we focused specifically on
the dynamic gravitoelectric quadrupolar tides, but our framework can be extended to compute the
higher-order corrections for the dynamical gravitomagnetic tides [40, 56], as well as to incorporate
higher order multipolar tides. Another aspect that could be considered in the future is the inclusion of
additional physics to the model. For example, the damping of the tidal modes is ignored in our model,
as the viscosity of neutron stars is expected to be low [86, 87]. However, the inclusion of damping
could be important in certain regimes. Additionally, the coupling of the oscillation modes of the NS
with other degrees of freedom, such as its spin [55], or other oscillation modes [88–90] could also be
incorporated to improve the model’s level of physical realism.

Finally, following Refs. [26, 42], our 2PN Hamiltonians could be incorporated into e↵ective-one-body
waveform models, which resum the perturbative PN series and include known nonperturbative e↵ects
such as a test body limit on Schwarzschild (for nonspinning compact objects) or Kerr (for spinning
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Conclusion

Novel Algebraic Property Unveiled

The algebra of Feynman Integrals is controlled by intersection numbers

Intersection Numbers : Scalar Product/Projection between Feynman Integrals

Useful for both Physics and Mathematics

Applications to GW phenomenology

progress in understanding spin effects / tidal effects for the compact binaries

A number of observables e.g binding energy, scattering angle has been computed to high precision 
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