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Reminder 
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This talk covers:

• RDO plans for 2024
• Updated RDO/DAQ scheme
• Plans for 2024/2025/2026
• Specs requirements

All for discussions!



Miscellanea info towards RDO plans
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During 2024 we need to build a prototype RDO card (”close to final”) where we demonstrate:

• We can fit within space
• We start talking with ePIC DAQ (“FELIX based”)
• We are able to serve 2023 electronics (old ALCOR32/old FEB with FireFly connectors)
• We operate test beam 2024 (October) with optical link readout

The exercise must aim:

To fully define specs of RDO (possibly by December 2023)
To select FPGA candidate (and it might include some radiation test)
To define ancillary services we need on RDO (LV, watchdog, …) and communication  

About throughput we had a chat with Elke recently that made clear an interaction tagger will be available. This can 
really save us a lot of complications on data reduction (and help us to correctly select RDO/DAQ resources). 



Where we were (few weeks ago)
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RDO made with two cards:
- slave RDO (for 1 FPU)
- a master RDO (aggregating 4 slave RDO)

RDO “plugged”
horizontaly
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Where we are now (checking dimensions) 

• RDO in the middle of FEB increases area! We desperately need area. In this way RDO is 4 x 9 cm

(each FEB hosts 1 Alcor64) (each FEB hosts 2 Alcor64)

potential problem 
with signal integrity

from Roberto’s 
drawings



PDU
256 ch (3x3) 

2 or 4 FEBs

4 ALCOR64

RDO

1 FPGA

1252 2504 or 5008 1252

1252 
optical links

I level 
DAM

How many ?

II level 
DAM

~180 
optical links

30

42 à 6 
concentrator

routing

6

Where we are now (checking dimensions…)

15 3
600 k$



Why?
• We get rid of any hardware development for intermediate DAM 

(“more firmware, less hardware” approach)
• Space is a big challenge!
• Cost à to be done full assessment, but scenario with 312 links is not 

for free (and it entails, however 6-7 DAMs, 312 FPGA medium size, 
etc.)
• PDU very modular
• Less power consumption inside readout box
• We add cables, materials inside readout box
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9 cm

4 cm

high-density connector (TOP)

high-density connector (BOTTOM)

VTRX+

LDOs

LDOs

2 x Alcor64

2 x Alcor64

8

FPGA

QSPI 
Flash

to 1 or 2 FEBs

to 1 or 2 FEBs

front view side view

Scrubber
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What to put on such RDO?

Watcher

not on scale !!!

100 MHz 
clock in

400 MHz



Missing specifications (to be worked out/discussed!)
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• FEB-RDO “bus” (see next slide for ALCOR64) and connectors
• LV towards FEB: LDO only on RDO?
• Control of MOSFET for annealing
• Connectors for DAQ
• Connectors for LV
• Connectors for HV
• LV control bus à power supply?

• FPGA: we are targeting Artix Ultrascale+ or PolarFire. There are pros/cons to be explored. Xilinx generally better on 
performance (including on link data out) and development tools. PolarFire likely better on rad tol. Not for today 
discussion.

• Bologna will have soon a  "development board" with PolarFire (ALICE/TRM2 project + ALICE3/SiPM readout)



12 LVDS pairs 
per chip

clock

SpiClock

reset

SpiSS
SpiSDI

SpiSDO

4

data

testpulse

ser clock out

Alcor32

16 LVDS pairs 
per chip

???

clock

SpiClock

reset

SpiSS
SpiSDI

SpiSDO

8

data

testpulse

ser clock out

Alcor64
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The ALCOR64 bus

What can we share on a ALCOR64?



The FPGA interfaces to 4 Alcor64 chips: 4 x 16 LVDS pairs = 64 LVDS pairs (for back-compatibility 96 pairs) 

FPGA

high-density connector (TOP)

high-density connector (BOTTOM)

VTRX+

32 LVDS pairs

32 LVDS pairs

2 x Alcor64

2 x Alcor64

9 cm

4 cm
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The FEB-RDO bus: remember we will need other lines!

QSPI 
Flash

Scrubber

Watcher
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FPGA

high-density connector (TOP)

high-density connector (BOTTOM)

VTRX+

32 LVDS pairs

32 LVDS pairs

2 x Alcor64

2 x Alcor64

RDO The plan is to use the RDO also to readout 8 Alcor32 chips: this 
requires the design of a new breakout board

RDO high-density connector

old breakout board
new breakout board
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The new break-out boards

clockreset testpulse

data lines: 16
clock in lines: 4
SPI (ck, SDI, SDO): 3
SPI SS: 4
reset, clock, testpulse:  3

30



Building a plan
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• With this group: define FEB-RDO specs!!! à by December 2023 at the latest
• Production RDO + breakout-boards à in 2024 “preventivi” --> 25000
• @test-beam 2024: read 8 PDU using CONET IPCORE and 2 PCIe CARD A3818 from CAEN 

(all hardware + know-how available from ALICE) [ Buy a server housing two A3818 à 
in 2024 “preventivi” à 2000 ]

• Some radiation tests of key component @TIFPA

• Test/Development of ePIC DAQ link on a pair of Zynq ZCU102 (1 available, 1 from project)

• No FELIX available from ATLAS/BO: buy a VC709 as main “FELIX” development platform?
 à 8000 EU 
 à ATLAS provide FW for VC709 operating it as a “mini-FELIX”
 
 

dRICH World

ePIC World

Davide/Pietro part of a small sub-DAQ WG to define specs of DAQ link
These cards will be used to define specs. We might play already with RDO when
existing (clock transmission etc).

à we need to collect more information about FELIX….



Backup

24/05/2023 Alcor Day RDO & DAQ 14



15

First FPGA candidate: Xilinx Artix Ultrascale+ family

`
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Xilinx Artix Ultrascale+ family
VCCINT = 0.850 V
VCCAUX = 1.800 V
VCCO = 1.140 – 3.400 V for HD I/O banks
VCCO = 0.500 – 1.900 V for HP I/O banks

LVDS DC specifications (HP I/O banks)

HP = High-performance I/O with support for I/O voltage from 1.0V to 1.8V. 

HD = High-density I/O with support for I/O voltage from 1.2V to 3.3V. 

GTH and GTY transceiver line rates are package limited: SFVB784, 
SBVB484, UBVA368, and UBVA292 to 12.5Gb/s

24/05/2023 Alcor Day RDO & DAQ



17

FPGA

19 mm

19 
mm

SBVB484

FPGA

27 mm

27 
mm

FFVB676

On-scale drawings
(scale factor = 1.5)

Choosing a Xilinx Artix Ultrascale+ 
requires both:
• a QSPI Flash
• a Microchip FPGA performing 

scrubbing
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Second FPGA candidate: Microchip Polarfire family
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Microchip Polarfire packages

VCCINT = 1.0 V

HSIO DC IO supply:
1.2V, 1.35V, 1.5V, 1.8V

GPIO DC IO supply: 1.2V, 
1.5V, 1.8V, 2.5V, 3.3V

24/05/2023 Alcor Day RDO & DAQ
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Differential DC output levels

Differential DC input levels
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FPGA

16 mm

16 
mm

FCSG53684

FPGA

19 mm

19 
mm

FCVG484

On-scale drawings
(scale factor = 1.5)

it would also allow to save on 
the QSPI Flash (not needed)
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I level DAM: 42 to 6 concentrator/routing

42 RDOs

42 optical 
links

Felix board

6 optical links 
towards II level 

DAM

this solution requires modifications 
to the standard Felix firmware
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Intermediate steps

FPGA

high-density connector (TOP)

high-density connector (BOTTOM)

VTRX+

32 LVDS pairs

32 LVDS pairs

4 x Alcor32

4 x Alcor32

RDO

The plan is to use the RDO also to readout the Alcor32 chips: this 
requires the design of a new breakout board

RDO high-density connector

old new
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VTRX+

VTRX+: 20 x 10 x 2.5 mm3
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