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I Pruner loss functions
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is no longer a minimum



Modified rejection loss
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does not increase the slope of Ly in that region because

Hﬁil J(wi) ~ J(wi)N — 0 for big values of N and o(w) < 1

=» Result of training with this loss function: the problem of weights updated
very slowly still persists, so the reason is not due to the fact that (1,1,...,1)

is @ minimum point for L. (therefore it is not a strong point of attraction)
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I Increasing the slope Lo x 100

> Is increasing the slope of

Lpru the key? o E'qf"'
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Liot = Laa + P (A Lpn) Loru X 10 g
' \ - 208

H = <Lcla>last 10 epochs / (?\ * <Lpru>last 10 epochs)

Tested with

0.0

0.2

* A=A*10 every 20 epochs, from A=1 to A=107 o
y P O(Wl) 0.8

* A=10% A=106, A=10"
=» Not working: weights still updated too little and too drastically
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What really works

* In general, pruning occurs well and completely only if Lot = Laa + @ * Lpry
with a increasing gradually

- When we set a fixed value for a the weights are updated too little or
too drastically

B Deﬂning a as <Lcla>last10epochs / <Lpru>last‘I0epochs WOrkS ﬁne Only |f Lpru
decreases in such a way that a increases gradually

> That's why introducing Lt = Laa + 4 * A * Lprw With A=A * 10 every 20
epochs from A=1 to A=107 is working fine (see next slide)

=» IDEA: define A in such a way that it increases gradually
if the variance of the weights is not changing
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I Results with increasing A

Liot = Laa + U * A * Loy With A=A*10 every 20 epochs, from A=1 to A=10

Filters with o(w) > 0.5
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I Alternative strategy

* Use Markov chain instead of back propagation to
update pruner weights

9Wnew — Wold + 6 rand['1,1]

2 Weights updated only if Lio"®" < Lio®

PLAN: investigate both strategies
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